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Abstract 

This thesis reports on the design, development and testing of a semi-automated 
system to aid in the mapping of the interior of industrial plants. The sys­
tem makes use of digital photogrammetry to assist an operator in locating and 
identifying components of the plants. 

All of the important photogrammetric theory is discussed in the text, and ex­
plained in detail in the appendices. Specifically, this system implements various 
algorithms used for camera calibration, object point intersection, and a method 
combining the two techniques. Considerable use is made of the iterative least 
squares method, which is the basis of many of the algorithms employed in this 
work. 

Image processing algorithms are implemented to enhance the digital images, and 
to ease the identification of objects in the images, and these are fully explained 
~n the text. Adaptive least squares image matching is a method of matching 
corresponding points in different images and is used to ensure correspondence 
between points identified by the system operator. A weighted centre of gravity 
method is used to find the centre of target areas, and an algorithm is imple­
mented to determine the radius, centre and direction of a pipe passing through 
a number of points. 

Various aspects of the system design are discussed and explained. In particular 
the requirements in terms of hardware and software are presented. In addition, 
the choices of the operating system and of the compiler are justified. Potential 
problems with the system, and possible enhancements of it are also described. 

Tests were performed to verify the correct operation of all of the algorithms 
used in the calibration of the cameras. Together with the point intersection 
routines, these tests calculated the position of various control points, the correct 
coordinates of which were previously known. The calculated point positions are 
compared to the known coordinates of the points to determine the accuracy 
of the various algorithms. Further tests were conducted to demonstrate and 
verify the ability of the system to measure distance in three dimensions. These 
tests illustrate that the accuracy achievable is approximately 0.053 of the total 
distance measured for an object occupying 803 of the width of the image. 



ii 

The system improves considerably on the method presently used in South Africa 
and in many industries worldwide which rely on analytical photogrammetry for 
the determination of object point locations. While the system suffers from re­
duced accuracy as a result of the use of digital cameras, this problem will become 
less important as technology and digital camera resolution improve. Possible 
enhancements include the use of more numerically efficient algorithms, and the 
introduction of techniques that would partially automate the identification of 
control points and pipes. 
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Chapter 1 

Introduction 

1.1 Background 

There are many companies worldwide which own, run, and maintain plants 
that are essentially networks of pipes and related equipment. Such plants are 
especially common in the chemical and the petro-chemical industries, but are 
also found in other fields. 

The design of these plants is initially presented as a set of drawings or, more 
recently, as CAD models. It is inevitable that during the construction of the 
plant, the implementation diverges from the original plans due to unforeseen 
circumstances. Once the plant has been commissioned, repairs, alterations, and 
upgrades to the plant result in significant changes to its layout. As a result 
of these factors it has been found that, after many years of operation, the 
original plans for the plant are no longer suitable for use in the planning and 
implementation of further modifications and additions. 

To expedite alterations to the plant, a three dimensional CAD model is r~ 
quired. It is generally more efficient to generate such a model using analytical 
photogrammetry to survey the plant, than it is to convert the existing plans to 
a CAD model. In addition, the use of photogrammetric techniques simplifies 
the inclusion of previous alterations in the new model. 

As part of this thesis, a basic system, using digital photogrammetry in an in­
tegrated software package, was designed in response to a request from a local 
engineering company, where a department specialised in the mapping of chem­
ical plants has been established. The software makes use of a number of digital 
images of the area being mapped to determine the positions of points identified 
in the images by the operator. 

This basic package was then enhanced to include a variety of photogrammetric, 
image processing and geometrical techniques to simplify the mapping of plants. 

1 



1. INTRODUCTION 2 

This thesis details the algorithms used, the design of the system and various 
tests to illustrate and verify the capabilities of the finished product. 

1.2 Aim of the Thesis 

This thesis aims to create a semi-automated computerised system which will 
expedite the generation of three dimensional models of chemical and other in­
dustrial plants from digital images. 

The program should be an interactive, menu driven system which implements: 

• Image enhancement algorithms to make target identification easier for the 
operator; 

• Photogrammetric algorithms for calculating the orientation of the cameras 
from the image space and object space coordinates of a number of points 
identified by the user; 

• Algorithms for locating the positions in space of points identified by the 
user on the images; 

• Algorithms to analyse the geometric relationship between surveyed object 
points, in order to simplify the identification of objects in the plant. 

These features are described in more detail in later chapters. 

While the system is aimed at assisting an operator in the creation of a three 
dimensional CAD model of plants, it should also be feasible to use the software 
to perform any general purpose photogrammetric measurement using digital 
images. 

1.3 Thesis Outline 

The thesis is divided into a further seven chapters, excluding the appendices: 

Chapter 2 describes the photogrammetric techniques used in this project to 
determine camera orientations and point positions. 

Chapter 3 deals with the image processing algorithms used to enhance the 
images in order to simplify the identification of points by the system operator. 

Chapter 4 presents a number of other algorithms used in the project which 
do not fall into either of the above two categories. In particular it describes 
algorithms used for image matching, target centre location, and for finding 
circle and line orientations and positions. 
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Chapter 5 lists some of the problems encountered in the design of the system, 
and possible solutions to these problems. Where necessary, these solutions 
were implemented, and the justification for doing so or for leaving the system 
unchanged is given in each instance. 

Chapter 6 describes the design of the system. It lists the hardware and soft­
ware required by the system, and discusses the choice of programming software. 
Also described are the options presented by the system to the user for image 
processing, camera calibration, object point intersection, and circle and line 
determination. 

Chapter 7 reports on a number of tests used to verify the accuracy of the 
photogrammetric algorithms, and to assess the ability of the system to measure 
distance in three dimensions. 

Chapter 8 draws some conclusions regarding the system and its capabilities, 
and makes some recommendations for future development of the system. 

The appendices describe in detail some of the important algorithms used in the 
project which are not given in detail in the main text because of their length. 
Also presented is a detailed listing of the test results which are summarised in 
chapter 7. 

1.4 Related Work 

A variety of development work has been done, and is being done, in the field of 
industrial visualisation and mapping, and the use of analytic"al photogrammetry 
for the mapping of industrial plants appears to be widespread. 

The company for which the basic system was designed presently makes use of 
analytical photogrammetry in the mapping of chemical plants. The procedure 
involves the use of two photographs, with a digitizer being used to identify 
points on the images. The identified points are used by software designed for 
this purpose (MCP 1986) to determine the orientation of the cameras, and the 
object space positions of the points in the photographs. 

The generation of three dimensional computer graphics models using analytical 
photogrammetry is described by Littleworth & Chandler (1995) with particular 
applications to the mapping of pipes in an oil refinery. The paper also describes 
the use of photogrammetry in the generation of architectural plans for historic 
buildings. In (Littleworth, Stirling & Chandler 1992} the same techniques are 
applied to the mapping of the exterior of an aerodrome and to the generation of 
a digital terrain map of an industrial complex. Also described is the mapping 
of an industrial crane. 

The role of photogrammetry in the mapping of nuclear environments is de-
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scribed by Chapman, Deacon & Hamid (1992). Digital photogrammetry is 
used to assist in the generation of CAD models of radioactive plants because 
of the dangers associated with prolonged exposure to radiation. The presence 
of high levels of radiation precludes the use of standard photography and in­
terferes with some digital imaging systems. Purpose-build imaging systems are 
therefore used to capture digital images. The system designed implements a va­
riety of photogrammetric techniques, and allows for measurements to be made 
in object space. 

A system using digital photogrammetry with scanned photographs of plants 
is described in (Ham.it 1995). The system is an integrated photogrammetric 
measurement system and CAD package, which is aimed at the mapping of 
factories, chemical plants, refineries and nuclear power plants. 

While these systems provide the means of measuring the positions of points 
in object space, few facilities are provided for determining the dimensions and 
orientations of structures in the plants, or for automating these measurements. 

The use of conventional analogue photogrammetric measurements to determine 
the radius and direction of pipes in industrial plants is described by Kramer 
& Scholer (1980). A variety of techniques are presented for determining the 
position and size of pipes using known positions of a number of points on the 
surface of each pipe. Jones, Chapman & Hamid (1996) derive models describing 
the relationship between three dimensional primitives and their two dimensional 
projections, with particular reference to the measurement of pipes in industrial 
plants. 

Research is currently in progress in the Department of Surveying and Geodetic 
Engineering at the University of Cape Town to develop methods of automating 
to some extent the determination of the orientation of pipes. 



Chapter 2 

Photogrammetric Theory 

Photogrammetry is the field of study involving techniques to determine the 
positions and orientations of objects in three dimensions from photographic 
images. This chapter describes two principal types of algorithms: 

• algorithms to determine the orientation and position of each of the cam­
eras used to generate the images of a scene; 

• algorithms to determine the position of the points of interest in each of 
the images. 

The former are known as camera calibration algorithms and the latter as inter­
section algorithms. Only those algorithms which were used in this project will 
be discussed. 

2.1 Camera Calibration Algorithms 

Camera calibration is the process of determining the orientation and position 
of the camera. Nine parameters are used to specify the camera position. These 
parameters, described in detail by Kraus & Waldhiiusl (1993), are illustrated in 
figure 2.1. The parameters consist of: 

1. Three parameters to specify the position of the perspective centre of the 
camera. The three parameters represent the three space dimensions rel­
ative to an arbitrary but fixed origin. The cartesian axes, X, Y, and Z, 
of the object space coordinate system extend from this origin and, within 
this system, the perspective centre is identified by (Xe, Ye, Ze)i 

2. One parameter to specify the perpendicular distance from the perspective 
centre to the imaging surface. This is known as the principal distance. 

5 



2. PHOTOGRAMMETRIC THEORY 6 

The principal distance is abbreviated as c in most parts of this text; 

3. Two parameters which specify the position on the imaging surface of the 
intersection of the camera's optical axis with the image plane. This point 
on the surface is known as the principal point. The symbols Xp and Yp 

are used to represent the x and y coordinates of the principal point re­
spectively, where x, y and z are the coordinate axes of the image space 
coordinate system whose origin is at the perspective centre. The principal 
point of the image is illustrated in figure 2.2. This diagram is an exagger­
ation of the typical situation, since the principal point is typically very 
close to the centre of the image. 

4. Three parameters which specify the rotation of the image space coordi­
nate system relative to the three object space axes. The parameters are 
identified by the symbols w, K, and Q>. The image space axes are initially 
parallel to, but offset from, their corresponding object space axes, and are 
rotated before images are captured. In this text it is assumed that the 
rotation around the z axis (<I>) is performed first, followed in order by K, 

the rotation around the once-rotated y axis, and w, the rotation around 
the twice-rotated x axis. Both the image space and object space coordi­
nate systems are assumed to be left handed systems. The rotations of the 
axes are assumed to be clockwise as seen from the positive axis looking 
towards the origin of the axis system. In figure 2.1 these rotations have 
already been performed. 

y 
object space 
coordinate system 

~ 
z 

y 

' 0 
; <.ll 

~ "'"' ""'= 
1--:--....:_·q· 

. --············· :.,..;..:-- pie 
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centre ; ct c ~ 
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Figure 2.1: Camera Orientation Parameters 
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Figure 2.2: Principal Point of an Image 
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A number of additional parameters can be used to describe imperfections in the 
camera. These account for distortion of the image introduced by imperfections 
in the camera lens system. Distortion of the film, or in the case of digital 
cameras, distortion of the imaging surface can also be accounted for in this 
manner. The model used to describe these distortions is discussed in more 
detail in section 2.4. 

The principal distance, principal point and any additional parameters used are 
together known as the interior orientation of the camera, since they are de­
termined entirely by the internal construction of the camera. The remaining 
parameters are collectively known as the exterior orientation of the camera. 

The orientation angles are typically represented by a rotation matrix. This 
matrix maps coordinates relative to the perspective centre in object space onto 
coordinates in image space. The rotation matrix will generally be represented 
by the symbol R in this text. It is always a 3 x 3 matrix, and its elements are 
represented by the symbols r,,, r11, ... ,r33. 

Methods for determining the nine camera orientation parameters and the addi­
tional parameters are discussed in more detail in the following sections. 

2.1.1 Camera Calibration using the 
Collinearity Equations 

The collinearity equations, described in (Karara 1989) and in (Haralick & 
Shapiro 1993), are the basis for most photogrammetric techniques used in this 
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project. These equations {equation 2.1 and equation 2.2) describe the rela­
tionship between points in three dimensions (X, Y, Z), and the two dimensional 
images of these points ( x, y). They describe mathematically the assumption 
that a point in object space (three dimensional space}, its image, and the per­
spective centre of the imaging system must be collinear. 

x (2.1) 

d . T21 (X- Xe)+ T22(Y...:.. Ye)+ T23(Z- Zc) 
'Yv + :y = c-T3-1-(X ___ X_c_)_+_r_3_2-(Y---Y-c)_+_r3_3_(Z--Z-c-) (2.2) 

In equations 2.1 and 2.2, dx and dy refer to the error in the x and y position 
of a point in an image as a result of the lens and film distortions. The variable 
c represents the principal distance of the camera. 

Assuming that the distortion terms are zero, this calibration technique requires 
knowledge of the locations of five points, the coordinates of which are known 
both in object space and in image space. Using these coordinates, ten equa­
tions in the nine unknown parameters can be formulated. This is one more 
equation than is needed to solve for the nine unknowns, so that only the x or 
y coordinate of the fifth point is required. If more than nine observations are 
available, a least squares adjustment is generally used to find a best-fit solu­
tion. If additional parameters are used to model the lens and film distortions, 
one additional equation is required for each additional parameter. This in turn 
requires one additional observation for each additional parameter. 

The equations are generally linearised in order to simplify the solving of the 
equations and to facilitate finding an optimum solution using the least squares 
method. Once the equations have been linearised, the parameters can be ap­
proximated using an iterative procedure which finds the best approximation for 
the differential terms in the linearised equations. This does, however, require 
that initial estimates of the camera orientation parameters are available, and 
that these estimates are reasonably close to the correct values. If not, the iter­
ative procedure will generally not converge to the correct solution. The initial 
estimates can be obtained using another camera calibration technique, such as 
the Direct Linear Transformation as described in 2.1.2. A detailed description 
of the use of the collinearity equations for solving for the orientation parameters 
is presented in appendix B. 

2.1.2 Camera Calibration using the Direct Linear Trans­
formation 

The Direct Linear Transformation (DLT) uses eleven parameters to describe 
the orientation of the camera, and is used to provide initial estimates for the 
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camera orientation parameters employed in other camera calibration techniques. 
Equations 2.3 and 2.4 describe the DLT. A detailed description of the derivation 
of the DLT, and its use, is presented in (Karara 1989). 

x _ dx = l 1 X + l2 Y + l3Z + l4 
l9X + l 1 o Y + l 11 Z + 1 

y-dy = lsX+LGY+l7Z+l8 

l9X+l;oY+l11Z+l 

(2.3) 

(2.4) 

As is the case with the collinearity equations, a number of additional parameters 
can be used to describe the distortion introduced by the camera lenses and other 
camera components. 

There are at least eleven unknown parameters which need to be determined. 
Therefore, in order to solve for these parameters, it is required that the positions 
of at least six control points be known. If no additional parameters are used, 
only the x or the y value of the last control point need be known. If additional 
control points are available, a least squares solution is used to determine the 
best values for the parameters. 

In most applications, equations 2.3 and 2.4 are linearised and a least squares 
method is used to solve for the parameters in an iterative manner. The DLT 
parameters can also be obtained using a direct method. However, this method 
is generally not used, because the iterative method makes better use of addi­
tional observations to find the best parameter values. A detailed description 
of the solution of the DLT, and of the relationship between the DLT and the 
collinearity equations, is given in appendix C. 

The DLT has the advantage that, unlike the collinearity equations, no initial 
estimate of the parameter is required. It does however require knowledge of the 
position of one more control point. Furthermore, a least squares solution for the 
DLT parameters does not give the best solution of the nine camera parameters 
used in the collinearity equations, when these are calculated from the DLT 
parameters. The DLT is thus generally used to provide initial estimates for 
the exterior and interior orientations, which are then used with the collinearity 
equations to refine the solutions. 

2.1.3 Smith's Explicit Space Resection 

Smith's resection is a simple method of determining the exterior orientation of a 
camera using only four control points. The method also allows interior orienta­
tion parameters which are known to be accurate to be incorporated easily into 
the solution. While the DLT can be altered for these purposes, such alterations 
are more difficult to implement. 
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Smith (1965) describes an explicit solution for the space resection of a single 
image. The method requires no initial estimate of the six exterior orientation 
parameters. Three control points are required for the resection, which yields a 
maximum of four solutions. A fourth control point in a suitable position is used 
to determine which of the four solutions is correct. The interior orientation of 
the camera is required to solve for the exterior orientation. 

As with the DLT, an explicit solution is possible, thus eliminating the need for 
accurate initial estimates. However, it is not possible to determine the lens and 
film distortion parameters using this method, and as a result it is generally used 
as a method of obtaining initial estimates of the camera exterior orientations. 
Smith describes a way of using four or more points in a least squares adjust­
ment to improve the accuracy of the solution, but simpler methods of including 
redundant observations exist. 

A detailed description of Smith's explicit space resection, and the solution 
thereof, is provided in appendix D. 

2.1.4 Schmid's Iterative Space Resection 

Schmid's iterative space resection (Thompson 1966) is a simple solution to im­
plement, and provides a method of using redundant observations to improve 
the accuracy of the parameters calculated using Smith's explicit resection. 

Like Smith's explicit space resection, Schmid's space resection solves only for 
the exterior orientation of the camera, and requires that the interior orientation 
of the camera be known. The method is derived from the collinearity equations 
- equations 2.1 and 2.2. As with the camera calibration using the collinearity 
equations described in section 2.1.1, the collinearity equations are linearised, 
and an iterative method is used to update the parameters. 

The method requires knowledge of the positions of three control points for 
a minimal solution. It also requires initial estimates for all of the exterior 
orientation parameters. An iterative least squares approach is used to produce 
an optimal solution if the positions of four or more points are known. 

A more detailed description of the use of Schmid's iterative resection for solving 
for the exterior orientation of a camera is given in appendix E. 

2.2 Object Point Intersection Methods 

The object space coordinates of a point can be determined if the image co­
ordinates of the point are known for two or more images, and if the camera 
orientation parameters for these images are also known. Methods for perform­
ing this calculation are referred to as intersection algorithms. They are generally 
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based on the same equations as are used in the camera calibration routines, but 
the values of the object space coordinates X, Y and Z are determined, rather 
than those of the camera orientation parameters. 

Only two intersection methods were investigated. These are: 

• Intersection using the Collinearity Equations (equations 2.1 and 2.2) 

• Intersection using the Direct Linear Transformation (equations 2.3 and 
2.4) 

Either method can be used to find object space coordinates, irrespective of the 
algorithm used to calibrate the cameras. The DLT method should ideally be 
employed in cases where the DLT is used to calibrate the cameras, and the 
method based on the collinearity equations when the other calibration tech­
niques described previously are used. 

2.2.1 Intersection using the Collinearity Equations 

The collinearity equations (2.1 and 2.2) relate the object space coordinates of 
a point to its image coordinates. The orientation parameters of a camera and 
the image coordinates of a point on that camera's imaging surface define a line 
in object space on which the point lies, as illustrated in figure 2.1. 

If the object appears in another image, produced by a camera with a different 
orientation, the image coordinates of the point on this image and the orientation 
of this camera define a second line in object space, as shown in figure 2.3. This 
line will also ideally pass through the point in object space. 

In virtually all real situations, the lines will pass close to one another near the 
true object space coordinates of the required point. In general, a least squares 
approach is used to find the object space coordinates which minimise the sum of 
the squares of the residuals between the known image coordinates of the point 
on each image, and the image coordinates calculated using equations 2.1 and 
2.2. 

At least two images are required to find the point coordinates, but additional 
images can be used to improve the accuracy of the final estimate of the point 
position. 

Since the values of the camera orientations are held constant, the collinearity 
equations can be rewritten as linear equations, and the object space coordinates 
of a point being intersected can be found explicitly. In general, an iterative pro­
cedure is used once initial estimates have been found using the explicit method. 
The standard form of the collinearity equations is linearised using differentials, 
and the iterative method, as described in appendix B, is used to find the best 
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solution for the object space coordinates in the least squares sense. This effec­
tively involves finding the best estimate of the point at which a number of lines 
intersect in object space. 

The accuracy of the result is determined by the accuracy to which the image 
space coordinates of the points are known, the accuracy to which the camera 
orientations are known, and the positioning of the cameras. A larger number 
of images increases the number of redundant equations in the system, and thus 
also increases the accuracy of the solution. 

2.2.2 Intersection using the Direct Linear Transformation 

It is possible to use the Direct Linear Transformation equations (2.3 and 2.4) to 
solve for the object space coordinates of a point, if the point has been identified 
in two or more images. The DLT parameters for a camera and a point on 
the image obtained with this camera define a range of possible object space 
coordinates for the point in object space. These coordinates do not necessarily 
define a line in object space. Using the DLT parameters for a second camera, 
and the image space coordinates of the point on the image obtained from this 
camera, together with the corresponding information from the first camera, the 
object space coordinates of the point can be found. 

A least squares solution is used to find the object space coordinates which 
minimise the sum of the squares of the residuals between the left and right 
hand sides of equations 2.3 and 2.4. An iterative approach is usually employed, 
using linearised DLT equations as described in appendix C. Since the camera 
orientation parameters are known, a linear equation can be formulated from the 
DLT equations to provide initial estimates of the coordinates. 

• 
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equation E.1 and equation E.2 can be written in determinant form as 

x z 1=0 RiX R3X 
(E.5) 

and 
y z 1=0 RzX R3X 

(E.6) 

Setting Ri X = r and RJX = q and writing out the determinant for equa­
tion E.5 yields the equation which should be satisfied: 

qx-rz = 0 (E.7) 

Setting 
fx = qx-rz (E.8) 

and using a single term of the Taylor expansion of fx gives: 

fxnew = fxold + c5f x (E.9) 

Since ideally Fxnew = 0 
fxold = -c5fx (E.10) 

The value of c5Fx can be found from: 

ofx ofx ofx ofx ofx 
c5Fx = ox c5x + ow c5w + ... + oXc c5Xc + oYc c5Yc + oZc c5Zc (E.11) 

where x is considered a variable. 

The value of each of the differentials can be calculated from determinants as 
shown below: 

ofx 
ox 

q (E.12) 

ofx x z 
(E.13) ow ilR1X ilR3X 

ilw ilw 
ofx x z 

(E.14) = ilR1X ilR3X OK ClK ClK 

of x x z 
(E.15) 

o<t> ilR1X ilR3X 
ilcj> ilcj> 

of x 

I 
x z 

I (E.16) 
oXc rll r31 

ofx 

I 
x z 

I (E.17) = oYc r12 r32 

of x 

I 
x z 

I (E.18) = oZc r13 r33 
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where aa~,1 for example is the first row of the matrix g~. The values of the 
partial derivatives of R are: 

oR 
[ -~31 

0 0 l = -r32 -r33 
OW 

r21 r22 r23 

oR [ -•in<00•~ sin K sin cf> COS K 

l = sin w cos K cos cf> - sin w cos K sin cf> sinw sinK 
OK 

- COS W COS K COS cp cos w cos K sin cf> -cosw sin K 

oR [ r12 
-r11 

~ l = r22 -r21 
ocf> 

T32 -r31 

Since a solution requires that c5Fx = -Fxold• equation E.11 can be rewritten as: 

1 ofx 1 ofx 1 
- c5x = --::;-c5w + · · · + - c:.z c5Zc + -Fxold 

q uw q u c q 
(E.19) 

In order to minimise the value of c5x, the required correction to the value of x to 
satisfy equation E.10, a least squares method is used to find the best solution 
(in the least squares sense), to the equation: 

1 ofx 1 ofx 1 
--::;-c5w + ... + - c:.z c5Zc + -Fxold = 0 
q uw q u c q 

(E.20) 

and the corresponding equation for Fy. The equations for fy are obtained by 
replacing R 1 and x with R 2 and y respectively in equations E. 7 to E.18. 

The initial estimates of the exterior orientation parameters are updated using 
the values of c5w, c5K, c5cp, c5Xc, c5Y c and c5Zc calculated above. The process is 
repeated using the updated values for the exterior orientation parameters, until 
these values converge. 



Appendix F 

System Test Results 

This appendix lists complete results for the system tests described in chapter 7. 

Table F.l: Results for Calibration Frame Using the Bundle Ad­
justment With Additional Parameters 

I point number I X(mm) I Y(mm) I Z(mm) I 
measured coordinate 

format calculated coordinate 
difference 

Non-Control Points 
1005.45 929.09 999.39 

6 1005.58 928.74 998.97 
-0.13 0.35 0.42 

737.53 795.97 1078.76 
27 737.15 796.16 1078.05 

0.38 -0.19 0.71 

Control Points 
1003.34 1002.14 999.45 

1 1003.07 1001.85 998.96 
0.27 0.29 0.49 

929.50 1002.96 999.52 
2 929.53 1002.93 999.60 

-0.03 0.03 -0.08 
859.58 1003.54 999.51 

3 859.66 1003.48 999.56 
-0.08 0.06 -0.05 

790.61 1003.23 999.48 
4 790.62 1003.42 999.90 

-0.01 -0.19 -0.42 
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716.38 1002.48 999.20 
5 716.42 1002.31 998.87 

-0.04 0.17 0.33 
715.70 928.43 999.00 

7 715.49 928.66 999.04 
0.21 -0.23 -0.04 

1005.46 863.20 999.29 
8 1005.54 863.24 999.42 

-0.08 -0.04 -0.13 
715.81 860.50 998.61 

9 715.51 860.60 998.55 
0.30 -0.10 0.06 

1005.85 790.26 998.90 
10 1005.68 790.56 998.65 

0.17 -0.30 0.25 
716.10 791.38 998.26 

11 716.79 791.50 998.27 
-0.69 -0.12 -0.01 

1002.38 718.53 996.95 
12 1002.60 718.23 997.46 

-0.22 0.30 -0.51 
930.91 715.84 997.95 

13 930.84 715.75 997.54 
0.07 0.09 0.41 

856.98 715.04 997.73 
14 856.94 714.94 997.46 

0.04 . 0.10 0.27 
786.88 715.43 997.33 

15 786.56 715.40 998.27 
0.32 0.03 -0.94 

717.62 718.52 997.14 
16 717.69 718.57 996.99 

-0.07 -0.05 0.15 
979.59 981.46 1079.60 

17 979.80 981.60 1079.88 
-0.21 -0.14 -0.28 

921.48 983.88 1079.29 
18 921.76 984.02 1080.06 

-0.28 -0.14 -0.77 
860.75 984.55 1079.15 

19 860.85 984.61 1079.40 
-0.10 -0.06 -0.25 

800.56 981.18 1078.98 
20 800.37 981.12 1078.72 

0.19 0.06 0.26 
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739.71 976.59 1078.60 
21 739.72 976.76 1078.58 

-0.01 -0.17 0.02 
984.21 924.80 1080.05 

22 984.66 925.59 1081.48 
-0.45 -0.79 -1.43 

736.40 921.80 1078.73 
23 736.33 921.37 1078.38 

0.07 0.43 0.35 
987.00 860.15 1080.05 

24 986.84 859.78 1078.82 
0.16 0.37 1.23 

734.94 859.65 1078.72 

' 25 734.96 859.36 1078.55 
-0.02 0.29 0.17 

985.34 796.66 1079.88 
26 985.28 797.08 1080.30 

0.06 -0.42 -0.42 
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Table F.2: Results for Calibration Frame Using the Bundle Ad­
justment Without Additional Parameters 

I point number I X (mm) I Y (mm) I Z (mm) I 
measured coordinate 

format calculated coordinate 
difference 

Non-Control Points 
1006.43 928.55 999.68 

6 1005.45 929.09 999.39 
0.98 -0.54 0.29 

737.88 796.16 1076.88 
27 737.53 795.97 1078.76 

0.35 0.19 -1.88 

Control Points 
1003.01 1000.39 999.00 

1 1003.34 1002.14 999.45 
-0.33 -1.75 -0.45 

929.84 1002.34 998.65 
2 929.50 1002.96 999.52 

0.34 -0.62 -0.88 
859.56 1003.24 998.51 

3 859.58 1003.54 999.51 
-0.02 -0.30 -1.00 

790.25 1002.72 998.85 
4 790.61 1003.23 999.48 

-0.36 -0.51 -0.63 
716.59 1001.32 999.79 

5 716.38 1002.48 999.20 
0.21 -1.16 0.59 

714.98 928.22 998.81 
7 715.70 928.43 999.00 

-0.72 -0.21 -0.19 
1006.29 863.14 999.21 

8 1005.46 863.20 999.29 
0.83 -0.06 -0.08 

714.62 860.44 998.39 
9 715.81 860.50 998.61 

-1.19 -0.06 -0.22 
1006.26 790.26 998.49 

10 1005.85 790.26 998.90 
0.41 0.00 -0.41 

716.16 791.47 998.14 
11 716.10 791.38 998.26 

0.06 0.09 -0.12 
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1002.28 718.72 998.00 
12 1002.38 718.53 996.95 

-0.10 0.19 1.05 
931.00 715.77 996.67 

13 930.91 715.84 997.95 
0.09 -0.07 -1.28 

856.96 714.60 996.71 
14 856.98 715.04 997.73 

-0.02 -0.44 -1.02 
786.51 715.43 997.23 

15 786.88 715.43 997.33 
-0.37 0.00 -0.10 

717.89 719.57 998.29 
16 717.62 718.52 997.14 

0.27 1.05 1.15 
979.93 981.43 1080.37 

17 979.59 981.46 1079.60 
0.34 -0.03 0.77 

922.13 984.76 1080.94 
18 921.48 983.88 1079.29 

0.65 0.88 1.65 
860.88 985.56 1080.54 

19 860.75 984.55 1079.15 
0.13 1.01 1.39 

800.18 981.85 1079.84 
20 800.56 981.18 1078.98 

-0.38 0.67 0.86 
739.68 976.38 1078.48 

21 739.71 976.59 1078.60 
-0.03 -0.21 -0.12 

984.47 924.90 1079.95 
22 984.21 924.80 1080.05 

0.26 0.10 -0.10 
736.15 921.81 1078.12 

23 736.40 921.80 1078.73 
-0.25 0.01 -0.61 

987.19 860.44 1079.61 
24 987.00 860.15 1080.05 

0.19 0.29 -0.44 
734.77 859.61 1077.55 

25 734.94 859.65 1078.72 
-0.17 -0.04 -1.17 

985.08 797.56 1079.40 
26 985.34 796.66 1079.88 

-0.26 0.90 -0.48 
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Table F.3: Results for Calibration Frame Using the Collinearity 
Equations With Additional Parameters 

j point number I X (mm) I Y {mm) I Z (mm) I 
measured coordinate 

format calculated coordinate 
difference 

Non-Control Points 
1005.45 929.09 999.39 

6 1005.05 928.82 999.42 
0.40 0.27 -0.03 

737.53 795.97 1078.76 
27 737.62 795.80 1078.78 

-0.09 0.17 -0.02 

Control Points 
1003.34 1002.14 999.45 

1 1003.07 1001.85 998.96 
0.27 0.29 0.49 

929.50 1002.96 999.52 
2 929.53 1002.93 999.60 

-0.03 0.03 -0.08 

859.58 1003.54 999.51 
3 859.66 1003.48 999.56 

-0.08 0.06 -0.05 
790.61 1003.23 999.48 

4 790.62 1003.42 999.90 
-0.01 -0.19 -0.42 

716.38 1002.48 999.20 
5 716.42 1002.31 998.87 

-0.04 0.17 0.33 
715.70 928.43 999.00 

7 715.49 928.66 999.04 
0.21 -0.23 -0.04 

1005.46 863.20 999.29 
8 1005.54 863.24 999.42 

-0.08 -0.04 -0.13 
715.81 860.50 998.61 

9 715.51 860.60 998.55 
0.30 -0.10 0.06 

1005.85 790.26 998.90 
10 1005.68 790.56 998.65 

0.17 -0.30 0.25 
716.10 791.38 998.26 

11 716.79 791.50 998.27 
-0.69 -0.12 -0.01 

86 



F. SYSTEM TEST RESULTS 87 

1002.38 718.53 996.95 
12 1002.60 718.23 997.46 

-0.22 0.30 -0.51 
930.91 715.84 997.95 

13 930.84 715.75 997.54 
0.07 0.09 0.41 

856.98 715.04 997.73 
14 856.94 714.94 997.46 

0.04 0.10 0.27 
786.88 715.43 997.33 

15 786.56 715.40 998.27 
0.32 0.03 -0.94 

717.62 718.52 997.14 
16 717.69 718.57 996.99 

-0.07 -0.05 0.15 
979.59 981.46 1079.60 

17 979.80 981.60 1079.88 
-0.21 -0.14 -0.28 

921.48 983.88 1079.29 
18 921.76 984.02 1080.06 

-0.28 -0.14 -0.77 
860.75 984.55 1079.15 

19 860.85 984.61 1079.40 
-0.10 -0.06 -0.25 

800.56 981.18 1078.98 
20 800.37 981.12 1078.72 

0.19 0.06 0.26 
739.71 976.59 1078.60 

21 739.72 976.76 1078.58 
-0.01 -0.17 0.02 

984.21 924.80 1080.05 
22 984.66 925.59 1081.48 

-0.45 -0.79 -1.43 
736.40 921.80 1078.73 

23 736.33 921.37 1078.38 
0.07 0.43 0.35 

987.00 860.15 1080.05 
24 986.84 859.78 1078.82 

0.16 0.37 1.23 
734.94 859.65 1078.72 

25 734.96 859.36 1078.55 
-0.02 0.29 0.17 

985.34 796.66 1079.88 
26 985.28 797.08 1080.30 

0.06 -0.42 -0.42 
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Table F.4: Results for Calibration Frame Using the Collinearity 
Equations Without Additional Parameters 

I point number I X (mm) I Y (mm) I Z (mm) I 
measured coordinate 

format calculated coordinate 
difference 

Non-Control Points 
1005.45 929.09 999.39 

6 1006.25 928.57 1000.24 
-0.80 0.52 -0.85 

737.53 795.97 1078.76 
27 738.11 796.25 1076.95 

-0.58 -0.28 1.81 

Control Points 
1003.34 1002.14 999.45 

1 1003.04 1000.38 998.78 
0.30 1.76 0.67 

929.50 1002.96 999.52 
2 929.85 1002.38 998.77 

-0.35 0.58 0.75 
859.58 1003.54 999.51 

3 859.62 1003.26 998.64 
-0.04 0.28 0.87 

790.61 1003.23 999.48 
4 790.26 1003.08 999.59 

0.35 0.15 -0.11 
716.38 1002.48 999.20 

5 716.58 1001.25 999.68 
-0.20 1.23 -0.48 

715.70 928.43 999.00 
7 714.90 928.34 998.85 

0.80 0.09 0.15 
1005.46 863.20 999.29 

8 1006.41 863.03 999.16 
-0.95 0.17 0.13 

715.81 860.50 998.61 
9 714.67 860.40 997.98 

1.14 0.10 0.63 
1005.85 790.26 998.90 

10 1006.25 790.31 998.58 
-0.40 -0.05 0.32 

716.10 791.38 998.26 
11 716.24 791.42 997.96 

-0.14 -0.04 0.30 
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1002.38 718.53 996.95 
12 1002.35 718.80 998.02 

0.03 -0.27 -1.07 
930.91 715.84 997.95 

13 931.02 715.53 996.45 
-0.11 0.31 1.50 

856.98 715.04 997.73 
14 856.86 714.52 996.06 

0.12 0.52 1.67 
786.88 715.43 997.33 

15 786.29 715.42 997.66 
0.59 0.01 -0.33 

717.62 718.52 997.14 
16 718.12 719.38 997.51 

-0.50 -0.86 -0.37 
979.59 981.46 1079.60 

17 980.07 981.66 1080.96 
-0.48 -0.20 -1.36 

921.48 983.88 1079.29 
18 922.09 984.61 1080.96 

-0.61 -0.73 -1.67 
860.75 984.55 1079.15 

19 860.83 985.36 1080.13 
-0.08 -0.81 -0.98 

800.56 981.18 1078.98 
20 800.09 981.61 1079.25 

0.47 -0.43 -0.27 
739.71 976.59 1078.60 

21 739.80 976.57 1078.80 
-0.09 0.02 -0.20 

984.21 924.80 1080.05 
22 984.96 926.11 1082.14 

-0.75 -1.31 -2.09 
736.40 921.80 1078.73 

23 736.22 921.39 1077.81 
0.18 0.41 0.92 

987.00 860.15 1080.05 
24 987.09 860.45 1079.25 

-0.09 -0.30 0.80 
734.94 859.65 1078.72 

25 734.95 859.48 1077.29 
-0.01 0.17 1.43 

985.34 796.66 1079.88 
26 985.24 798.19 1081.03 

0.10 -1.53 -1.15 
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Table F.5: Results for Calibration Frame Using the DLT Without 
Additional Parameters 

J point number I X (mm) I Y (mm) I Z (mm) I 
measured coordinate 

format calculated coordinate 
difference 

Non-Control Points 
1005.45 929.09 999.39 

6 1005.37 928.83 999.10 
0.08 0.26 0.29 

737.53 795.97 1078.76 
27 737.29 795.78 1077.62 

0.24 0.19 1.14 

Control Points 
1003.34 1002.14 999.45 

1 1003.07 1000.49 999.22 
0.27 1.65 0.23 

929.50 1002.96 999.52 
2 929.77 1002.47 999.24 

-0.27 0.49 0.28 

859.58 1003.54 999.51 
3 859.44 1003.33 999.14 

0.14 0.21 0.37 
790.61 1003.23 999.48 

4 790.00 1003.12 1000.11 
0.61 0.11 -0.63 

716.38 1002.48 999.20 
5 716.22 1001.28 1000.23 

0.16 1.20 -1.03 
715.70 928.43 999.00 

7 714.54 928.53 999.37 
1.16 -0.10 -0.37 

1005.46 863.20 999.29 
8 1006.44 863.06 998.53 

-0.98 0.14 0.76 
715.81 860.50 998.61 

9 714.29 860.74 998.59 
1.52 -0.24 0.02 

1005.85 790.26 998.90 
10 1006.33 790.49 997.62 

-0.48 -0.23 1.28 
716.10 791.38 998.26 

11 715.80 791.88 998.76 
0.30 -0.50 -0.50 
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1002.38 718.53 996.95 
12 1002.50 719.19 996.93 

-0.12 -0.66 0.02 
930.91 715.84 997.95 

13 931.19 715.97 995.96 
-0.28 -0.13 1.99 

856.98 715.04 997.73 
14 856.92 714.99 996.18 

0.06 0.05 1.55 
786.88 715.43 997.33 

15 786.11 715.88 998.31 
0.77 -0.45 -0.98 

717.62 718.52 997.14 
16 717.60 719.86 998.64 

0.02 -1.34 -1.50 
979.59 981.46 1079.60 

17 980.44 981.44 1080.92 
-0.85 0.02 -1.32 

921.48 983.88 1079.29 
18 922.21 984.41 1081.03 

-0.73 -0.53 -1.74 
860.75 984.55 1079.15 

19 860.67 .985.17 1080.28 
0.08 -0.62 -1.13 

800.56 981.18 1078.98 
20 799.66 981.42 1079.47 

0.90 -0.24 -0.49 
739.71 976.59 1078.60 

21 739.07 976.38 1079.13 
0.64 0.21 -0.53 

984.21 924.80 1080.05 
22 985.45 925.50 1081.73 

-1.24 -0.70 -1.68 
736.40 921.80 1078.73 

23 735.48 921.13 1078.14 
0.92 0.67 0.59 

987.00 860.15 1080.05 
24 987.60 859.70 1078.49 

-0.60 0.45 1.56 
734.94 859.65 1078.72 

25 734.19 859.13 1077.70 
0.75 0.52 1.02 

985.34 796.66 1079.88 
26 985.79 797.24 1079.88 

-0.45 -0.58 -0.00 
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Table F.6: Results for Factory Scene 1 Using Smith's Resection 
Followed by Schmid's Resection. 

I point number I X (mm) I Y (mm) I Z (mm) I 
measured coordinate 

format calculated coordinate 
difference 

Control Points 
208603.0 14965.6 -78327.5 

39 208602.0 14965.7 -78326.7 
1 -0.1 -0.8 

207978.0 14560.9 -75885.7 
40 207978.5 14563.2 -75881.4 

-0.5 -2.3 -4.3 
206700.0 15620.6 -75519.6 

41 206703.5 15619.7 -75537.1 
-3.5 0.9 17.5 

205824.0 14237.9 -76853.2 
42 205819.9 14233.3 -76849.0 

4.1 4.6 -4.2 
206159.0 17002.1 -77610.5 

43 206155.6 17005.0 -77607.7 
3.4 -2.9 -2.8 

207694.0 17142.9 -76923.6 
44 207694.8 17139.8 -76923.3 

-0.8 3.1 -0.3 
207299.0 17208.1 -75546.0 

45 207301.1 17211.2 -75536.9 
-2.1 -3.1 -9.1 

206214.0 15422.9 -78003.0 
46 206215.6 15422.7 -78000.3 

-1.6 0.2 -2.7 
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Table F.7: Results for Factory Scene 1 Using Bundle Adjustment. 

I point number I X (mm) I Y (mm) I Z {mm) I 
Control Points 

measured coordinate 
format calculated coordinate 

difference 
208602.0 14966.1 -78325.6 

39 208602.0 14965.7 -78326.7 
0.0 0.4 1.1 

207977.0 14563.4 -75892.5 
40 207978.5 14563.2 -75881.4 

-1.5 0.2 -11.1 
206701.0 15621.1 -75521.3 

41 206703.5 15619.7 -75537.1 
-2.5 1.4 15.8 

205821.0 14233.0 -76847.1 
42 205819.9 14233.3 -76849.0 

1.1 -0.3 1.9 
206160.0 17003.7 -77612.2 

43 206155.6 17005.0 -77607. 7 
4.4 -1.3 -4.5 

207694.0 17141.2 -76927.2 
44 207694.8 17139.8 -76923.3 

-0.8 1.4 -3.9 
207301.0 17208.8 -75545.3 

45 207301.1 17211.2 -75536.9 
-0.1 -2.4 -8.4 

206214.0 15421.6 -78001.5 
46 206215.6 15422.7 -78000.3 

-1.6 -1.1 -1.0 
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Table F.8: Results for Calibration Frame and 30 cm Ruler 

J point number I X (mm) I Y (mm) I Z (mm) I 
Non-Control Points 

format calculated coordinate 
standard deviation 

mo 827.04 988.91 948.87 
0.03 0.05 0.15 

mlO 827.28 888.96 948.04 
0.04 0.05 0.19 

m20 827.91 788.86 947.62 
0.04 0.04 0.19 

m30 828.47 688.82 946.79 
0.03 0.05 0.15 

m15 827.44 838.95 947.59 
0.04 0.04 0.20 

Control Points 
measured coordinate 

format calculated coordinate 
difference 

standard deviation 
973.25 972.08 969.48 

1 973.17 972.04 969.38 
0.08 0.04 0.10 
0.05 0.05 0.17 

901.63 972.89 969.55 
2 901.71 972.88 969.67 

-0.08 0.02 -0.12 
0.03 0.05 0.15 

766.90 973.15 969.51 
4 766.86 973.13 969.50 

0.05 0.02 0.01 
0.03 0.05 0.15 

694.90 972.41 969.24 
5 694.92 972.52 969.25 

-0.02 -0.10 -0.01 
0.05 0.05 0.17 

975.30 901.22 969.42 
6 975.31 901.21 969.39 

-0.00 0.01 0.03 
0.04 0.04 0.15 

694.23 900.59 969.04 
7 694.24 900.58 968.95 

-0.01 0.01 0.09 
0.04 0.03 0.15 
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975.31 837.31 969.32 
8 975.31 837.32 969.40 

0.00 -0.01 -0.08 
0.04 0.03 0.16 

694.34 834.69 968.66 
9 694.39 834.72 968.58 

-0.05 -0.02 0.08 
0.05 0.03 0.15 

975.68 766.56 968.94 
10 975.62 766.65 968.84 

0.06 -0.09 0.10 
0.04 0.03 0.16 

695.47 767.64 968.14 
11 695.46 767.69 968.02 

0.02 -0.05 0.12 
0.04 0.03 0.15 

972.85 696.15 968.12 
12 972.85 696.07 968.12 

-0.00 0.08 0.01 
0.05 0.05 0.17 

902.99 694.37 968.03 
13 903.01 694.25 968.17 

-0.02 0.13 -0.14 
0.03 0.04 0.16 

763.28 693.97 967.41 
15 763.28 693.91. 967.62 

0.00 0.07 -0.20 
0.04 0.04 0.15 

696.10 696.97 967.23 
16 696.17 697.02 967.21 

-0.07 -0.06 0.02 
0.05 0.05 0.16 

950.21 952.03 1047.23 
17 950.29 952.10 1047.31 

-0.08 -0.07 -0.08 
0.04 0.05 0.19 

893.85 954.37 1046.93 
18 893.91 954.40 1047.05 

-0.07 -0.03 -0.12 
0.03 0.05 0.18 

776.55 951.76 1046.63 
20 776.55 951.73 1046.59 

-0.00 0.03 0.04 
0.04 0.05 0.18 
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717.53 947.30 1046.25 
21 717.41 947.15 1046.45 

0.11 0.15 -0.20 
0.05 0.05 0.19 

954.69 897.07 1047.66 
22 954.69 897.05 1047.59 

0.00 0.02 0.07 
0.04 0.04 0.19 

714.32 894.15 1046.39 
23 714.30 894.16 1046.43 

0.02 -0.01 -0.04 
0.04 0.04 0.18 

957.40 834.35 1047.66 
24 957.43 834.39 1047.58 

-0.03 -0.03 0.08 
0.04 0.03 0.19 

712.90 833.87 1046.38 
25 712.90 833.87 1046.32 

-0.01 -0.00 0.06 
0.05 0.03 0.18 

955.79 772.77 1047.50 
26 955.75 772.86 1047.42 

0.04 -0.09 0.08 
0.04 0.03 0.19 

715.41 772.10 1046.42 
27 715.41 772.14 1046.28 

0.01 ·0.04 0.14 
0.04 0.03 0.18 

950.35 716.55 1047.38 
28 950.31 716.61 1047.21 

0.04 -0.06 0.17 
0.04 0.04 0.20 

890.80 714.92 1047.10 
29 890.77 714.93 1047.19 

0.03 -0.01 -0.09 
D.03 0.04 0.19 

771.70 712.97 1046.48 
31 771.75 712.96 1046.49 

-0.05 0.01 -0.01 
0.04 0.04 0.18 

720.35 714.21 1046.20 
32 720.34 714.15 1046.20 

0.01 0.06 -0.00 
0.05 0.04 0.19 
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Table F.9: Results of Test for Factory Scene 2 Using Bundle Ad­
justment. 

J point number I X (mm) J Y (mm) I Z (mm) I 
Non-Control Points 

format measured coordinate 
standard deviation 

m7 -83777.0 14345.8 -205122 
6.1 5.3 21 

m2 -81313.2 14343.1 -205118 
5.5 5.7 20 

m3 -83783.9 13964.9 -205048 
6.3 6.1 22 

m4 -83779.2 14290.1 -205060 
6.2 5.5 22 

Control Points 
measured coordinate 

format calculated coordinate 
difference 

standard deviation 
-83062.4 17771.6 -202824 

48 -83063.3 17755.6 -202863 
1.1 16.0 39 
9.8 16.0 47 

-79993.5 16884.1 -202838 
49 -79977.5 16892.3 -202796 

16.0 8.2 42 
8.9 7.6 32 

-81127.4 17277.3 -202073 
50 -81134.7 17275.7 -202079 

7.3 1.6 6 
8.1 13.7 50 

-85906.4 14308.4 -206404 
51 -85907.0 14309.0 -206407 

0.6 1.0 3 
10.0 5.7 19 

-80413.2 14587.5 -204912 
52 -80415.5 14586.4 -204908 

2.3 1.1 4 
7.0 5.7 22 

97 



F. SYSTEM TEST RESULTS 98 

-82430.9 17472.3 -206397 
53 -82431.5 17471.7 -206399 

0.6 0.6 2 
4.6 6.6 17 

-84247.1 15376.5 -204839 
54 -84238.2 15378.1 -204846 

8.9 1.6 7 
6.8 4.8 23 




