






















































Influence of biotic fil\ers • 1'1 

by prey defences on the predators could cause evolutionary responses in the predator that results in 

phenotypic and dietary patterns different from those predicted under a hypothesis of interspecific 

competition. For example, if coevolution between predators and prey is the predominant and 

pervasive force structuring communities, it can be predicted that the phenotypic traits of species 

within a guild should be more similar than expected from chance (Willig & Moulton 1989). 

The interaction between bats and moths is one of the most cited examples of a coevolutionary arms 

race (Rydell, Jones & Waters 1995. Waters 2003). Moths have auditory systems adapted to hear 

the echolocation calls of bats that prey on them. and the bats in response may have adapted their 

echolocation calls and lor foraging behaviour to overcome these moth defences. Although there is 

no doubt that the auditory system of moths evolved in response to predation pressure from bats. the 

evolutionary response of bats to moths is more ambiguous (Waters 2003. Jones & Rydell 2004). 

The strict version of coevolution (Janzen 1980) requires specificity (i.e. the evolution of a trait 

in one species is a consequence of the evolution of trait in the other species) and reciprocity (i.e. 

both traits evolve) (Futuyma & Slatkin 1983). On the other hand, reciprocal evolutionary change 

between many interacting species may differ across a geographical landscape where a number of 

species may display a broad range of adaptations in response to prey defences or predator stealth, 

and some may not show any adaptive traits at all (Thompson 1994, Waters 2003). If populations 

of moths evolved hearing-based defences to counteract predation from populations of bats, but 

specific and reciprocal responses from bats are less certain, the interaction between bats and moths 

might be more accurately defined as an example of guild or diffuse coevolution (Futuyma & Slatkin 

1983). If counter-adaptive responses by bats are completely absent, coevolution has not occurred. 

EVOLUTION OF MOTHS EARS IN RESPONSE TO BAT PREDATION 

Echolocation has the obvious drawback of being used by prey as an early warning system provided 

the prey could evolve the necessary capacity to do so. At least seven insect orders, including moths, 

lacewings, beetles and praying mantises appear to have evolved ears independently as a defensive 

mechanism against bat predation (Roeder 1967, Miller 1983, Fullard 1987, Surlykke 1988. Miller 

& Surlykke 2001). Bats and insects have coexisted for at least 50 million years (Jones & Rydell 

2004), and insectivorous bats from the Eocene already used echolocation to locate their insect prey 

(Simmons & Geisler 1998). Before insectivorous bats evolved, nocturnal flying insects may have 

been relatively unexploited by predators (Jones & Rydell 2004). The radiation of bats during the 

early Tertiary period probably resulted in strong selectt ve pressure favouri ng insects that can detect 

the echolocation calls of bats and take evasive action (Jones & Rydell 2004). Insects evolve faster 

than bats because they have shorter generation times and possess a diverse range of morphological, 

behavioural and physiological defences against bats (Jones & Rydell 2004). 

Ultrasonic hearing organs evolved independently at least once in each of the seven superfamilies 

of Lepidoptera (Scobie 1995, Hoy & Robert 1996, Fullard & Yack 2003). Tympanate ears of 
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moths, located on different parts of the body, were adapted from specialized mechanoreceptors 

called chordotonal organs (Scobie 1995). Morphology of tympanic ears varies among different 

families, but all possess a thin membrane covering an air-filled sack to which a small number of 

sensory cells are attached that send messages to the central nervous system. In contrast, hearing 

organs in the hawkmoths (Family: Sphingidae) evolved from modified mouthparts independently 

in two subfamilies, the Sphinginae and Macroglossinae (Gophert & Wasserthal 1999). With some 

unusual exceptions (Conner 1999, Waters 2003), moth ears have no function other than to detect 

approaching bats (Roeder 1975, Fullard & Yack 1993), and therefore probably evolved in that 

context (Spangler 1988). 

White (1877) was the first to suggest that moth ears were for detecting bats (Roeder 1967, Waters 

2003), long before the discovery by Griffin & Galambos (1941) of the ultrasonic echolocation used 

by bats. However. the link between moth ears and bats only became clear from the 19508 (Treat 

1955, Roeder and Treat 1957, Roeder 1967). Three facts strongly support the hypothesis that moths 

ears evolved in response to bat predation. First, ears of moths have best frequencies between 20 

and 60 kHz, coinciding with the peak-frequency range of most echolocating bats (Fenton & Fullard 

1979, Fullard & Thomas 198L Fullard 1987. Rydell. Jones & Waters 1995, Fenton etal. 1998b). 

The reason that peak echolocation frequencies of bats fall within this frequency range probably lies 

in the frequency dependent effects of atmospheric attenuation and target strength (Jones & Rydell 

2004). Second, range of best moth hearing coincides with the range of echolocation frequencies 

used by the most common sympatric bats. Moths sampled at sites with high bat diversity and 

density have a significantly wider range of best frequencies, particularly pronounced at both 

low « 25 kHz) and high (> 80 kHz) frequencies, than moths at sites with low bat diversity and 

density (Fullard 1982, 1987). Third, day-flying moths, no longer SUbjected to bat-predation, display 

advanced auditory degeneration (Fullard 1994, Fullard et al. 1997, Surlykke et al. 1998). 

Moreover, tympanate ears of larger moths have lower best frequencies and are more sensitive than 

ears of smaller moths (Surlykke et al. 1999, Norman & Jones 2000). One possible explanation for 

this is that allometric scaling of moth size affects the tuning and sensitivity structures of their ears. 

However, tympanum size increases less with body size than other non-auditory features (Surlykke 

et al. 1999). An alternative and more likely explanation, therefore, is that larger moths need more 

sensiti ve ears because they are easier to detect by echolocating bats. Echoes from large moths are 

more intense than echoes from small moths (Pye 1993) and this is compounded by the fact that 

fast flying bats foraging in the open use low frequency echolocation calls that increase the range at 

which bats detect prey, particularly if the prey are large (Waters. Rydell & Jones 1995). Selection 

may therefore have favoured increased auditory sensitivity in the otherwise more vulnerable larger 

moths (Surlykke et al. 1999, Waters 20(3). 

Hearing combined with a complex suit of evasive flight manoeuvres (Roeder 1967) render 

tympanate moths 40% more successful at evading bats than non-tympanate moths (Roeder 1967, 
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Rydell 1992. Acharya & Fenton 1999). Among larger moths (Macrolepidoptera and Pyrilidae). 

the vast majority (c.a. 94%) have ears (Rydell & Lancaster 2000), illustrating the importance and 

efficacy of hearing-based defenses in these insects (Jones & Rydell 2004). Thus hearing moths may 

exert considerable selection pressure on insectivorous bats favouring adaptations that enable bats 

to overcome these prey defences. 

EVOLUTION OF ECHOLOCATION AND BEHAVIOUR IN RESPONSE TO MOTH 
HEARING 

Although tympanate ears are effective - some moths can hear a bat echolocating up to 30 m away 

(Roeder 1967) - sensitivity falls off slowly to frequencies above 60 kHz and sharply below 20 

kHz (Fullard 1987, Surlykke 1988). One possible counter-adaptation employed by bats may thus 

be to exploit the frequencies above or below the moth's optimum hearing range (Novick 1977, 

Fenton & Fullard 1979). Fullard (1987) called these frequencies . allotonic frequencies'. There 

is evidence supporting this. For example, the Large-eared free-tailed bat OtOln0PS martiensseni 

emits echolocation calls with the most energy between 7 and 16 kHz and appears to feed heavily 

on moths (Fenton et al. 2004). At the other end of the spectrum, the hipposiderid Cloeotis percivali 

uses echolocation frequencies as high as 212 kHz and feeds almost exclusively on moths (Whitaker 

& Black 1976, Jacobs 2000). 

Alternative to high or low peak echolocation frequencies, bats may use passive listening and low 

intensity echolocation calls combined with gleaning to hunt moths. For example, low intensity calls 

allow the long-eared bat, Plecotus auritlls, to approach tympanate moths more closely before being 

detected (Waters & Jones 1995, 1996). The combination of low intensity and short duration calls of 

the gleaning bat, Myotis evotis, also appear relatively inaudible to moths (Faure, Fullard & Barclay 

1990). Nonetheless, low intensity calls may not be an adaptation per se to avoid detection by moths, 

but simply a feature of the gleaning habit (Waters 2003). This is likely the case with short duration 

cails, necessary to avoid pulse-echo overlap in cluttered habitats (Schnitzler & Kalko 2001). 

In conclusion, bats may use allotonic frequencies, quiet call s, or short duration calls to overcome 

hearing-based defensive systems. These echolocation designs may allow bats to prey upon 

tympanate moths, but evidence that they are adapted specifically for this remains scant. In contrast, 

there is little doubt that moth hearing evolved in response to bat echolocation (Waters 2003, Jones 

& Rydell 2004). There would be little benefit for moths as prey to evolve a hearing-based defence 

sensitive to only a few bat species. On the other hand, there would be much benefit for some bats 

as predators to evolve a single strategy to avoid detection from most moths as long as the rest of 

the bat community remained diverse in terms of prey selection and echolocation structure (Waters 

2003). 

THE ALLOTONIC FREQUENCY HYPOTHESIS 
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The allotonic frequency hypothesis (AFH) predicts that the incidence of eared insects should be 

highest in the diet of coexisting bats whose peak echolocation frequencies fall outside the 20 to 

60 kHz range (Fenton & Fullard 1979, Fullard 1982, 1987). Thus, across bat species with calls 

dominated by frequencies < 20 kHz or> 60 kHz the incidence of tympanate insects in their diet 

should increase. This seems to be the case whether the focus of the study is global, incorporating 

a number of families of bats (Jones 1992, Bogdanowicz, Fenton & Daleszczyk 1999). or local 

focusing on a single community of bats (Pavey & Burwell 1998, Jacobs 2000, Schoeman & 

Jacobs 2003). 

Jones (1992) compared published echolocation and dietary data from around the world on bats 

belonging to the families Hipposideridae and Rhinolophidae. These bats use high duty-cycle 

echolocation calls dominated by a single constant frequency (CF). As predicted by the AFH, a 

positive relationship was found between peak echolocation frequency and the proportion of moths 

in the diets. Bogdanowicz, Fenton & Daleszczyk (1999) extended this study to include species 

that use low duty-cycle echolocation (i.e. families Vespertilionidae and Molossidae that use calls 

dominated by a frequency modulated (FM) component). Support for the AFH was found in the shape 

of a parabolic relationship between moth consumption and echolocation call frequency for bats 

whose echolocation calls are dominated by frequencies < 100 kHz. Thus as echolocation frequency 

increased above about 20 kHz so too did the proportion of moths in the diets of the bats. Below 

20 kHz the proportion of moths in the diets of the bats increased as the echolocation frequency 

decreased. However, this relationship was not significant for bat species using echolocation calls 

dominated by sounds> 100 kHz, suggesting that for these species morphological characteristics 

rather than call frequency may limit the range of potential prey items (Bogdanowicz, Fenton & 

Daleszczyk 1999). 

Jacobs (2000) argued that although the approach used by Jones (1992) and Bogdanowicz, Fenton & 

Daleszczyk (1999) has strong statistical validity, their data were collected in a number of different 

ways and at different times. Their dietary and echolocation data were not therefore collected at the 

same time or in the same place for each species in the analyses. Three studies tested the predictions 

of the AFH using echolocation and dietary data collected at the same time: Pavey & Burwell 

(1998) on three sympatric bat species with CF calls, Jacobs (2000) on a single insecti vorous bat 

community dominated by high duty-cycle echolocating bats, and Schoeman & Jacobs (2003) OIl a 

single insectivorous bat community dominated by low duty-cycle echoiocating bats. As predicted 

by the AFH, echolocation frequency was positively related to the proportion of moths in the diets 

of the bats. In addition, echolocation frequency was a better predictor of diet than wing loading, 

suggesting that selection pressure exerted by moth hearing might have acted directly on echolocation 

frequency and secondarily on body size or wing parameters (Jacobs 2000, Schoeman & Jacobs 

2003). However, the ubiquity of the AFH remains to be tested on a variety of communities. 
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RESEARCH QUESTIONS 

THE RELATIVE INFLUENCE OF COMPETITION AND COEVOLUTION ON THE 
COMMUNITY STRUCTURE OF INSECTIVOROUS BATS IN SOUTHERN AFRICA 

This study investigates the relative influence of competition and coevolution on various 

parameters that define bat community structure, viz. species composition and patterns of 

ecomorphology (body size, wing morphology, and echolocation) and diet. If interspecific 

competition influences bat communities, competitive exclusion or extinction of one or more 

species that are too similar can occur. Alternatively, exclusion can be avoided by reducing 

niche or overlap, and and/or niche occupancy through niche shift or character displacement. 

Either way, differentiation between niches of coexisting bat species should be larger than 

expected by chance. Similarly, the differences between niches of coexisting bat species should 

be less variable than expected by chance, because of the exclusion or displacement of species 

that exceed the limit of similarity with other resident species (Patterson, Willig & Stevens 

2004). This raises the following questions: 

1. Do phenotypic niche patterns support competition as the factor driving bat community 

structure? If so, I predict that there should be a limit to the similarity of phenotypic 

traits (body size, wing morphology, and echolocation) among coexisting bats. The 

differences in traits between coexisting species should be less variable than expected 

by chance (Chapter 5). 

2. Do trophic niche patterns support a competition hypothesis? If so, I predict that there 

should be a limit to the degree of dietary overlap between coexisting bats, and the 

differences in overlap between coexisting species should be less variable than expected 

by chance (Chapter 6). 

3. Do patterns of species composition support a competition hypothesis? If competition 

influenced species combinations of communities, I predict that there should be a 

smaller number of unique species combinations in communities, and a Jarger number 

of species combinations that never occur in communities, than expected by chance. 

In addition, if competition influenced the niches of species in communities, variance 

of species richness among communities should be smaller than predicted by chance 

(Chapter 7). 

If coevolution influences bat community structure, on the other hand, selection pressure 

exerted by prey defences on the predators could cause evolutionary responses in the predator 

that results in phenotypic and dietary patterns different from those predicted under a hypothesis 

of interspecific competition. I tested the coevolution hypothesis by asking the following 
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questions: 

1. Do phenotypic patterns support a coevolution hypothesis'? If coevolution influenced 

the phenotypic structure. the ecomorphological traits of coexisting species should be 

more similar than expected by chance (Chapter 5). 

2. Do trophic patterns support the Allotonic Frequency Hypothesis? According to this 

hypothesis. the peak echolocation call frequencies used by bats should be significantly 

correlated with the proportion of moths in the diets of insecti vorous bat species within 

each community. and should be the best overall predictor of diet (Chapter 6). 

To answer these questions. I use a battery of null models and multivariate analyses to test 

the deterministic or non-deterministic nature of phenotypic, trophic. and species composition 

patterns of insectivorous bat communities at a local and regional scale. I obtained data for 

these analyses by sampling the bat fauna of southern Africa at a local and regional scale 

between 2001 and 2004 (Chapters 3 and 4). 
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Chapter 3 

RESEARCH APPROACH AND METHODS 

INTRODUCTION 

Much of the confusion and controversy in community ecology today can be ascribed to the 

multi-dimensionality of processes, and the failure of ecologists to separate observed pattern 

from process when testing complex predictions generated by theoretical ecology (Peters 

1991, Gotelli & Graves 1996). I use a battery of null models and multivariate analyses to test 

the deterministic or non-deterministic nature of phenotypic, trophic, and species composition 

patterns in insectivorous bat communities, which I call ensembles. 

ENSEMBLES AND FUNCTIONAL GROUPS 

ENSEMBLE VERSUS COMMUNITY 

In its most expansive sense. community ecology deals with patterns and processes linked to 

coexisting species that interact, or have the potential to interact, with one another (Strong 

et al. 1984). Hence, a "community" must include both autotrophs and heterotrophs (Fauth 

ef al. 1996, Lawton 2000, Patterson, Willig & Stevens 2004), and is therefore too costly. 

time consuming, and taxonomically challenging to study even in the simplest systems. Most 

community ecology studies therefore involve subsets of communities based on, for example, 

taxonomy i.e. assemblages (e.g. bats) or guild structure (e.g. insectivores). Cross-classified 

groupings, e.g. frugivorous birds or insectivorous bats, are termed "ensembles" (Fauth et al. 

1996). Grouping of very different entities sllch as assemblages. guilds, or ensembles under 

the umbrella term "community" may inhibit progress in understanding the dynamics of these 

complex ecological systems (Giller & Gee 1987, Patterson, Willig & Stevens 2004). My use 

of the term "ensemble" emphasizes that coexisting insectivorous bats constitute an ensemble 

rather than a community, and is a terminological reminder that other non-bat insectivores may 

exert important impacts on these bats (Patterson, Willig & Stevens 2004). For example, prey 

resources may be exploited jointly by insectivorous bats and birds (Speakman et al. 2001), or 

bat roosts may be occupied by birds (Sedgeley & O'Donnell 1999). 

FUNCTIONAL GROUP MEMBERS 

I classified the individual bat members of an ensemble into three functional groups to avoid 

a "dilution effect" of patterns in the data (Diamond & Gilpin 1982). This happens when 

species with little potential to interact are included in, for example, null model analyses, 
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obfuscating observed and expected patterns of community structure (Gotelli & Graves 1996). 

Specifically, wing morphology and echolocation characteristics related to habitat associations 

clearly define the niche and foraging behaviour of sympatric bats to three functional groups, 

open-air, clutter-edge, and clutter feeders (Norberg & Rayner 1987, Fenton 1990, 1995, Arita 

& Fenton 1997, Schnitzler & Kalko 1999,2001, Racey & Entwistle 2004). Thus, member 

species of each functional group may be more likely to interact with each other than with 

member species of other functional groups. 

I identified functional group members of ensembles principally on taxonomy, but also from 

their flight and echolocation characteristics (Chapter 5), and observation of habitat use in the 

field (e.g. Jacobs, Barclay & Schoeman 2005). Open-air bat species represented the families 

Molossidae and Emballonuridae. These bat species were characterised by long and narrow wings 

coupled with narrowband echolocation calls of low frequencies « 30 kHz) and long duration 

(> 8 ms). Clutter-edge feeders represented bat species from the families Vespertilionidae 

and Miniopteridae. In general, these bat species were characterised by average wingspans 

and wing areas coupled with echolocation calls of intermediate frequencies (30 70 kHz) 

that range from broadband (> 60 kHz) to narrowband signals (30 - 60 kHz) of intermediate 

duration (3 - 8 ms). Clutter bat species included high duty-cycle echolocating bats of the 

families Hipposideridae and Rhinolophidae that emit CF signals of long duration 00 100 

ms), and medium to high peak frequency (> 30 kHz), and low duty-cycle echolocating bats 

of the family Nycteridae that use FM signals of short duration (1 - 3 ms) at low intensities 

« 100 dB). Despite having very different echolocation systems, wings of all clutter feeders 

were relatively short and broad. 

STUDY BIOMES, ENSEMBLES AND ADDITIONAL SAMPLING SITES 

I sampled the insectivorous bat faunas of ensembles located in four biomes of southern Africa 

(Rutherford 1997). lntensi ve studies of si ngle ensembles do not consider the temporal or spatial 

heterogeneity of the environment (Stevens & Will 1999, Lawton 2000). Biogeographic 

landscapes usually exhibit substantial temporal and spatial heterogeneity (Brown 1995) that, 

coupled with latitudinal and elevational gradients, likely mediate the degree to which biotic 

and abiotic filters operate (Stevens & Willig 1999, Gaston & Blackburn 2000, Patterson, 

Willig & Stevens 2004). 

BIOMES 

The four biomes where ensembles were located included the fynbos, forest, savanna, and 

Nama-Karoo biomes (Fig. 3.1). Biomes are broad ecological units that represent major life 

zones over large natural areas (Rutherford 1997). Gelderblom ef al. (1995) investigated the 

relationship between biomes and species richness of different mammalian orders, including 
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bats, in South Africa. The savanna, followed by the grassland, were the most important biomes 

in terms of percentage of museum records, number of species, and number of endemics in 

the Chiroptera, Carnivora, and Insectivora. However, after controlling for the geographic 

size of the biomes, the fynbos followed by the Succulent-Karoo became the most important 

biomes in terms of species density and endemics. Bats and insectivores displayed strong 

biome specificity. Indeed, the relatively unique faunas of these mammals in the fynbos, 

Nama- and Succulent-Karoo biomes warrant them defined as distinctive zoogeographic zones 

(Rutherford & Westfall 1986). 

Fig. 3.1 Shows distribution of biomes and political boundaries in southern Africa (Biomes 
after Rutherford 1997). Locations of the seven insectivorous bat ensembles are indicated with 
black markers. 

Sampling in the biomes 

Because of the unusual diversity of flora and variable rainfall in the fynbos biome (see 

below), I sampled the local bat faunas of three ensembles, Algeria, Die Hel, and De Hoop. 

The fynbos ensembles differed in their dominant type of fynbos vegetation, elevation, and 

mean annual rainfall . The ensemble of the forest biome was located in the indigenous Knysna 

Forest, the southernmost montane forest on the African continent (Midgley et al. 1997) . The 

savanna ensemble was located 60 km west of Kruger National Park, in the vicinity of Sudwala 

caves, Mpumalanga. I sampled two bat ensembles in the large Nama-Karoo biome. The two 

ensembles were far apart and differed in availability of permanent water sources. They were 

Goodhouse on the banks of the Orange River, and Koegelbeen cave near Kimberley, Northern 

Cape province. 
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ENSEMBLES 

Defining the ensembles 

I defined the insectivorous bat ensembles on three principles suggested by Stevens & Willig 

(1999,2000). Firstly, an ensemble covered a delimited area where local bats had the potential 

to interact. Sampling took place at variolls trapping sites within a 10 km radius of the GPS 

coordinates taken at each of the fynbos, savanna, and Nama-Karoo ensembles (see below). 

Sampling in the Knysna ensemble took place in or near pockets of remaining forest at a 

variety of sites from Rondevlei Nature Reserve in the west to Keurboomstrand in the east, a 

distance of c.a. 80 km. Secondly, I sampled all ensembles, with the exception of the Goodhouse 

ensemble, during wet and dry seasons. Thirdly, I standardized sampling effort and assessed 

the completeness of ensemble inventories with statistical rarefaction and species richness 

estimators (Chapter 4). In addition, I selected sites for which published records on the bat 

fauna of the local area were available. The following sections provide a short summary of the 

biotic and abiotic characteristics of the ensembles. 

F.vnhos ensembles: Algeria. Die Hel. and De Hoop 

The Cape Floral Kingdom (CFK) is the smallest of the six Floral Kingdoms in the world (90 

000 km2), and the only Kingdom contained within a single country (Cowling, Richardson & 

Mustard 1997). The CFK covers the extreme southwestern and southern parts of southern 

Africa, where the climate is Mediterranean characterized by a winter rainfall season (Schultze 

1997). Annual rainfall is extremely variable, ranging from a low of 300 mm to a high of 

3000 mm in other parts (Schultze 1997). The fynbos biome is considered by many to be 

synonymous with the CFK. However, the fynbos biome refers to the two key vegetation 

groups, fynbos and renosterveld, within the CFK region, whereas CFK refers to the general 

geographical area and includes vegetation types typically associated with the Forest, Nama­

Karoo, Succulent Karoo and Thicket biomes (Cowling & Holmes 1992, Cowling, Richardson 

& Mustard 1997). 

Fynbos ("fine bush") dominates the CFK and consists of hard-leafed, evergreen, and 

fire-prone shrubs that thrive on the region's rocky or sandy nutrient-poor soils (Cowling, 

Richardson & Mustard 1997). The vegetation is structurally characterized by restioids, a high 

cover of ericoid shrubs, and an over-storey of proteoid shrubs (Cowling and Holmes 1992, 

Cowling, Richardson & Mustard 1997). Renosterveld ("rhinoceros veld," a reference to the 

black rhinoceros, Diceros bicornis, now extinct in the region) covers some 20 000 km2 and 

comprises a low shrub layer dominated by the renosterbos (Elytropappus rhinocerotis), with 

a ground layer of grasses and seasonally active geophytes (Cowling, Richardson & Mustard 

1997). The fynbos biome includes more than 7300 plant species, of which 80 % are endemic 
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and most of which belong to the Ericaceae, Restionaceae, Rutaceae, Thymelaceae, Rosaceae, 

and Lobeliaceae families (Cowling, Richardson & Mustard 1997). 

Algeria Forestry Station (' Algeria') (32°22' S, 19°03' E) forms part of the Cederberg Wilderness 

Area that occupies 71 000 hectares of the Cederberg mountain range. The site reminded a 

French nobleman, Count de Regne, of the Atlas mountain range in Algeria, hence the name. 

Bats were caught at altitudes between 600 - 750 meters above sea level. The area experiences 

an average rainfall of 647 mm per year, most of which falls between April and September. In 

winter, minimum temperatures can drop below freezing point, while in summer temperatures 

regularly exceed 40· C. Vegetation is predominantly mountain fynbos, with small pockets 

of Widdringlonia cedarbergensis on the mountain slopes at altitudes> 1000 m above sea 

level. Capture records indicate the presence of at least 10 insectivorous bat species in the 

area (Rautenbach 1978, Jacobs & Fenton 200 L Schoeman & Jacobs 2003, Jacobs, Schoeman 

& Barclay 2005). I surveyed Algeria's bat fauna during summer and winter months in 200 I 

(see Schoeman and Jacobs 2003 for details), 2002 (November 6 - 13), and 2004 (November 

22 - 28) 

Groot Wintershoek Wilderness Area (,Die Hel') extends over 19 220 ha and lies within the 

mountain range of the same name. The landscape is rugged and mountainous, with an average 

altitude of 1 500 m above sea-leveL Die Hel (The Hell) is reference to the central sampling 

site (33°05'S, 19°05'E) where the river falls into a deep pool surrounded by caves that are 

occupied by hundreds of fruit bats (Rousettus egyptiacus) and insectivorous bats throughout 

the year. Eighty percent of the average annual rainfall of 1200 mm occurs in winter between 

April and September, when snow is common. Vegetation is predominantly mountain fynbos. 

Rare and threatened fynbos species, such as Sorocepha/uJ scabridus (Family: Protaeceae), 

occur only here. Capture records list four insectivorous bat species (Herselman & Norton 

1985, Miller-Butterworth, Jacobs & Harley 2003). I surveyed Die Hel's bat fauna during late 

summer (April 5-11) and early spring (29 September - 4 October) in 2002. 

De Hoop Nature Reserve ('De Hoop') (34°26'S, 200 25'E) covers a 50 km narrow strip of 

coastline and stretches 5 km out to sea, and is the most southerly of the protected areas that 

have been selected to represent the CFK as World Heritage Sites. One of 16 wetlands in South 

Africa that are recognised by the Ramsar Convention as being of international importance 

occurs within the reserve. The area receives about 380 mm rainfall annually, with August 

being the wettest month. Vegetation consists largely of limestone fynbos, closely associated 

with the limestone outcrops that stretch from Gansbaai in the west to Gouritz River in the 

east. In addition, unique plants (many of which are endemic) have adapted to the acidic soil 

pockets that are surrounded by limestone. Previolls surveys at De Hoop indicated the presence 

of at least five insectivorous bat species (Herselman & Norton 1985, McDonald, Rautenbach 

& Nell 1990, Jacobs 1999).1 surveyed De Hoop's bat fauna during summer and winter months 
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in 2002 (January 27 - 31. March 15 - 20 and July 1 8),2003 (January 25 February 3), and 

2004 (January 28 - February 4, and April 4 - 6). 

Forest ensemble: Knysna 

The Knysna Forest ('Knysna') (33°57'S, 23°1O'E) consists of relatively small areas of 

indigenous forest in the southeastern parts of the CFK, covering an area of 558 km2 along 

the southern coast from Mossel Bay to the Krom River and inland to the Outeniqua and 

Titsikamma Mountains. Knysna forests thrive at low altitudes of 50 m above sea level in 

contrast to montane forests in the tropics that occur above elevations of 2000 m (Midgley 

et al. 1997). One reason is the proximity to the sea. which ensures that the annual rainfall 

(between 1000 1500 mm) occurs throughout the year (Midgley et al. 1997). The forest 

has a closed canopy at an average height of 20 m. The tree composition of the forest varies 

depending on various factors including the height above sea level. rainfall. type of soil. and 

slope (Midgley et al. 1997). Tree types include Yellowwood (Podocarpus folilts) , hard pear 

(Olinia ~'entosa), Stinkwood (Ocotea bullata), and Cherrywood (Pterocelastrus tricuspidatus). 

A previous survey of the bat fauna at the Knysna forests suggested the presence of at least fi ve 

insectivorous bat species (Herseiman & Norton 1985).1 surveyed Knysna's bat fauna during 

early spring (September 28 - October 9) in 2003 and late summer (March 16 30) in 2004. 

Savanna ensemble: Sudwala 

The savanna biome dominates the African continent (Rutherford 1997) and covers 54 % of 

southern Africa (Scholes 1997). Common to savannas around the world are climate (a hot wet 

season of four to eight months and a mild dry season for the rest of the year), and frequent 

grass-layer fires (Scholes 1997). In sOllthern Africa. annual rainfall in the savanna biome 

is around 750 1000 mm and occurs in the summer between October and April (Scholes 

1997, Schulze 1997). Vegetation can be varied but consists mainly of open woodland with 

mopane, Colophospermultl mopane, and Acacia trees, good grass cover, and various shrub 

species (Scholes 1997). Sudwala cave (25°22'S, 300 42'E) is located 60 km from Nelspruit. 

Mpumalanga at an altitude of 660 m above sea level. In addition to the above vegetation, the 

area is known for its stinkwood trees, Ocotea bullata, and abundance of the rare aloe, Aloe 

aloordes. Capture records at Sudwala suggested the presence of at least five insectivorous bat 

species (Jacobs 2000). I surveyed Sudwala's bat fauna during summer in 2002 (December 16 

- 28) and 2002 (April 23 28), and during winter (August 9 - 16) in 2002. 

Nama-Karoa ensembles: Goodhollse and Koegelbeen 

The Nama-Karoo biome OCClirs on the central plateau of the western half of South Africa, 

at altitudes between 500 and 2000 m. with most of the biome failing between 1000 and 

1400 m (Rutherford 1997). It covers a large area, including the greater part of central and 
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western Botswana and Namibia, and is the second-largest biome in the southern African 

region (Rutherford 1997). The Goodhouse ensemble included the insectivorous bats sampled 

at Gougap Nature Reserve (29°3I'S, 18°00' E) and Goodhollse (28°56' S, 18°0TE) during the 

summer month of November (10-16), 2002. Most trapping nights were at Goodhouse (71 %). 

Vegetation at Goodhouse is a combination of arid grassland and dwarf scrubland (Palmer 

& Hoffman 1997). Dominant shrubs include Eriocephalus spp., Filicia spp., and Pteronia 

spp. Capture records near Goodhouse suggested the presence of at least nine insectivorous 

bats (Roberts 1951, Rautenbach et al. 1993), including the rare species Cistugo seabrai 

(Stadelmann et al. 2004), seldom captured anywhere else. 

The Koegelbeen cave (28°39' S, 23°20'E) is found within a sinkhole 25 km from Griekwastad 

near Kimberly. Vegetation is classified as grassy dwarf scrubland (Palmer & Hoffman 1997). 

Grass species include Aristida dillusa and Digitaria eriantha. Annual rainfall is variable, 

occurs in summer, and ranges between 60 200 mm (Schultze 1997). Temperature in the 

summer averages 31 ° C, but can drop below freezing point during winter nights. Capture 

records at Koegelbeen indicated the presence of at least four insectivorous bat species (Miller­

Butterworth, Jacobs & Harley 2003, D.S. Jacobs pers. comm.). I surveyed Koegelbeen's bat 

fauna during the winter in 2004 (July 20-22), and A/Prof D.S. Jacobs surveyed the site during 

the summer (December 24-26) in 1998. 

Table 3.1 Additional locations in southern Africa where insectivorous bats were surveyed 
between 2001 and 2004. 

Biome Site Code GPS Date of survey 

Savanna Pafuri, Mpumalanga Sp 22°43'S,31 0 19'E 30.7.02 - 5.08.02 

Sa\'anna Kanaan, Mpumalanga Sk 25°()4'S,31°06'E 20.12.02 - 23.12.02 

Savanna Skllkuza. Mpumalanga Ss 25°01'S,31 0 35'E 17.02J>4 - 21.02.04 

Savanna SI Lucia, K wazlilu Natal SI 28'22'S.32"25'E 30.0-\..03 - 5.05.03 

Sa\anna Mkuzi, Kwazulu Natal Sm 27°24'S, 32°39'E 26.07'{12-27.07.02 

Smanna Durban, Kwazulu Natal Sd 29°52'S, 31 °0 1 'E 6.0503 

Savanna Choma, Zambia * Szl 18'31'S, 27'O(),E 28.10,()3 30.10.03 

Savanna Lusaka, Zambia * Sz2 15'30'S, 28"15'}: 18,10,03 25.10.03 

Savanna Kitwc, Zambia * Sz3 12'56'S, 28' 16'}: 15,10.03 - 17.10.03 

Savanna Mutare, Zimbabwe Sz4 19<51 'S, 32' 19'E IO'{}I.OI - 16.0l.01 

Savanna Maputo, Mozambique Sml 25°58'S, 32°3.5'E 26.12.02 29.12.02 

Sa\'anna Bazaruto, Mozambique Sm2 21°48'S.35°33'E 3.01.01 ·6.01.01 

Grassland Fourways, Gaulcng Gj 25°42'S. 28° II 'E 2,() 1.0} - 6.01.03 

Grassland Kokstad, Eastern Cape Ok 2<)°36'S, 31 °OI'E 22,7.04 23.7.04 

Fynhos Attakwas, Western Cape fa 33°52"S,21°54'E 9.IOJB 

Fynhos Zeekoeviei. Western Cape Fc 3~o II'S, U';:°22'E 29,02J12 30.02.02 

Fynhos Wellington, Western Cape Fw 33°J:r'S, 19°02'E 29.10.02 3.11.02 

Thicket/Forest Pirie Forest, FAistern Cape Tp ,'\2°41'5. 27°42'E 25.7.04 

Surveys performed by Prof. David S. Jacobs 
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ADDITIONAL SAMPLING SITES IN SOUTHERN AFRICA 

In addition to the seven locations described above, bat faunas of 16 additional sites were 

surveyed to collect data from insectivorous species across southern Africa. This data was 

necessary to evaluate sampling efficiency at the CFK and savanna biomes (Chapter 4), and 

generate large regional source pools (that included bat species not captured in ensembles) for 

null modeling the phenotypic niche patterns of coexisting bats (Chapter 5). Most of the sites 

were located in the species rich savanna biome (Table 3.1). 

ANALYTICAL NULL MODEL ANALYSES 

Null modelling first achieved notoriety during the late 1970s and 1980s when results of null 

model simulations directly contradicted predictions of orthodox competition theory (Connor 

& Simberloff 1979, Strong, Szyska & Simberloff 1979, Connell (980). Proponents of null 

models (e.g. Strong, Szyska & Simberloff 1979) suggested that pattern must be established 

before process can be investigated, while opponents (e.g. Roughgarden 1983) maintained 

that processes such as competition can be studied productively before establishment of 

pattern (Gotelli & Graves 1996). However, much of the controversy surrounding null models 

principally involved personal styles and preferences of research and philosophy that cannot 

be judged right or wrong (Gotelli & Graves 1996). Despite strong initial opposition, null 

models have proven pervasive and instrumental in the development of ecological theory, 

and have become one of the most important tools for describing and analyzing patterns of 

ecological and biogeographical data (Gotelli & Graves 1996, Colwell & Lees 2000, Gotelli 

2001, 2004). 

WHY USE NULL MODELS'? 

Traditional empirical tools used In community ecology to collect data include laboratory, 

field, and "natural" experimental techniques (Connell 1975. Diamond 1986, Wiens 1989). 

Each of these tools has distinct advantages, but each is limited by its ability to separate pattern 

from process (for a full discussion see Gotelli & Graves (996). Furthermore, the biology of 

bats largely rule out techniques such as "removal experiments" (Abramsky & Sellah 1982) 

to test predictions of ecological theory (Findley 1993. Patterson, Willig & Stevens 2004). 

Null models. on the other hand, are not true experiments but thought-experiments that allow 

researchers to explore possible patterns in isolation of certain ecological or evolutionary 

processes. 

Null models do not portray the world as entirely random or having no structure (Roughgarden 

1983). Rather, the null hypothesis is that community structure is random with respect to the 

filter or process being investigated (Connor & Simberloff 1986. Gotelli & Graves 1996, 
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Gotelli 2001) . This allows one not only to separate pattern from process (Gotelli & Graves 

1996), but to also distinguish between the observed patterns and alternative processes that may 

have produced them (Rathcke 1984). Furthermore, null models are often superior to natural 

experiments because stochastic environmental effects are incorporated. In addition, various 

possible outcomes are allowed, including one of "no effect" (Gotelli & Graves 1996). 

Moreover, the randomization or random sampling techniques of null models that produce 

random or chance patterns, are a well-established protocol in conventional statistics, such as 

the chi-squared distribution or F -ratio, for constructing null hypotheses (Manly 1991) . Indeed, 

the Monte Carlo simulation techniques of null models may be preferable to conventional 

statistical tests such as chi-squared distribution or ANOVAs, because they are not burdened 

by assumptions of normality and equal variances (Gotelli & Graves 1996, Peres-Neto & 

Olden 2001, Gotelli & Entsminger 2004). Furthermore, many of the technical flaws pointed 

out by critics have been solved (Connor & Simberloff 1983, Wilson 1987, Stone and Roberts 

1990, 1992, Manly 1991, Gotelli & Graves 1996, Gotelli et al. 1997, Gotelli 2000), and solutions 

have been made accessible to researchers through computer software packages (e.g. Colwell 2004, 

Gotelli & Entsminger 2004). 

Observed pattern Prediction 
(a) ,--_-, (c) 

I Index ~I ----....... 1 p y05
1
-....... Filter? 

Actual matrix 

/Ran- t. 

Expected 
pattems 

Simulation Regional pool 
(b) 

Random 
sampling 

Fig. 3.2 Shows the general null modeling procedures used to test predictions from competition 
and coevolution hypotheses. Observed patterns of community parameters, quantified by 
different indices, were statistically compared with the distribution of expected patterns, 
produced by randomizing columns (red arrows) and/or rows (blue arrows) of actual matrices, 
or random sampling from known or imagined regional source pools (see Table 3 .2 for more 
info. on a, b, and c). If the observed pattern deviated from more than 95% of the expected 
patterns, observed patterns were considered non-random and deterministic in relation to the 
predictions of the particular hypothesis of the biotic filter tested. 
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APPLICATION OF NULL MODELS 

In each chapter, I describe in detail the null model procedures that were llsed to test the 

predictions of competition or coevolution hypotheses on community parameters of ensembles 

and functional groups. Here follows a brief overview of the general null modelling 

procedures. 

Community parameters of ensembles and functional groups (i.e. species compOSitIOn, 

phenotypic and trophic niches) were quantified by different indices and compared w.ith patterns 

expected in isolation of the biotic filter under investigation, i.e. patterns expected by chance 

(Fig. 3.2 and Table 3.2). Expected patterns were produced by randomization of collected 

(actual) data matrices or random sampling from known regional source pool matrices (Fig. 

3.2). To generate a statistical p-value, observed patterns were compared to the distribution of 

many expected patterns (Manly 1991, Fig. 3.2). ] used the deviation of the observed patterns 

from the expected patterns produced by the null model to evaluate predictions from the 

relevant hypothesis (Table 3.2). 

Table 3.2 The community parameters of ensembles and functional groups investigated in the 
thesis, and the indices and simulations used to test the predictions from hypotheses of two 
biotic filters, competition and coevolution (See Fig. 3.2). 

Biotic filter 
Obsened 

Chap. 
Index Simulation 

Prediction (c) 
parameter (a) (h) 

Minimum segment-length Obs>Expl 
Coevolution & Phenotypic 

.:) 
ratio 

Random sampling 
Obs<Exp 

Competition niche Variance of segment-length 
Obs<Exp 

ralios 

Pianka Obs<E:\p 

Variance of Pianka Obs<Exp 
Competition Trophic niche 6 Randomization 

Eleclivity Obs<Exp 

Variance of e\eclivity Ohs<Exp 

('-score Obs>Exp 

Competition 
Species 

7 No. comhination Randomization Obs>E:\p 
composition 

V-ratio Obs<Exp 

I did not construct null models to test the predictions of the allotonic frequency hypothesis 

(Chapter 2). Instead, I used multivariate techniques (described in Chapter 6) to investigate 

which phenotypic trait (size, wing morphology, or echolocation) was the better predictor 

of diet. This, combined with the null model analyses of Chapter 5, allowed me to evaluate 

the relative influence of coevolution on the phenotypic and trophic niche structures of 

ensembles. 
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Chapter 4 

LOCAL AND REGIONAL SPECIES RICHNESS OF 
INSECTIVOROUS BATS IN SOUTHERN AFRICA 

INTRODUCTION 

"The beginning of wisdom is to call things by the right names" 

Chinese Proverb 

I surveyed the species richness of insectivorous bat ensembles and regional source pools 

using active and passive sampling methods. To compare species richness of ensembles and 

regional pools, sampling effort was standardized with rarefaction. In addition, accuracy of 

species inventories was assessed using species richness estimators. 

There can be little progress in understanding the workings of an animal ensemble until basic 

aspects have been quantified such as the number of species, the abundance of each, and their 

identities and characteristics (Gaston & Blackburn 2000, Lawton 2000). Species richness, 

or the number of species (McIntosh 1967), is the simplest index to describe local ensembles 

and regional source pools (Peet 1975. Magurran 1988). and forms the basis of various models 

of community structure (McArthur & Wilson 1967, Connell 1975, Stevens J 989). More 

importantly, comparative and null model analyses llsed to investigate community structure 

(e.g. Chapters 5, 6, and 7) are more robust when based on relatively accurate estimates of 

species richness at a local scale (GoteHi & Graves 1996, Patterson, Willig & Stevens 2004). 

However, estimating species richness at a local and regional scale is difficult (May 1988, 

Colwell & Coddington 1994). 

Accurate estimates of species richness may be particularly difficult when sampling elusive 

species such as insectivorous bats (Patterson, Willig & Stevens 2004). Nocturnal habits, 

flight, and the use of echolocation render bats difficult to detect and capture. During one 

night bats may cover large distances, crossing different vegetation and landscape types that 

are barriers to other mammals (Fleming 1988, de Jong 1994, Kal ko et al. 1999. Jacobs, 

Schoeman & Barclay 2005). Furthermore, coexisting insectivorous bats feed at different 

times of the night (McDonald, Rautenbach & Nell 1990), for different periods (Fenton el al. 

1998a), and in different habitats (Aldridge & Rautenbach 1987). Moreover, differences in 

the flying and echolocation abilities among bat species make some less susceptible to certain 

trapping techniques. For example, high-flying molossids are difficult to catch using mist nets 

set from the ground, and high duty-cycle echolocating bats such as rhinolophids, are more 

often captured using harp traps than mist nets (Rautenbach, Fenton & Whiting 1996). In such 
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cases, passive monitoring of echolocation calls can be helpful in assessing distribution range 

and habitat use of bats seldom captured in mist nets or harp traps (Ochoa, O'Farrel & Miller 

2000, Biscardi et at. 2004). 

Accurate estimates of species richness at a local scale are highly dependent on the number 

of individuals counted and the amount of area sampled (Williams 1964). The area sampled 

may represent different sampling units such as oceanic islands, quadrats, or insectivorous bat 

ensembles. Even within a well-defined area, however, the number of species detected depends 

primarily on thoroughness of sampling. For example, the number of botanical collecting trips 

to the Galapagos Islands was a better predictor of the number of plant species than area, 

elevation, or isolation (Connor & Simberloff 1978). Thus, unless multiple ensembles are 

sampled equally and exhaustively, their species richness cannot be statistically compared 

(Colwell & Winkler 1984, Gotelli & Graves 1996). 

Rarefaction can be used to standardize comparisons of species richness between ensembles 

(Soberon & Llorente 1993, Colwell & Coddington 1994, Gotelli & Graves 1996, Gotelli & 

Colwell 2001, Gotelli 2004). Rarefaction asks: for a collection of N individuals of S species, 

what is the expected number of species in a small sub-sample of n individuals? (GoteIli & 

Graves 1996). If the rarefaction algorithm is repeated many times, a rarefaction curve can be 

plotted with the number of individuals on the x-axis, and number of species on the y-axis. 

Rarefaction curves for different ensembles can then be used to compare their species richness 

based on an identical number of individuals sampled. 

Species richness estimators can be used to assess the accuracy of the estimated species richness 

surveyed in ensembles. In contrast to rarefaction, species richness estimators extrapolate the 

number of species expected if enough individuals were sampled (Gotelli & Colwell 2001, 

Gotelli 2004). Extrapolation of species richness is achieved by fitting asymptotic and non­

asymptotic functions to species rarefaction curves, fitting parametric distribution models 

of relative abundance, and non-parametric methods based on the distribution of individuals 

among species or of species among samples (Colwell & Coddington 1994, Colwell, Xuan Mao 

& Chang 2004). However, accurate fits of parametric models require counts of individuals 

on a logarithmic scale of accuracy and thus seldom practical (Colwell & Coddington 1994). 

Colwell & Coddington (1994) compared non-parametric methods to the asymptotic function 

most commonly used, the Michael Mentis function, using a large plant species data set. They 

found that the best predictor of total species richness was the Chao 2 (Chao 1989) non­

parametric estimator. The Jackknife 2 (Burnham & Overton 1978) estimator provided the 

second least bias estimates of species richness for small samples. 

In this chapter, active and passive surveying methods are lIsed to estimate species richness of 

insectivorous bat ensembles and regional source pools. Sample-based rarefaction is used to 
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standardize comparisons of species richness between ensembles and regional species pools. 

To extrapolate the expected species richness for ensembles and regional pools, the non­

parametric Chao 2 and Jackknife 2 estimators, and the Michael Mentis asymptotic function 

are used. Finally. results from the analyses are discussed in light of published records. 

METHODS 

SAMPLING METHODS 

Capture methods 

I used different methods to catch the bat species of ensembles and 16 additional sites described 

in Chapter 3. I captured bats with harp traps and mist nets placed at the entrances of potential 

day and night roosts, including mines, caves, and suspected roost entrances in buildings. I 

used hand nets if bats hanging from the roof of a roost were accessible. I also set three to six 

mist nets at a time, which ranged in length from 9 m to 12 m, a half hour before dusk across 

and along potential flyways, forest edges, and riverbeds. Nets were monitored up to at least 

24hOO each night. In addition, at each trapping location, I opened nets and monitored them 

for at least one full night (from dusk to dawn) to ensure that I was catching species that might 

be foraging after 24hOO. Nets were checked regularly, every five to ten minutes during the 

first two hours, and at least every hour during the rest of the night to ensure that the bats 

were not injured while caught in the nets. I distinguished juvenile bats from adults by the 

presence of cartilaginous epi physeaJ plates in their finger bones (Anthony 1988). Bats were 

identified in the field using taxonomic keys (Skinner & Smithers 1990, Taylor 2000). Species 

identification was subsequently confirmed by genetic analyses from wing tissue taken from 

most captured bats (Chapter 5). 

Passive echolocation monitoring 

I periodically monitored the echolocation calls of foraging bats in habitats of the fYl1bos, 

forest, and Nama-Karoo ensembles where species richness was low and netting was ineffective 

(Rautenbach. Fenton & Whiting 1996, Bernard & Fenton 2(02). Coexisting bats can be 

distinguished from each other based on features of their echolocation signals (Fenton & Bell 

1981, O'Farrel & Miller 1997, 1999, Russo & Jones 2002, Miller-Butterworth et al. 2005). 

Signal features such as lowest frequency (Fenton & Bell 1981) and peak frequency (Kalko 

1995) are useful to identify coexisting vespertilionids and emballonurids. Statistical analyses 

such as discriminant function analysis (Obrist 1995, Barclay 1999. Jones, Vaughan & Parsons 

2000, Parsons & Jones 2000) and artificial neural networks (Parsons & Jones 2000) can be 

used to quantify and objectify identification of bats based on signal features. However, the 

reliability of such statistical methods are strongly influenced by the variability of echolocation 

signals and sample size (Biscardi el al. 2004). Thus, J did not passively monitor echolocation 
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calls in the savanna biome because bat species richness was much higher here than in other 

biomes (Rautenbach, Fenton & Whiting 1996, this study), and many echolocation parameters 

of coexisting bats showed marked overlap (Taylor 1999, 2000, Chapter 5). 

I used three different passive monitoring systems. The first was an Anabat II bat detector 

with Anabat Zero Crossing Analysis Interface Module and Anabat 6 software installed on 

a Dell laptop computer. The resultant wave files were analysed using Analyze software 

(version 2.3, 1999, Computer software, IBM). The second was a Pettersson D980 bat detector 

(Pettersson Electronik AB, Uppsala, Sweden) connected to a Compaq Presario 1400 personal 

computer using a DAQ 6062E sound card (National Instruments, Austin, Texas) via an 

anti-aliasing filter (F2000, Pettersson Electronik AB. Llppsala, Sweden). The third was an 

Avisoft UltraSoundGate 416 fitted with two UltraSoundGate CM16 microphones (Avisoft 

Bioacoustics. Berlin. Germany) and Avisoft-RECORDER software (Avisoft Bioacoustics, 

Berlin, Germany) installed on a Compaq Presario 1400 personal computer. The resultant 

wave files obtained from the latter two monitoring systems were analysed using BatSound 

Pro software (version 3.20; Pettersson Elektronik AB, Uppsala, Sweden). I sampled at 500 

000 Hz (16 bits, mono), with a threshold of 16. 

Sampling effort 

Different units have been used to quantify sampling effort. These include, (i) number of 

nights sampled (Fleming, Hooper & Wilson 1972, Moreno & Halffter 2000), (ii) number 

of hours sampled I number of nets used (Fenton et at. 1992), (iii) length of nets used! hour 

sampled (Clarke & Downie 2001), (iv) and number of bats captured (Brosset et al. 1996, 

Rautenbach, Fenton & Whiting 1996). However, I used active and passive methods to sample 

bats (see above), hence standardizing the sampling effort by number of nets, number of hours, 

or a combination of the two was not possible. For example, nets placed near roosts capture 

a larger number of bats in a shorter period thereby significantly increasing capture rates 

with lower effort compared with nets placed away from roosts (Bernard & Fenton 2002). In 

addition. in all the ensembles, I increased sampling effort towards capturing rare species. 

Thus, I used the number of trapping nights at a site as a measure of the sampling effort, which 

resulted in an adequate fit to the sample-based rarefaction curves (see below). I regarded the 

sample effort of a 24-hour period as 1 "trapping night". 

STATISTICAL AN AL YSES 

Sample-based rarefaction curves 

Individual-based and sample-based rarefaction make different assumptions about the 

patchiness of data (GoteHi and Colwell 200 I, Colwell, Xuan Mao & Chang 2004). Individual-
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based rarefaction explicitly accounts for the relative abundance of species and assumes all 

individuals of a species occur randomly and independently among samples of the data set 

(Colwell, Xuan Mao & Chang 2004). However, aggregated spatial and temporal distribution 

of individuals is quite common (Colwell, Xuan Mao & Chang 2004). Conversely, sample­

based rarefaction curves implicitly reflect empirical levels of individual aggregation within 

species by considering only the presence or absence of a species in a sample (Colwell, Xuan 

Mao & Chang 2004). When tested, sample-based-rarefaction proved effective to standardize 

a collection of published plant and animal data sets (Colwell & Coddington 1994, Gotelli & 

Colwell 2001, Ugland, Gray & Ellingsen 2003). 

Using EstimateS (version 7.7, Colwell 2004) software, I plotted the expected number of 

species per unit of trapping night for each ensemble based on sample-based rarefaction 

(Gotelli & Colwell 2001, Colwell, Xuan Mao & Chang 2004). Using the census data, a matrix 

was generated for each ensemble and regional pool. Each column of the matrix represented 

a trapping night and each row a species. If a species was present in an ensemble or regional 

pool, the corresponding cell was assigned a score of 1. Species not sampled during a trapping 

night were assigned a score of O. If S was the number of species found in exactly j samples 
/ 

of the data set totaling H samples, then the expected species richness (Sol) was: 

H 

Sobs = L{ SJ' 
J== 

For sample-based rarefaction, i( h) is an unbiased estimator of the species richness expected 

in h samples pooled, where 

h::: 1,2, ....... H 

This estimator was based on the Sf appropriately weighted by the combinatorial coefficients 

(Colwell, Xuan Mao & Chang 20(4): 

H 

"(h) = L (1 - a·h)S. 
ic= { J J 

S ,\,11 S = h -,t;.., a'h ' 
0.1 J J 

h::: L 2, ....... H 

j=1 

Where the combinatorial coefficients were defined by: 
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{ 

(H h)!(H - j)! 
_ (H - h - j) !H! 

U jh - 0 

for U + h ~ H) 

for U + h > H) 

Because the coefficient alpha in the sample-based estimator is 0 for h = H, estimated richness 

for the full data set was (Colwell 2004): 

Species richness estimators 

Using EstimateS software (version 7.7, Colwell 2004), I calculated the Chao 2 and Jackknife 

2 non-parametric estimators, and the Michael Mentis (MMMeans) asymptotic estimator to 

estimate the species richness of each ensemble and regional species pool. First the sample 

order was randomized 1000 times to eliminate the influence of the order in which nights were 

added to the total (Colwell 2004). 

The Chao 2 (Chao 1989) non-parametric estimator was calculated as: 

The Jackknife 2 (Burnham & Overton 1978) estimator was calculated as: 

s = s + [Q (2m - 3) 
juck2 oh.1 I m - Q2 (2m - 3) 2 ] 

m (m-l) 

Where S was the estimate of the total number of species, S I was the observed number of 
M Oq 

species, Q
j 

was the number of species that occurred in j samples (QI was the frequency of 

unique species, Qz was the frequency of duplicate species), and m was the total number of 

samples. 

The Michael Menton richness estimator was computed based on the sample-based rarefaction 

curve (MMMeans, Colwell 2004). The Michael Menton estimator can also be calculated 

using the MMRuns method where estimates are computed for each pooling level, and for each 

randomization run, and then averaged over the total number of randomization runs. However, 
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the MMMeans method IS less erratic than the MMRuns method (Colwell & Coddington 

1994) 

The species richness estimators provided me with three different estimates of the expected 

species richness of ensembles and regional pools, to assess the accuracy of their observed 

species inventories. 

RESULTS 

LOCAL AND REGIONAL SPECIES RICHNESS IN SOUTHERN AFRICA 

Total bat captures 

In total, ll86 insectivorous bats representing 45 species. 22 genera and 7 families were captured 

over 181 trapping nights (Table 4.1). The three most captured species, representing 36.7 % 

of all captures, were the vespertilionid, Neoromicia capensis, the miniopterid, Miniopterus 

natalensis (formerly Miniopterus schreihersii - Appleton et al. 2004: Miller-Butterworth et 

al. 2005), and the molossid, Tadarida aegyptiaca. These three and Rhinolophus clivosus were 

the only bat species recorded in each of the seven local ensembles. The 12 most frequently 

captured species accounted for 68.6 % of captures. while 23 other species had fewer than 10 

captures each and accounted for 5.8 % of total captures (Table 4.1). The most speciose family 

was Vespertilionidae (20 species), followed by Rhinolophidae (l0 species), Molossidae (6 

species), Nycteridae and Hipposideridae (3 species each), Miniopteridae (2 species), and 

Emballonuridae (l species). Except for Mops niveiventer (Family Molossidae), bats captured 

at the Zambian sites (Table 3.1) exhibit distribution ranges that extend south into South Africa 

(Skinner & Smithers 1990, Taytor 2000). Scotophilus sp. nov. is a cryptic Scotophilus species 

(Jacobs et al. 2006). 

CFK regional and local species richness 

The CFK regional species pool inventory totaled 13 insectivorous bat species representing 

11 genera and five families captured over 97 trapping nights. Five CFK species, Neoromicia 

capensis, Minioptems natalensis, Tadarida aegyptiaca, Rhinolophus clirosus, and R. capensis 

were present at every CFK ensemble, while a sixth, Mvotis tricolor, was captured in every 

fynbos ensemble. Four species were found only at Algeria. These included the endemic 

Cistugo leseueri, Laephotus wintoni, Eptesicus /zottentotus, and one molossid, Sauromys 

petrophilus. One species, Pipistrellus hesperidus, was restricted to the Knysna forests. I did 

not capture R. capensis at Algeria, but I recorded echolocation calls of foraging individuals 

at the site during November 2004. 
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Table 4.1 Number of individual insectivorous bats representing 45 species. captured at 
the Algeria, Die Hel, De Hoop, Goodhouse, Koegelbeen, and Sudwala ensembles, and 16 
additional local sites (location codes from Table 3.1) in southern Africa between 2001 and 
2004 (see text for details on capture methods). 

Species 

Clzaerephon pumillis 
CisflIgoleslieuri II 
Cistugo seabrai II 
C/oeotis percivali 
Eptesicus hottentotus 
GlaucoJlycteris variegarus # 

Hipposideros caffer * 
H. commersolli # 

Laephotus wintoni It 
Mimetiflus maloney; # 
lliniopterus fraterculus 

M. nata/ellsis * 
Mops condylurus * 
Mops niveiventer 

Myotis bocagei # 

Myotis tricolor * 
A1votis lVetwitscliii # 

Neommicia ajricamls 

Neoron/ieia capel1s!s * 
Nycferis hispida It 

Nyeteris macrotis # 

Nycteris thebaica * 
Nycticeills schIiejfeni # 

Oromops martiensseni # 

Pipistrelllls he~peridlls 
Pipistrellus rust/clls 

Pipistrellus ;:uluensis # 

Rhinolophus blasii # 

Rhill%plllls capensis * 
Rhill%piIus clil'osus * 
Rhinolophus darlingi 
Rhil1%phus dent! 

Rhin%phus fumigatus # 

Rhinolophus hildebrandti 

Rhinoloplws lander! # 

Rhin%phus simulator * 
Rhinolophus swillnyi 
Saummys petrophilus * 
ScotoeclIs alhigu/a # 

Sco{oecIJs albojllsclts # 

Scotopl!ilus viridis # 

Codc 

CP 
CL 

CS 

CPV 

EH 
CV 

HC 
HCO 
LW 
MM 
MF 
MS 
Me 
MN 
MB 
MT 
MW 

NA 

5 

18 

5 

3 

NC 22 

NH 
NM 
NT 9 
NS 
OM 
PK 
PR 
PZ 

RB 
RC 

ReL 
RD 

RDT 
RF 
RH 
RL 
RS 

RSW 

6 

SP 73 
SA 

SAL 

SV 

0.. 
o o :r: 
'U 

C: 

2 

2 

7 

16 

30 n 11 6 

8 34 

2 57 42 4 

lO 4 

14 

6 41 12 
3 13 7 2 

2 

Rest of southern African 
locations 

.'i 17 (Sm) (Sp) (SpJ (Sz3) 

16 

.5 
I (Sk) 
12 (Sm) (Sp) 

2 (Szl) 

I (Sz3) 

.5 25 14(Szl) (S'l4) (Sl) 

50 (Sk) (SI) (Sm2) 

14 (Sz3) 

25 (Sk) (SI) (Sz3) 

18 
I (Sk) 

II 9 (Sp) 2 (Ss) (SI) (Sm2) 

2 14 (GI) (Szl) (Sz2) (Sz) (Sz4) 

2 (Sm 1) 

2 

.5 (Sz3) 

:) (Sp) (Szl) (Sz3) 

2 (5k) 
2 (Sd) 

11 (Sk) (SI) 

22 (Sk) (Szl) (Sz2) (Sz3) (Sz4) 
2 (Sk) (Sz2) 

.5 20 4 (Ok) 

14 

1I 3 (Sm) 

:~ (Sp) ($1,4) 

154(Sp)(Szl) 
2 (Sp) 

53 3 (Szll 
24 (Ok) (Tp) 

2 (Sz3) 
2 (SI) (S'll) 

4 (5m2) 

Scotophilils dinganii * SD 2 48 (Ss) (Sd) (SI) (Sz2) (Szl) (Sz3) (5m2) 
14 (Szl) (Sz3) (SJ). Scotophilus sp. nov. SD2 

Tadarida aeg)ptiaca * TA 124 2 II 6 2 18 (Fa) (Sz2) 

TapllOZouS mauritiallllS It TM 5 (Sz2) 

* shows I I most captured species, and It shows < 10 indi dduals captured 
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Savanna regional and local species richness 

The savanna regional species pool inventory totaled 33 insectivorous bat species representing 

J 8 genera and seven families captured over 56 trapping nights. Eighteen species, representing 

J 2 genera and seven families were caught in the Sudwala ensemble. Rare bat species caught in 

the savanna biome included Rhinolophus swinnyi, Myotis welwitschii, Scotoecus alhojllseus, 

Mimetillus m%neyi, and Glauconycteris variegatus. 

Nama-Karoo regional and local species richness 

Eleven species representing nine genera and six families were captured in the Nama-Karoo 

biome over II trapping nights. Nine species representing eight genera and six families were 

captured at Goodhouse. The passive echolocation monitoring also revealed the presence of 

Sallromys pefrophilus, a species previously recorded in the area (Skinner & Smithers 1990). 

Hence, the inventory for the Goodhouse ensemble totalled 10. Three of the species in the 

Goodhouse inventory, M. natalensis, R. c!iVOSlIS, and R. darlingi also roosted in the cave at 

Koegelbeen. The fourth species in the cave, R. denti, was not captured at Goodhouse. 

SAMPLE-BASED RAREFACTION AND SPECIES RICHNESS ESTIMATORS 

Ensembles 

Sample-based rarefaction curves of the CFK and savanna ensembles show that at a local scale, 

the savanna ensemble, Sudwala, exhibited the highest species richness (Fig. 4.1). Among CFK 

ensembles, the Algeria ensemble was relatively species rich, while species richness of the 

remaining three ensembles was markedly similar (Fig. 4.1). The sample based rarefaction 

curves of the Nama-Karoo ensembles are not shown because of the low number of trapping 

nights at each site. Species richness estimators indicated that inventories of the ensembles were 

between 86 and 100 % complete (Table 4.2). 

Regional species pools 

Sample-based rarefaction clearly showed that species richness of the savanna regional pool was 

significantly higher than the CFK regional pool (Fig. 4.2), Species richness estimators indicated 

that the inventory of the CFK regional pool was 100 % complete (Table 4.2). However, the 

inventory of the savanna regional pool was only between 69 and 85 6/i, complete (Table 4.2). 
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Fig.4.1 Sample-based rarefaction curves depicting mean species richness of insectivorous 
bat species inventories obtained from the randomized orders of trapping nights in the fynbos 
ensembles, Algeria (SO = 1.29), Die Hel (SO = 0.68), De Hoop (SO = 0), forest ensemble, 
Knysna (SO = 0), and savanna ensemble, Sudwala (SO = 1.77). Greatest species richness 
was in the savanna ensemble. Amongst fynbos and forest ensembles, Algeria exhibited the 
greatest species richness. 

Table 4.2 Observed number (italics) and expected number of bat species - based on Chao 
2 (Chao 1989), Jackknife 2 (JK2, Burnham & Overton 1978), and Michael Mentis Means 
(MMM, Colwell, Xuan Mao & Chang 2004) species-richness estimators - of ensembles 
(Algeria, Die Hel, De Hoop, Knysna, Goodhouse, Koegelbeen, and Sudwala) and regional 
pools (Cape Floristic Kingdom and savanna biome) . Numbers in parentheses show the % 
completeness of species inventories, calculated as the number of species observed divided by 
the expected number. 

Algeria DieHel De Hoop Knysna CFK GHouse Kbeen Sudwala 

10spp 6spp 7 spp 7 spp 13 spp JOspp 4spp 18spp 

lOA (96) 6.5 (92) 7 (1 00) 7 (100) 13 (100) 10.2 (98) 4 (100) 18.4 (98) 

Savanna 

33spp 

46 (72) 

10.5 (95) 6.9 (87) 7 (1 00) 7 (100) 13 (100) 10.7 (94) 4 (100) 18.7 (96) 47.6 (69) 

11 (91) 8 (75) 7 (100) 8 (88) 13 (100) 14.7 (68) 4.2 (95) 21.1 (86) 39 (85) 
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