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Abstract

In this dissertation, a methodology is developed for constructing a volatility surface

for a managed fund by extending the work of Bakshi et al. (2003) and Taylor (2014).

The power utility assumption (with constant relative risk aversion for a specific ma-

turity) and historical returns series data are used for the identified factors influencing

the return of the fund and the fund itself. The coefficient of relative risk aversion for

a specific maturity and market is estimated from quoted option prices on a market

index. This is used in combination with the identified factors and fund return series

to estimate the risk-neutral skewness of the fund. An optimisation procedure is then

used to determine the volatility smile of the fund for a specific maturity. Thereafter,

the volatility surface of the fund is constructed by repeating each step for different

maturities. Although this methodology produces sensible results, the optimisation

routine used is sensitive to initial values and constraints.
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Chapter 1

Introduction

The option pricing framework of Black and Scholes (1973) and Merton (1973) as-

sumes that the underlying asset price follows geometric Brownian motion (and the

log-return is normally distributed under the risk-neutral measure). This has become

the canonical model for option pricing. Consequently, most markets quote call and

put option prices in terms of a single number - the implied volatility. This is the

input into the Black-Scholes-Merton (BSM) formula that corresponds to an option’s

price, which shall be denoted as the BSM implied volatility. It can be used as a sub-

stitute to price since there is a strictly increasing and convex relationship between

the price of an option and the BSM implied volatility, meaning there is a one-to-one

mapping between them.

In the BSM option pricing framework, the volatility parameter is assumed to be

constant, resulting in a flat (i.e. constant) implied volatility surface - the implied

volatility as a function of term and strike price. However, after the equity market

crash of 1987 it was observed that BSM implied volatilities (often seen as just Black-

Scholes volatilities in the literature) vary according to term and strike price (see, for

example, Rubinstein (1994), Jarrow et al. (2007) and Tompkins (2001)). Recently, it

was noted in Kotzé et al. (2013) that this phenomenon now exists in equity options,

interest rate options, currency options and almost every other volatility market in

the world. It has been shown that the log-normal assumption underpinning the

Black-Scholes-Merton framework is often inaccurate (see, for example, Homescu

(2011), Macbeth and Merville (1979) and Rubinstein (1985)). Furthermore, it was

noted in Kotzé et al. (2013) that the structure of the volatility surface is directly
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related to the non-normality of the risk-neutral distribution of the underlying asset.

Consequently, we expect that a managed fund, consisting of a variety of assets,

would possess a volatility surface dependent on term and strike price.

Many insurance companies offer financial products related to a managed fund,

which contain embedded guarantees based on the investment performance of this

fund. Such guarantees take many forms, with a common example being a guarantee

on the capital invested (see Hardy (2003), for a list of several such guarantees). These

investment guarantees are essentially financial derivatives where the underlying asset

is the managed fund. In general, there is a small probability that the investment

guarantee will have a non-zero payoff. This is because there is a small probability of

the investment performance of the fund being poor enough to invoke the guarantee.

In the terminology of option pricing, the guarantees are usually deep out-of-the-

money. This has resulted in complacency in the past. However, it is noted in Hardy

(2003) that the risk management of these guarantees now represents a major test of

insurance companies.

One reason for investment-linked insurance guarantees becoming more prom-

inent may be the movement of pensions from defined benefit schemes to defined

contribution schemes. Under defined benefit schemes a pensioner receives a known

final benefit (usually a function of salary before retirement) and the contributions

are uncertain. Historically, the risk of these benefit schemes were borne by the em-

ployer since they would cover any shortfalls between the benefits (i.e. the liabilities)

and the assets backing these. In contrast, under a defined contribution scheme, the

final benefit is unknown (since it is dependent on future investment performance)

and the contributions are usually related to salary (see Deelstra et al. (2004) for

further detail). In this instance, the risk of the resulting investment performance,

and consequently the benefit at retirement, is borne by the employee. In order to

address this uncertainty, insurance companies increased the number of guarantees

offered to policyholders. In doing so, these insurance companies shift some of the

risks from the policyholder to themselves. By supplying this investment guarantee,

the insurance company is creating and providing an economic good to policyholders

who, as individuals, would be unable to create such a product for themselves. In ad-
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dition, insurance companies also attract more business by offering these guarantees,

which contributes to increased profits.

A second reason investment-linked insurance guarantees have become more prom-

inent may be the considerable development of financial derivatives being coupled

with the principle of hedging. This advancement provided the necessary tools for

effective risk management (i.e. costing and hedging) when writing such guarantees.

Insurance companies have traditionally reserved capital to act as a buffer against

possible adverse market movements which may result in investment guarantees be-

coming material. The amount of capital is often stipulated by regulators through

some form of prescribed formula irrespective of the risk of the particular product

or its design. This is done as the regulators want to ensure insurance companies

remain solvent and are able to deliver on their promises to policyholders during

periods of market stress. It has now become common for these companies to use a

dynamic-hedging approach, which was developed in financial derivative markets, in

order to reduce the cost and risk of providing investment guarantees (Greenbaum

and Ravindran (2002), Mueller et al. (2002) and Hardy (2003)). This is where a

changing number of assets are held over time in order to replicate the guarantee pay-

off. This approach allows the insurance company to lower the statutory reserves (as

stipulated by regulators) for providing investment guarantees, thus freeing up cap-

ital to be used elsewhere. Furthermore, this approach reduces the cost of providing

these investment guarantees, which should directly benefit both the policyholders

and shareholders of the insurance company.

Throughout this dissertation reference is made to the terms “volatility surface”

and “volatility smile” and these relate specifically to the implied volatility surface or

implied volatility smile. This must not be confused with the local volatility surface

or local volatility smile. For details of the differences between implied and local

volatility see Derman et al. (1996).

This dissertation details one possible method for constructing an implied volat-

ility surface for a managed fund in the absence of an options market on this fund.

This volatility surface will aid the pricing and hedging of investment guarantees on

such a fund. In particular, this will allow a price to be placed on guarantees, which
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better reflects the risk of the product, as well as aid in determining suitable hedging

portfolios. This can be done by calibrating stochastic models, which are more com-

plex than geometric Brownian motion, but more realistic, (such as a jump-diffusion

model presented in Merton (1976), the model of Heston (1993) or the SABR model

presented in Hagan et al. (2003)) to the volatility surface. A suitable method, such

as Monte Carlo simulation, can then be used to price the guarantee and calculate the

sensitivities of this price to changes in parameters of the model (i.e. the “Greeks”),

which are then used when determining a hedge portfolio.

There are a number of complexities encountered when trying to construct a

volatility surface for a managed fund. For example, there are no liquid markets for

options written on managed funds. Therefore, there are no observable transactions

and hence no observable implied volatilities for a managed fund. This means there

are no observable points from which to begin to build a volatility surface. Moreover,

since there is no active market in options related to a managed fund, there is no

mechanism of arbitrage that would correct mispricings.

An additional challenge is that managed funds are comprised of different as-

sets. Specifically, these funds may be made up of equities (listed or unlisted), index

funds, derivatives, project finance assets, income-bearing assets and long dated asset-

backed debt instruments, as well as many more possibilities. Implied volatilities of

each constituent cannot be added together to determine the implied volatility of

the fund due to the non-linear relationship between the volatility of a fund and the

volatilities of its constituents. In addition, there may not even be option markets

for the constituent assets, and thus no observable implied volatilities for these assets

with which to work with. Moreover, some of the assets may be non-listed and/or

are only marked-to-market infrequently making it difficult to place a value on them

on a regular basis.

In addition, the composition of a managed fund may change at the discretion of

the fund manager, meaning that the relative weighting of the assets within the fund

can change on a regular basis without it being public knowledge.

Notably, the investment guarantees provided by insurance companies often are

very long-term in nature. As a result, there is a large interest rate exposure in
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these products, which contributes a great deal to the variability of the price of such

a guarantee. This makes hedging out interest rate exposure a crucial facet of risk

management on a long-dated insurance guarantee.

It should be noted that insurance companies may be able to dynamically, Delta-

hedge the guarantees that they write on managed funds by transacting in the under-

lying managed fund itself. However, there may be statutory restrictions prohibiting

the insurance company from transacting in the managed fund beyond a certain

point. In this case, insurance companies may be required to use proxies for the

underlying fund’s constituents, and then transact in these assets, when necessary,

in order to cross-hedge. Managed funds each have their own mandate that specifies

the benchmark portfolio it is assessed against. The extent to which a managed fund

follows the benchmark portfolio depends on the mandate of the fund and the al-

lowance given to it to deviate from its benchmark. Consequently, this may assist

in specifying a proxy-hedging strategy. This dissertation will discuss how having

proxies which accurately describe a managed fund may assist in constructing the

fund’s volatility surface.

The focus of this dissertation is to present an economically and mathematically

sound approach to constructing a volatility surface for a managed fund by making

use of the theory developed by Bakshi et al. (2003) and the ideas subsequently used

by Taylor (2014). Other methodologies in the world of implied volatility surface

generation can be found in de Araújo and Maré (2006) and Flint et al. (2012),

which focus on historical risk-neutral return distributions.

There are three results in Bakshi et al. (2003) which form the fundamental build-

ing blocks of the methodology presented in this dissertation. The first is the relation-

ship linking, in a model-independent manner, the risk-neutral skewness of a security

(i.e. the normalised third central moment of the risk-neutral distribution of the

underlying security) to a continuum of option prices on this security. The second

result requires the assumption that the power utility function represents the pref-

erences of a particular market. In this case, a relationship was established between

the risk-neutral skewness of a security and the real-world (physical) moments of

the security. The last result is unearthed if the return of a security is assumed to
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be linearly related to a number of factors. Under this assumption, the risk-neutral

skewness of the security is found to be related to the risk-neutral skewness of each

factor. This is used in this dissertation, where it is assumed that a combination

of factors have been identified, which together accurately explain the return of the

fund. These factors will be referred to as the influential factors (i.e. factors that

influence the return of the fund).

In order to avoid confusion, the term skew or skewness will only be used when

referring to the third moment of a random variable. Furthermore, the cross section

of the volatility surface at a particular maturity, will be referred to as the volatility

smile, or simply the smile. In the literature however, what is here termed the smile

may be referred to as the volatility skew.

The methodology presented in this paper details how to find the volatility smile,

for a particular maturity, for a managed fund. This can then be repeated for differ-

ent maturities to produce a volatility surface. In particular, for a specific maturity, it

is assumed that the power utility function represents the preferences of a particular

market. This parameter is estimated using historical returns series for a market in-

dex along with quoted option prices on this market index. The risk-neutral skewness

for each influential factor is then calculated. This is done using one of two methods.

If the influential factor has an observable options market, its risk-neutral skewness

is calculated from quoted options prices. If there is no such market for this influen-

tial factor then the historical returns series for this factor in combination with the

estimated utility function are used to determine its risk-neutral skewness. Following

this, the risk-neutral skewness for each influential asset is combined in a non-linear

manner to calculate the risk-neutral skewness for the fund. Finally, an optimisation

procedure is used to determine the optimal volatility smile that conforms to the

risk-neutral skewness of the fund, using a quadratic (or other) functional form for

the volatility smile.

The practical example presented in this dissertation made use of a quadratic

volatility smile in moneyness for all assets. However, other functional forms could

have been used, such as an exponential or spline, to represent the volatility smile.

Moreover, one functional form does not need to be assumed for all assets/factors, and
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a different functional form could be used for each asset/factor involved, if wanted.

The methodology detailed in this dissertation is for a generic volatility smile.

The rest of this dissertation is structured as follows: Chapter 2 reviews the

theory that forms the basis of this dissertation. Chapter 3 details a methodology

that can be used to construct a volatility surface for a managed fund and possible

obstacles that may be encountered when trying to implement this methodology.

Chapter 4 applies the methodology of Chapter 3 in a practical scenario. Finally, the

conclusions of this dissertation are presented in Chapter 5.
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Chapter 2

Review of Theory

2.1 Notation

Throughout this dissertation the following notation is adopted. The price of security

i at time t is given by S
(i)
t and its continuously-compounded dividend yield is q(i)

for i = 1, ..., N . Furthermore, it is assumed that all securities are positive with

a probability of 1 for all time horizons. Without loss of generality, the risk-free

continuously-compounded rate of interest will be denoted r, a constant.

For the rest of this section the necessary theory will be presented for a specific

security (i.e. for a particular i) and therefore the superscript i will be dropped. Let

the risk-neutral density of the price of a security over the period t to T be given by

Q(t, T, S), which may often be written as just q(ST ). In addition, the real-world (i.e.

physical) density for a particular security is similarly given by P(t, T, S), or simply

p(ST ). For more on the risk-neutral and real-world (physical) measures and their

uses in pricing and hedging of financial derivatives see Bjork (2009), Bingham and

Rudiger (2004), Shreve (2004a) and Shreve (2004b).

This dissertation will only deal with payoffs occurring at time T , that are integ-

rable with respect to the risk-neutral density (i.e.
∫∞

0 |H(ST )|Q(ST ) dST < ∞ for

payoff H(ST ) ). The risk-neutral expectation, as at time t, of this payoff will be

represented by EQ
t [·] (i.e. EQ

t [H(ST )] = EQ[H(ST )|Ft] =
∫∞

0 H(ST )Q(ST )dS, where

Ft is the filtration of asset i up to time t).

With this notation, European call and put option prices, as at time t with ma-



2.1 Notation 9

turity T and strike price K, can be written as:

C(t, T ;K) =

∫ ∞
0

e−r(T−t) max(ST −K, 0) Q(ST ) dST

= EQ
t [e−r(T−t) max(ST −K, 0)]

P (t, T ;K) =

∫ ∞
0

e−r(T−t) max(K − ST , 0) Q(ST ) dST

= EQ
t [e−r(T−t) max(K − ST , 0)]

respectively.

If there is a BSM implied volatility, σBSM (t, T,K), at a specific time t with

maturity T and strike price K, then the call and put option prices on a particular

security are then:

C(t, T ;K) = Ste
−q(T−t)Φ(d1)−Ke−r(T−t)Φ(d2) (2.1)

P (t, T ;K) = Ke−r(T−t)Φ(−d2)− Ste−q(T−t)Φ(−d1) (2.2)

where

d1 =
ln( SK ) +

(
r − q + σ2

BS(t, T,K)/2
)

(T − t)

σBS(t, T,K)
√

(T − t)

d2 =
ln( SK ) +

(
r − q − σ2

BS(t, T,K)/2
)

(T − t)

σBS(t, T,K)
√

(T − t)
= d1 − σBS(t, T,K)

√
(T − t)

and Φ(·) represents the cumulative standard Normal distribution function. A deriv-

ation of this can be found in Shreve (2004b) on page 238.

Later on, reference will be made to “moneyness”, which will be represented by

m. This is defined as the strike price of an option divided by the current price of

the asset underlying the option, i.e. m = K
St

. Implied volatility smiles are then

defined to be functions relating the implied volatility of a security to moneyness (for

a particular maturity), where the independent variable is moneyness. This implied

volatility smile in moneyness format is also known as the relative or floating skew.

Furthermore, the implied volatility smile for asset i will be represented by σi(m).
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2.2 Recovering a Payoff (Bakshi and Madan (2000))

In this section the necessary theory presented in Bakshi and Madan (2000) is sum-

marised. This theory is a building block of both Bakshi et al. (2003) and this

dissertation.

Through the use of characteristic functions and Fourier analysis, the collection

of twice-continuously differentiable payoff functions can be recovered through a con-

tinuum of out-the-money European put and call options. Specifically, Theorem 1

established that any payoff function belonging to the set of twice-continuously dif-

ferentiable functions, H(ST ) ∈ C2, adheres to the following:

H(ST ) =H(S̄) + (ST − S̄)
dH

dST
(ST )

∣∣∣
S̄

+

∫ ∞
S̄

d2H

dS2
T

(ST )
∣∣∣
K

max(ST −K, 0) dK

+

∫ S̄

0

d2H

dS2
T

(ST )
∣∣∣
K

max(K − ST , 0) dK

for some S̄ and strike price K. It is noted that the maximum terms in the above

formula are European call and put option payoffs. This equation is described intu-

itively as being able to buy the curvature of the payoff function with call and put

options.

A discount factor is now applied to both sides of this equation along with the

risk-neutral expectation operator, EQ
t [·], to get:

EQt [e−r(T−t)H(ST )] =

(
H(S̄)− S̄ dH

dST
(ST )

∣∣∣
S̄

)
e−r(T−t) + St

dH

dST
(ST )

∣∣∣
S̄

+

∫ ∞
S̄

d2H

dS2
T

(ST )
∣∣∣
K
C(t, T,K)dK

+

∫ S̄

0

d2H

dS2
T

(ST )
∣∣∣
K
P (t, T,K)dK (2.3)

This results because Q is the risk-neutral (i.e. equivalent martingale) measure and

so EQt [e−r(T−t)ST ] = St.

This is a powerful result. It allows the theoretical synthesising of any twice

differentiable payoff, on a particular underlying security, in a model independent

manner. Specifically, this can be done with a combination of appropriate holdings
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in a zero-coupon bond, the security underlying the payoff, and a linear combination

of call and put options written on the underlying security. The remarkable feature of

this result is that it is independent of the model chosen to represent the underlying

asset price process.

2.3 Theory presented in Bakshi et al. (2003)

The relevant theory found in Bakshi et al. (2003) is presented in the sub-headings

headings below.

2.3.1 Recovering Risk-Neutral Moments

In this section, equation (2.3) is exploited in order to synthesise risk-neutral mo-

ments, for a particular term, of an underlying asset from its traded option prices.

In particular, the formulae for the risk-neutral variance, skewness and kurtosis are

found using the theory of the previous section.

Formally, for a particular security i, the log capital-return over the period t to

T , with price St at time t, is defined by R(t, T ) ≡ ln(ST
St

). The following payoff

functions/contracts and their discounted values are then defined as follows:

• variance contract: H(ST ) = (R(t, T ))2, with price

V (t, T ) ≡ EQ
t [e−r(T−t)(R(t, T ))2] (2.4)

• cubic contract: H(ST ) = (R(t, T ))3, with price

W (t, T ) ≡ EQ
t [e−r(T−t)(R(t, T ))3] (2.5)

• quartic contract H(ST ) = (R(t, T ))4, with price

X(t, T ) ≡ EQ
t [e−r(T−t)(R(t, T ))4] (2.6)

It is noted that the definitions of V (t, T ),W (t, T ) and X(t, T ) all contain a discount
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term so that equation (2.3) can be used.

It is known that EQ
t [e−(r−q)(T−t)ST ] = St and so:

e(r−q)(T−t) = EQ
t

[
ST
St

]
= EQ

t [eR(t,T )]

≈ 1 + EQ
t [R(t, T )] +

1

2
EQ
t

[
(R(t, T ))2

]
+

1

6
EQ
t

[
(R(t, T ))3

]
+

1

24
EQ
t

[
(R(t, T ))4

]
(2.7)

where the last line follows from using a Taylor expansion of ex about 0 1. Recall

that r is assumed to be deterministic, which allows the above result to be attained.

Rearranging equation (2.7) gives:

µ(t, T ) ≡ EQ
t

[
ln

(
ST
St

)]
(2.8)

= EQ
t [R(t, T )]

≈ e(r−q)(T−t) − 1− er(T−t)V (t, T )

2
− er(T−t)W (t, T )

6
− er(T−t)X(t, T )

24
(2.9)

where the continuous dividend yield, q, is included in this formulation. It is noted

that µ(t, T ) is the risk-neutral expectation of the log-capital-return and is thus

called the (non-discounted) mean contract. It is further noted that it is not dis-

counted as done for V (t, T ),W (t, T ) and X(t, T ). Consequently, the coefficients of

V (t, T ),W (t, T ) and X(t, T ), in equation (2.9), all contain er(T−t) in order to cancel

the discounting term in their definitions. Thus, the first risk-neutral moment of the

security is estimated in terms of its second, third and fourth risk-neutral moments.

This estimate is found to be extremely accurate and including higher moments in

the Taylor expansion estimate was found to add little to its accuracy.

Now set S̄ = St, so that H(S̄) = R(t, t) = ln(St
St

) = 0, resulting in the first line

of equation (2.3) to be:

((
0− St

dH

dST
(ST )

∣∣∣
S̄

)
e−(T−T ) + St

dH

dST
(ST )

∣∣∣
S̄

)
= 0

1 Taylor expansion of ex about 0 is given by ex = 1 + x+ x2

2
+ x3

6
+ x4

24
+ o(x4), for small x.
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This causes Equation (2.3) to become:

EQt [e−r(T−t)H(ST )] =

∫ ∞
St

d2H

dS2
T

(ST )
∣∣∣
K
C(t, T,K)dK

+

∫ St

0

d2H

dS2
T

(ST )
∣∣∣
K
P (t, T,K)dK

which can then be used to determine the prices of the variance contract (V (t, T )), the

cubic contract (W (t, T )) and the quartic contract (X(t, T )). The second differentials

of the various contracts are given by:

d2H

dS2
T

(K) =



2
(

1− ln
(
K
St

))
K2

variance contract

6 ln
(
K
St

)
− 3

(
ln
(
K
St

))2

K2
cubic contract

12
(
ln
(
St
K

))2
+ 4

(
ln
(
St
K

))2
K2

quartic contract

This results in the following contract prices:

V (t, T ) =

∫ ∞
St

2
(

1− ln
(
K
St

))
K2

C(t, T,K)dK

+

∫ St

0

2
(

1− ln
(
K
St

))
K2

P (t, T,K)dK (2.10)

W (t, T ) =

∫ ∞
St

6 ln
(
K
St

)
− 3

(
ln
(
K
St

))2

K2
C(t, T,K)dK

+

∫ St

0

6 ln
(
K
St

)
− 3

(
ln
(
K
St

))2

K2
P (t, T,K)dK (2.11)

X(t, T ) =

∫ ∞
St

12
(
ln
(
St
K

))2
+ 4

(
ln
(
St
K

))2
K2

C(t, T,K)dK

+

∫ St

0

12
(
ln
(
St
K

))2
+ 4

(
ln
(
St
K

))2
K2

P (t, T,K)dK (2.12)

With these contract prices, the (T − t)-period risk-neutral skewness, SKEW (t, T ),
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is found to be given by:

SKEW (t, T ) ≡
EQ
t

[ (
R(t, T )− E[R(t, T )]

)3 ]{
EQ
t [
(
R(t, T )− E

[
R(t, T )]

)2 ] } 3
2

=
er(T−t)

[
W (t, T )− 3µ(t, T )V (t, T )

]
+ 2
(
µ(t, T )

)3
{
er(T−t)V (t, T )−

(
µ(t, T )

)2 } 3
2

(2.13)

and the risk-neutral kurtosis, KURT (t, T ), as

KURT (t, T ) ≡
EQ
t

[ (
R(t, T )− E[R(t, T )]

)4 ]{
EQ
t

[
(R(t, T )− E[R(t, T )])2

] }2

=
er(T−t)

[
X(t, T )− 4µ(t, T )W (t, T ) + 6

(
µ(t, T )

)2
V (t, T )

]
− 3
(
µ(t, T )

)4{
er(T−t)V (t, T )−

(
µ(t, T )

)2 }2

(2.14)

The second line for both SKEW (t, T ) and KURT (t, T ) follow from expanding

the power in the numerator of the first lines and then substituting in the definitions of

V (t, T ),W (t, T ) and X(t, T ), as given in equations (2.4), (2.5) and (2.6). Similarly

to above, the coefficients of V (t, T ),W (t, T ) and X(t, T ) in equations (2.13) and

(2.14) all contain the factor er(T−t) in order to remove the discounting term in their

definitions.

Consequently, given a continuum of option prices over the strike range K ∈

(0,∞), (or equivalently a continuum of BSM implied volatilities over the strike

range) for a particular security and specific term, the risk-neutral moments of the

security for this term can be found. This is a powerful tool that converts information

in the market (i.e. BSM implied volatilities) into risk-neutral moments. What is also

impressive is that this can be done without having to make any assumption about

the return distribution of the underlying security. In other words, the characteristics

of the risk-neutral return distribution can be determined in a model independent

manner. This is extremely important, because if a specific distributional assumption
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was made, this would influence both the risk-neutral moments themselves as well as

the relationships between the various moments.

In a practical setting the above results can be used to approximate the risk-

neutral skewness and kurtosis of a security. This was done for individual stock and

index options traded on the Chicago Board Options Exchange risk-neutral skewness

in Dennis and Mayhew (2002).

2.3.2 Sources of Risk-Neutral Skewness

This section considers how, under certain assumptions, the risk-neutral skewness

of a security can be explained by the real-world moments of the security and risk

aversion.

Specifically, let p(Ri) be the real-world marginal probability density for the log-

return of security i, S(i), for i = 1, ..., N,M (where M represents the market index),

over the time period t to T . In addition, let p(R1, ..., RN , RM ) be the joint real-

world probability density of all securities and the market index. In addition, let

q(·) similarly represent both the marginal and joint probability densities under the

risk-neutral measure.

Furthermore, assume a power utility function in wealth, i.e. a utility function,

U , of the form

U(x) =


x1−γ − 1

1− γ
γ > 0, γ 6= 1

ln(x) γ = 1

This class of utility functions displays constant relative risk aversion equal to γ,

where the measure of relative risk aversion (also known as the Arrow-Pratt meas-

ure) is given by −xU
′′(x)

U ′(x) (see Appendix A for this derivation). For more about the

characteristics of the power utility family of functions see Wakker (2008).

It is shown through the use of the Radon-Nikodym theorem that the risk-neutral
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distribution is related to the real-world moments of the security as follows:

q(RM ) =
e−γRM p(RM )∫

e−γRM p(RM ) dRM
(2.15)

q(R1, ..., RN , RM ) =
e−γRM p(R1, ..., RN , RM )∫

e−γRM p(R1, ..., RN , RM ) dR1, ...dRn, dRM
(2.16)

where γ is the coefficient of relative risk aversion and e−γRM is the pricing kernel in

power utility economies. It is commented in Bakshi et al. (2003) on page 109 that

the risk-neutral density is “obtained by exponentially tilting the physical density”.

By assuming a power utility function and using the results of equations (2.15)

and (2.16), Theorem 2 of the paper was established:

SKEWM (t, T ) ≈ SKEWM (t, T )− γ(t, T )
(
KURTM (t, T )− 3

)
STDM (t, T )

(2.17)

where STDM (t, T ), SKEWM (t, T ) and KURTM (t, T ) are the market return stand-

ard deviation, skewness and kurtosis, under the real world probability measure, re-

spectively. See Appendix B.1 for the derivation of this. In this dissertation, γ is

presented as being dependent on the time horizon (which was not done in Bakshi

et al. (2003)) in order to accommodate differing levels of risk aversion for different

time horizons.

Three contributing factors to negative risk-neutral skewness are pointed out,

namely: a negative skewness in the real world distribution, a relatively high kur-

tosis of the real world distribution (i.e. fat-tailed distributions) and high standard

deviation of the real-world distribution when the real world kurtosis is greater than

3 (i.e. when the distribution is fat-tailed).

This result of equation (2.17) can be used in combination with (2.13) to estimate

the coefficient of relative risk aversion, γ, for a given time horizon as long as there

are sufficient option prices (needed to calculate the risk-neutral skew - SKEW ) and

real-world distributional characteristics, namely the real-world standard deviation,

skewness and kurtosis. It must be noted that equation (2.17) is only an approxim-

ation and thus γ will also be an approximation.

It is shown that the above theorem can be generalised to a broader range of
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marginal utility functions. These include hyperbolic absolute risk aversion (HARA)

utility functions and bounded versions of the loss aversion utility functions of Kahne-

man and Tversky (1979). The power utility will henceforth be assumed for the rest

of this dissertation.

2.3.3 Skew Laws

This section looks at what were termed the skew laws in Bakshi et al. (2003). In

particular, it is assumed that the log-returns of a security are linearly related to a

number of factors. It is then shown how the skewness of the security relates to the

skewness of each of the factors, for both the real-world or risk-neutral measure. In

Bakshi et al. (2003), this assumption was used to relate a constituent of a market

index to the market index itself. In this dissertation, this assumption will be used

later to relate the return of a managed fund to the return of factors that influence

the return of the managed fund, (e.g. the benchmarks of the managed fund).

Specifically, begin by making the common assumption that the log-return of

security i over the period t to T conforms to the following single-factor model (also

known as the CAPM that was presented in Sharpe (1964)):

Ri(t, T ) = Ai(t, T ) +Bi(t, T )RF (t, T ) + εi(t, T ) i = 1, ..., N (2.18)

where Ai(t, T ) and Bi(t, T ) are constants, RF (t, T ) is the log-return of factor F (the

market portfolio in the case of CAPM) and εi(t, T ) is the idiosyncratic component

of security i’s return. Furthermore, assume that the expected value of εi(t, T ) is zero

under both the risk-neutral and real-world probability measures and is independent

of RF (t, T ). Under these assumptions Theorem 3a was found, which gives:

SKEWi(t, T ) = Ψi(t, T )SKEWF (t, T ) + Υi(t, T )SKEWε(t, T ) (2.19)
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where SKEWε(t, T ) is the skewness of ε and

Ψi(t, T ) =

(
1 +

er(T−t)Vε(t, T )

B2
i (t, T )[er(T−t)VF (t, T )− µ2

F (t, T )]

)−3/2

(2.20)

Υi(t, T ) =

(
1 +

B2
i (t, T )[er(T−t)VF (t, T )− µ2

F (t, T )]

er(T−t)Vε(t, T )

)−3/2

(2.21)

(2.22)

The derivation of this is shown in Appendix B.2. It is noted in the Bakshi et al.

(2003) that since the unsystematic component, εi, requires no alteration when mov-

ing between measures, the above skewness law (equation (2.19)) will be obeyed under

both the risk-neutral and real world measures. However, Ψn(t, T ) and Υn(t, T ) may

need to be adjusted so that the different variance contracts (i.e. V (t, T )’s) and mean

contracts (i.e. µ(t, T )’s) represent the measure under consideration. This result can

be exploited by estimating the scalar bn(t, T ) under the real-world measure and then

using it in the risk-neutral world to calculate the risk-neutral skewness of security

i. This was done in Taylor (2014) where a single-stock was related to the market

index in order to construct volatility smiles for single-stock futures options.

The above theory can be extended to situations where there are two independent

systematic factors driving security returns. Specifically, the following multi-factor

model is assumed:

Ri(t, T ) = Ai(t, T ) +Bi(t, T )RF (t, T ) + Ci(t, T )RG(t, T ) + εi(t, T ) (2.23)

for some systematic factors F and G. In addition, assume that RF (t, T ), RG(t, T )

and εi(t, T ) are all independent of each other. With this model, it is then shown

that:

SKEWi(t, T ) =Ψi(t, T )SKEWF (t, T ) + Θi(t, T )SKEWG(t, T )

+ Υi(t, T )SKEWε(t, T ) (2.24)
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where

Ψi(t, T ) =

(
1 +

C2
i (t, T )[er(T−t)VG(t, T )− µ2

G(t, T )] + er(T−t)Vε(t, T )

B2
i (t, T )[er(T−t)VF (t, T )− µ2

F (t, T )]

)3/2

(2.25)

Θi(t, T ) =

(
1 +

B2
i (t, T )[er(T−t)VF (t, T )− µ2

F (t, T )] + er(T−t)Vε(t, T )

C2
i (t, T )[er(T−t)VG(t, T )− µ2

G(t, T )]

)3/2

(2.26)

Υi(t, T ) =

(
1 +

B2
i (t, T )[er(T−t)VF (t, T )− µ2

F (t, T )] + C2
i (t, T )[er(T−t)VG(t, T )− µ2

G(t, T )]

er(T−t)Vε(t, T )

)3/2

(2.27)

The similarities of equations (2.25), (2.26) and (2.27) to equations (2.22) and (2.21)

are noted. These can be further extended to multi-factor models involving three or

more independent systematic factors with a similar equation relating the skewness

of the security with the skewness of the factors.

2.4 Theory and Ideas presented in Taylor (2014)

This section presents some ideas presented in Taylor (2014) which are of great im-

portance to the methodology of this dissertation.

The market for single-stock futures options is relatively illiquid in South Africa,

with implied volatility data concentrated around a moneyness of 1. However, the

implied volatility data for options on the FTSE/JSE Top40 futures contract (the

market futures contract) is more liquid both across strike and term. The aim of

Taylor’s paper was to produce an implied volatility smile for a particular single-

stock futures contract. It made use of the theory developed in Bakshi et al. (2003)

by relating the single-stock futures contract to the market futures contract.

The volatility smile for both the single-stock futures contract and the market

index futures contract was assumed to take the following quadratic form:

σ(m) = am2 + bm+ c (2.28)

The volatility smile for the market index futures contract was determined by min-

imising the squared error between the quadratic volatility smile and the implied
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volatility data.

In order to calculate the contracts V,W,X and µ (equations (2.10), (2.11), (2.12)

and (2.9)) for the market, the moneyness range was discretised between the values 0

and 2 (this is detailed in the methodology of this dissertation in Section 3.1.1). The

integrals in these equations were then numerically estimated over the discretised

moneyness range. These contracts were subsequently used to determine the risk-

neutral skewness of the market index futures contract, as given by equation (2.13).

The risk-neutral skewness of the single-stock futures contract was then found by

using the CAPM relation of equation (2.18). Due to the rollover effect of futures

contracts, the CAPM relationship was approximated by a regression of the actual

single-stock returns against the actual market index returns. The results of this were

then used in combination with the risk-neutral skewness of the market index futures

contract to calculate the risk-neutral skewness of the single stock futures contract.

Taylor noted that equation (2.13) provided a “direct, but non-linear, relationship

between the volatility smile and the risk-neutral skewness”. This is because the risk-

neutral skewness is determined by the contracts V,W,X and µ, and these all require

put and call option prices over the strike range, i.e. a volatility smile. Consequently,

an optimisation routine can be used to reverse the process and determine a volatility

smile that corresponds to a particular risk-neutral skewness. This was done for the

single-stock futures contracts along with the added constraint that the volatility

smile must equal the observed implied volatility at-the-money (i.e. at a moneyness

of 1), in the case where an observed implied volatility is available for the single-stock

futures option contract.
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Chapter 3

Methodology

This section details the methodology of constructing a volatility smile for a managed

fund. This methodology can then be applied over different maturities in order to

construct a volatility surface. The methodology makes use of the theory developed

in Chapter 2. In addition, this methodology requires assuming the power utility

function represents the preferences of the insurance company writing the investment

guarantee, and that this is so for all assets. In particular, the insurance company is

assumed to have the same relative risk aversion as that of the market.

The notation introduced in Section 2.1 will be used. Assume a managed fund,

MF , which comprises N assets with prices S
(1)
t , ...S

(N)
t and a market index M at

time t. Moreover, the log-returns over the time period t to T are: RMF (t, T ) for the

managed fund, RM (t, T ) for the market index and Ri(t, T ) for i = 1, ..., N .

3.1 Methodology Details

Consider the scenario where there is historical returns data for: a managed fund and

all factors identified to have an influence on the return of the managed fund (e.g.

constituent assets of the fund, benchmark assets of the fund or broad market indices).

It is assumed these influential factors for the fund have already been identified. This

is assumed as the methods used to identify such factors falls outside the focus of

this dissertation. Moreover, assume a volatility surface of this managed fund is to

be constructed as at some time t.

The methodology can be broken down into 3 main parts, which are explained in
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the sections below. Firstly, the relative risk aversion parameter is estimated for the

term under consideration in Section 3.1.1. Secondly, the volatility smile is determ-

ined for each influential factor as well as its risk-neutral skewness in Section 3.1.2.

Thirdly, the risk-neutral skewness of the managed fund is calculated by relating the

return of the fund to the influential factors in Section 3.1.3. Finally, the risk-neutral

skewness of the managed fund is used to calculate the volatility smile of the managed

fund for a particular term, which is also detailed in Section 3.1.3. Parts two and

three, detailed in Sections 3.1.2 and 3.1.3, make use of an optimisation routine in

order to determine the volatility smile for the given security.

A quadratic volatility smile in moneyness is used for all assets when implementing

this method below, in Chapter 4. However, we could also use other functional forms,

such as an exponential or spline, to represent the volatility smile. The methodology

detailed below is for a generic volatility smile. Moreover, one functional form does

not need to be assumed for all assets/factors, and a different functional form could

be used for each asset/factor involved, if wanted.

3.1.1 Part 1: Estimating Relative Risk Aversion

Begin by assuming the power utility function represents the preferences of the mar-

ket. Subsequently, estimate the relative risk aversion parameter, γ(t, T ), for a spe-

cific maturity. This is done by carrying out the following steps, where the asset

under consideration is the market index:

1. Determine the continuous volatility smile of the asset:

(a) Obtain implied volatilities for the market index and plot these points with

respect to moneyness.

(b) Assume a functional form for the implied volatility smile. Carry out a

least squares procedure to fit this volatility smile to these points. A sim-

ilar procedure was carried out in Beber (2001), Panayiotis et al. (2008),

Taylor (2014) and Tompkins (2001) .

2. Calculate the risk-neutral skewness:
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(a) Discretize the moneyness range into 2000 equally spaced points between

0.001 and 2, i.e. 0.1% ≤ m ≤ 200%. Determine the implied volatilities,

corresponding to the volatility smile (found above), at these points. Cal-

culate 2000 option prices corresponding to these points where for m < 1

only out-of-the-money put option prices are used and for 0.999 < m only

out-of-the-money call option prices are used.

This discretisation process is illustrated in the diagram below, where the

number of discretisations is below the 2000 mentioned above for means

of presentation.
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Fig. 3.1: Illustration of the discretisation of a fictitious volatility smile over the

moneyness range of 0 to 2

(b) Approximate the integrals in equations (2.10), (2.11) and (2.12) by a

finite sum over the 2000 option prices to calculate V (t, T ), W (t, T ) and
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X(t, T ). So, for example, V (t, T ) will have the following form:

V (t, T ) =
2∑

m=1

2
(

1− ln
(
K
St

))
K2

C
(
t, T ;σ(m)

)
(0.001)

+
0.999∑
m=0

2
(

1− ln
(
K
St

))
K2

P
(
t, T ;σ(m)

)
(0.001)

In the equation above, the 0.001 term involved in the summations is as a

result of discretising the moneyness range such that each discrete point

is a moneyness of 0.001 apart.

(c) Use V (t, T ), W (t, T ) and X(t, T ) to calculate µ(t, T ) (i.e. equation (2.9)).

Consequently, use these to calculate the (T − t) period risk-neutral skew-

ness given by equation (2.13):

SKEW (t, T ) =
er(T−t)

[
W (t, T )− 3µ(t, T )V (t, T )

]
+ 2
(
µ(t, T )

)3
{
er(T−t)V (t, T )−

(
µ(t, T )

)2 } 3
2

3. Determine real-world moments

(a) Using historical data, produce a time series of overlapping (T − t) log-

returns, as done in Taylor (2014). For example, if 5 years of daily log-

returns are available and yearly log-returns are required, overlapping an-

nual log-returns are produced starting from the first day of the second

year. This will give the log-return from the first day of the first year to

the first day of the second year. The next data point will be the yearly

log-return from the second day of the first year to the second day of the

second year and so on. This is also known as rolling data points. In

this example, 4 years worth of 1-year overlapping returns would result.

Produce 1000 such points (or as many as possible, up to time t).

(b) From this series, calculate the real-world sample standard deviation,

skewness and kurtosis. This approach is carried out in order to have

enough data to obtain meaningful estimates. In addition, this approach
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may capture the characteristics of the (T − t) log-returns which may be

lost or distorted if daily returns were scaled up to (T − t) period returns.

It is noted in Cont (2001) how asset return distributions are different for

different time horizons.

4. Use the risk-neutral skewness and the real-world moments of the market index

to solve for γ(t, T ) in equation (2.17):

SKEW (t, T ) ≈ SKEW (t, T )− γ(t, T )
(
KURT (t, T )− 3

)
STD(t, T )

It is important to note that this estimate is for a specific time horizon. In

addition, it is noted that this equation above is only an approximation and

thus this step will provide an approximation of γ(t, T ).

3.1.2 Part 2: Determining Volatility Smile and Risk-Neutral

Skewness of an Influential Factor

The following steps are carried out in order to determine the volatility smile and

risk-neutral skewness of each influential factor:

1. Carry out steps 1 and 2 in Section 3.1.1 for all influential factors that have

a quoted options market. This will give the fitted volatility smile and risk-

neutral skewness for all such influential factors.

2. Calculate the risk-neutral skewness for influential factors that do not have a

quoted options market:

(a) In the same way as in Section 3.1.1, construct a time series of overlapping

(T − t) log-returns for the influential factor consisting of 1000 points, up

to time t. From this series, estimate its real-world standard deviation,

skewness and kurtosis.

(b) Use the estimate of γ(t, T ), from Section 3.1.1, and the real-world mo-

ments of the influential factor to calculate its risk-neutral skewness as
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given by equation (2.17):

SKEW (t, T ) ≈ SKEW (t, T )− γ(t, T )
(
KURT (t, T )− 3

)
3. Determine the volatility smile for the influential factors that do not have a

quoted options market:

(a) Discretise the moneyness range into 2000 equally spaced points as done

in Section 3.1.1. Apply this discretisation to the integrals needed to

determine V,W and X in equations (2.10), (2.11) and (2.12).

(b) Assume a functional form for the volatility smile, σ(m), and substitute

this into the discretised integrals of equations (2.10), (2.11) and (2.12).

(c) Use (2.13) to find the functional form of the (T − t)-period risk-neutral

skewness, SKEW (t, T ), in terms of the volatility smile function para-

meters. Thus:

SKEW (t, T ) =
er(T−t)

[
W (t, T )− 3µ(t, T )V (t, T )

]
+ 2
(
µ(t, T )

)3
{
er(T−t)V (t, T )−

(
µ(t, T )

)2 } 3
2

where V,W and X (in equations (2.10), (2.11) and (2.12)) have as inputs

put and call option prices over the strike range. Furthermore, put and

call option prices, for a particular strike price, have as an input the BSM

implied volatility, for that particular strike price.

(d) Use the Nelder-Mead downhill simplex method to determine the op-

timal parameters for the volatility smile that minimises the absolute error

between the output risk-neutral skewness of equation (2.13) and the skew-

ness calculated in step 2 above. Consequently, the objective function to

be minimised will be:∣∣∣∣∣∣∣
er(T−t)

[
W (t, T )− 3µ(t, T )V (t, T )

]
+ 2
(
µ(t, T )

)3
{
er(T−t)V (t, T )−

(
µ(t, T )

)2 } 3
2

− SKEW (t, T )

∣∣∣∣∣∣∣
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Thus the optimisation routine determines the volatility smile for the as-

set that optimally corresponds to its risk-neutral skewness. If a quadratic

function, as given in equation (2.28), is assumed for the volatility smile

then there are three unknowns which the optimisation procedure solves

for, namely a, b and c in equation (2.28). The optimal parameters will

then produce a volatility smile, which corresponds to a risk-neutral skew-

ness value (when the volatility smile is input into equation (2.13) ) that

is minimally different to its risk-neutral skewness (calculated in step 3c

above).

In order for this to give sensible results, constraints may need to be im-

posed on the output volatility smile. This will depend on the characterist-

ics of the asset under consideration as well as available data on this asset.

For example, in Taylor (2014) the volatility smile was constrained to pass

through market quoted at-the-money implied volatilities, if available.

Furthermore, the optimisation routine requires starting values, which cor-

respond to a set of initial volatility smile parameters, in order for the

routine to be carried out. These starting values should correspond to a

sensible volatility smile for this particular asset to ensure the output is

sensible. This is because the volatility smile that results from the op-

timisation routine is often similar to the initial volatility smile (i.e. the

starting values) supplied to the optimisation routine. These starting val-

ues could be those of a similar asset in a similar market. However, the

more constraints that are placed on the resultant volatility smile, the less

affect the starting values have on the output volatility smile.

3.1.3 Part 3: Calculating the Risk-Neutral Skewness and

Volatility Smile of a Managed Fund

The risk-neutral skewness of a managed fund is now calculated. In order to do

this the volatility smile and risk-neutral skewness are required for each influential

factor, as determined in the above sections. For ease of exposition, assume there
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are two influential factors for this managed fund. However this method can easily

be extended to incorporate a larger number of influential factors by extending the

results of Section 2.3.3.

The following steps are carried out:

1. Assume a two-factor linear model, as given by equation (2.23), holds. Here the

log-return of the managed fund is driven by the log-return of the influential

factors, as shown by:

RMF (t, T ) = AMF (t, T ) +BMF (t, T )R1(t, T ) +CMF (t, T )R2(t, T ) + εMF (t, T )

Recall that it is assumed the influential factors are independent. This can be a

limiting assumption as often the factors influencing the returns of a fund may

not be independent.

2. Construct a time series of overlapping (T − t) log-returns for the fund in the

same way as done in Section 3.1.1

3. Perform an ordinary least squares regression of the fund’s (T − t) log-returns

against the two corresponding log-returns of the influential factors. This is

done in order to estimate the coefficients BMF , CMF and the variance of

the residuals of the two-factor model. These are then used to calculate the

coefficients ΨMF (t, T ),ΘMF (t, T ) and ΥMF (t, T ) as given in equations (2.25),

(2.26) and (2.27).

4. Use the risk-neutral skewness values for the influential factors and the coef-

ficients calculated above to calculate the risk-neutral skewness for the fund

using equation (2.24):

SKEWMF (t, T ) =ΨMF (t, T )SKEW1(t, T ) + ΘMF (t, T )SKEW2(t, T )

+ ΥMF (t, T )SKEWε(t, T )

5. Assume a functional form for the volatility smile of the managed fund. Carry

out the same procedure detailed in Section 3.1.2 step 3 for the managed fund.
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This results in a volatility smile for the managed fund for the maturity con-

sidered. Note that this methodology easily extends to funds comprising more than

two assets by simply extending equation (2.23) to include more independent factors.

3.2 Methodology: Possible Difficulties

In this section some of the difficulties that may be encountered in practice when

trying to implement the above methodology are confronted.

One such difficulty is that the influential factors identified to effect the return of

a fund may not be independent. This means the results from Section 2.3.3 cannot

be applied as independent factors are needed. In this case, it is suggested that

the fund be related to a minimal number of influential factors, which showcase a

low correlation with one another. Furthermore, a principal components analysis

could be carried out to obtain a number of statistically orthogonal factors, which

are a linear combination of the original factors. For more detail relating to principal

components analysis of financial data, see Alexander (2001). An attempt could

then be made to use these in the above methodology, specifically in Section 3.1.2.

However, this requires further work to investigate whether this is viable and how it

would be applied, which falls outside the scope of this dissertation.

The problem above will also be encountered when letting each constituent asset

of the managed fund be an influential factor. This is the case as managed funds are

often made up of many assets which are usually not independent. This is the reason

for presenting the above methodology in the context of having a few influential

factors, which display reasonable independence.

A third difficulty arises when there is a managed fund where the constituent

asset weightings in the fund change dramatically over the life of the fund. In this

instance, one solution may be the construction of synthetic fund data. In other

words, historical synthetic fund data could be constructed by letting each constituent

asset contribute to the return of the fund according to its current weighing. This will

require an assumption regarding how often the fund constituents would be altered

to correct any changes in their relative weights as well as transaction costs incurred
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to carry out these re-weightings. This synthetic fund data can then be treated as

the fund in the above methodology. This should then produce a volatility surface

which better represents the current composition of the fund.
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Chapter 4

Empirical Tests and Results

In this section the theory and methodology developed in earlier chapters is applied

in a practical South African setting.

To begin, the relative risk aversion of different markets is estimated in Section

4.1 by assuming the power utility function represents the preferences of the markets.

This allows the methodology of Section 3.1 to be applied to a fictitious managed

fund in order to determine volatility smiles at three different maturities for this fund,

which is done in Section 4.2 below. This fictitious fund is constructed to consist of

an equity element, represented by the JSE/FTSE Top40 Total Return Index, and a

fixed interest element, represented by the All Bond Total Return Index

4.1 Data

In the following sections of this chapter, quoted index data and implied volatilities

of these indices, if available, are used.

Specific use is made of the following index data obtained from Bloomberg: the

index series for the FTSE/JSE Top40 Index (Top40), S&P500 Index (S&P500), JSE

Top40 Total Return Index (Top40 TR) and Total Return All Bond Index (ALBI TR).

For the Top40 and S&P500, index values from 02/01/1996 to 12/12/2013 are used.

This corresponds to 4490 points for the Top40 and 4520 points for the S&P500, which

are different due to the different number of trading days in the different markets.

These points are used to construct log-returns series of different maturities, in the

manner described in Section 3.1.1 point 3(a), from the 02/01/1997 to 12/12/2013.
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The index points for the Top40 TR and ALBI TR are used from 03/01/2006 to

18/12/2012 in order to construct a fictitious fund. It is noted that these indices are

not traded, however they were chosen since they provide a good example of what a

managed fund would broadly be made up of. These index points are filtered so that

only days where both indices are quoted are used. This corresponds to 1735 index

points each. In the same way as above, these index points are used to construct

log-returns series of different maturities from the 02/01/2007 to 18/12/2012.

In addition, discrete implied volatility points for the FTSE/JSE Top40 Futures

Index and the S&P500 Index are used. These were obtained from Old Mutual

Specialised Finance (OMSFIN), who obtained the data from a South African broker,

and Bloomberg respectively. These implied volatilities were collected for maturities

of 3 months, 6 months and 1 year, as at the following dates: 19 March, 18 June,

17 September and 18 December 2012. The implied volatilities for the FTSE/JSE

Top40 Futures Index correspond to discrete moneyness points from 75% to 125%

in 1% increments, in other words implied volatilities for 51 different strike prices.

It must be noted that fewer strike prices are actually available in the market and

so this implies that the broker would have carried out some form of interpolation

method. This must be borne in mind when interpreting the results, however this

should not be too influential as it is expected that the general shape and slope of the

volatility smile (just made up of market data) before interpolation will be similar to

that of the volatility smile after interpolation is carried out. The implied volatilities

for the S&P500 Index correspond to discrete moneyness points of 60%, 90%, 95%,

97.5%, 100%, 102.5%, 105%, 110%, 120%, 150% and 200%

It is noted that convention in the South African futures options market is to

quote implied volatilities that correspond to a traded price when the risk-free rate

and dividend yield are set to zero. Consequently, when a futures contract underlies

an option in the South African market, the risk-free rate, r, and the dividend yield,

q, are set to zero when calculating the price, as given by equations (2.1) and (2.2).

This is because the futures price already accounts for the carry cost. In other words,

if the underlying index has a spot price of S, then the futures price, F , with term

t is F = Se(r−q)t, which cancels out with the r and q terms when substituted into
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equations (2.1) and (2.2). When dealing with a total return index as the underlying

asset, the dividend yield, q, is set to zero when calculating option prices.

4.2 Estimating Relative Risk Aversion

Bakshi et al. (2003) assumed the power utility function in wealth and then used

equation (2.17) to estimate the coefficient of relative risk aversion, γ, for options

written on the S&P100 index with maturities of 58 and 86 days.

This work similarly looks at estimating γ for different time horizons in order to

assess the reasonability of the methodology of Section 3.1.1. Two markets are con-

sidered with the power utility assumption. The S&P500 Index and the FTSE/JSE

Top40 Index Futures along with their corresponding option markets are used to

estimate γ for different time horizons.

In order to do this, a functional form must be assumed for the implied volatility

smile. A popular deterministic function in the literature is the quadratic function,

which characterises many markets around the world, particularly equity markets

(see Beber (2001), Homescu (2011), Kotzé and Joseph (2009), Kotzé et al. (2013),

Panayiotis et al. (2008), Peña et al. (1999), Taylor (2014) and Tompkins (2001)). It

is noted in Dumas et al. (1998) that Black-Scholes implied volatilities often have a

parabolic shape. In addition, the use of quadratic volatility functions is substanti-

ated in Dumas et al. (1998) by arguing that prices far from the current price have

probability weights that become very small at a rapid rate. This is used as jus-

tification in Dumas et al. (1998) for fitting quadratic functions to local volatility

smiles based on the S&P500. Furthermore, there have been a number of principle

component analyses carried out on implied volatility smiles, which found evidence

supporting the use of quadratic functions (see Kotzé and Joseph (2009) for a sum-

mary). Lastly, it was found in Kotzé and Joseph (2009) that quadratic volatility

functions were the best models to calibrate volatility surfaces for the South African

option market and since all investigations in this dissertation will be carried out in

a South African context, this functional form is assumed for all implied volatility

functions.
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Before moving on it must be mentioned that the FTSE/JSE Top40 Futures

mature on the third Thursday of March, June, September and December every

year. Exchange traded options based on the FTSE/JSE Top40 Futures contracts

also expire on the same dates. However, the Futures close out process is facilitated

through a 15 minute auction call session which starts at 12:00 in the underlying

equity Spot market. If the instrument does not trade during this auction session, the

reference price will be used. The reference price is either the last trade for the current

day or the previous close. Thus, the final price of the Futures contract on these dates

is unlikely to be exactly the same as the closing FTSE/JSE Top40 Index value for

the day, but they should be relatively close given that the time delay between the

two being determined is relatively short. Consequently, as an approximation, when

carrying out the estimation of the moments for the FTSE/JSE futures contract,

use is made of the FTSE/JSE Top40 Index in order for there to be enough data to

acquire reasonable estimates, as done in Taylor (2014). However, for the S&P500

options the underlying instrument is the index itself and so the real-world moments

are estimated from its log-returns series.

FTSE/JSE Top40 S&P500

Maturity Kurtosis Skewness Std Maturity Kurtosis Skewness Std

1Y 3.62 -0.80 0.20 1Y 4.01 -1.07 0.19

6M 4.55 -1.08 0.15 6M 6.11 -1.28 0.13

3M 4.68 -0.89 0.11 3M 6.63 -1.25 0.08

Tab. 4.1: FTSE/JSE Top40 Index and S&P500 Index real-world moments for dif-

ferent maturities using rolling returns from 02/01/1997 to 12/12/2013

The real-world moment estimates are shown in Table 4.1. It appears that for

all three time horizons, the S&P500 index displays greater real-world kurtosis and

more negative skewness for this particular period considered. In addition, it seems

the Top40 Index and S&P500 Index have similar real-world volatility levels (in this

case the standard deviation of real-world log-returns). So for the same coefficient

of relative risk aversion, γ, in equation (2.17) we would expect the S&P500 index
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to display a more negative risk-neutral skewness. However, as seen in Table 4.2 the

different markets display different coefficients of relative risk aversion for different

maturities.

The steps presented in Section 3.1.1 are now applied in order to estimate the

relative risk aversion for both the FTSE/Top 40 Index Futures contract and the

S&P500 Index. This is done for the maturities of 3 months, 6 months and 1 year

as at March, June, September and December in the year 2012. Approximately mid-

month data for the Top40 futures options is used in order to have maturities that

closely match 3 months, 6 months and 1 year.

An example of the volatility smiles fitted to market data for a maturity of 1

year is shown below in Figures 4.1 and 4.2. See Figures C.1, C.2, C.5 and C.6 for

the volatility smiles for the maturities of 3 months and 6 months in Appendix C.1.

Figure 4.1 shows the 1-year smiles for the FTSE/JSE Top40 Futures Index and 4.2

for the S&P500 Index, where the dots represent market data.
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Fig. 4.1: FTSE/JSE Top40 1-year quadratic volatility smiles for the year 2012 as

at March 19, June 18, September 17 and December 18
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Fig. 4.2: S&P500 1-year quadratic volatility smiles for the year 2012 as at March

19, June 18, September 17 and December 18

After fitting each volatility smile, the risk-neutral skewness is estimated before

estimating the coefficient of relative risk aversion, γ. The risk-neutral skewness

along with the corresponding estimate of γ, for the different months considered in

the year 2012 are displayed in Table 4.2. Since the real-world moments were confined

to remain the same over the different months considered, the estimates of γ differ

solely due to the different risk-neutral skewness estimated from the volatility smiles.

Consequently, when the risk-neutral (RN) skewness is more negative, it results in a

higher estimate of γ.
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FTSE/JSE Top40 S&P500

Maturity Month RN Skewness γ RN Skewness γ

1Y

mar -2.10 10.28 -3.08 10.27

jun -1.92 8.86 -2.74 8.53

sep -1.83 8.16 -2.36 6.59

dec -2.21 11.19 -2.16 5.55

6M

mar -1.86 3.28 -3.45 5.49

jun -2.03 3.98 -2.92 4.13

sep -1.91 3.49 -2.55 3.21

dec -1.70 2.63 -1.91 1.61

3M

mar -1.57 3.69 -2.41 3.87

jun -1.95 5.78 -2.27 3.39

sep -1.26 2.04 -1.49 0.82

dec -0.98 0.50 -1.05 -0.65

Tab. 4.2: FTSE/JSE Top40 and S&P500 Index Risk-Neutral (RN) Skewness and

γ estimates as at March 19, June 18, September 17 and December 18 in

the year 2012

Table 4.2 shows estimates of γ for the FTSE/JSE Top40 to generally be greater

than the corresponding ones for the S&P500. This may be due to South Africa

being an emerging market, which may have a higher fear factor associated with it.

Issler and Piqueira (2000) similarly found the coefficient of relative risk aversion to

be higher for the emerging market of Brazil compared to that of America. From

Table 4.2, it seems that γ increases as the maturity increases, although this is more

so for the American market. Intuitively this makes sense: the market becomes more

risk averse as the considered time period increases since there is usually increased

uncertainty accompanied with time horizons further in the future. The results ob-

tained here fall broadly in line with those found in Bakshi et al. (2003), Bliss and

Panigirtzoglou (2004), Ferson and Constantinides (1991) and Issler and Piqueira
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(2000).

4.3 Constructing a Volatility Surface for a Managed

Fund

In this section the methodology outlined in Section 3.1 is applied in order to con-

struct a volatility surface for a fictitious managed fund. This is done by constructing

volatility smiles for the maturities of 3 months, 6 months and 1 year as at 18 Decem-

ber 2012. These maturities are considered due to the limited amount of data in South

Africa, which is especially the case for maturities greater than 1 year.

A managed fund comprising the JSE Top40 Total Return (Top40 TR) index and

the All Bond Total Return Index (ALBI TR) is created. This fund is examined

from 03/01/2006 to 18/12/2012 where the fund is initially invested 60% in the

Top40 TR index and 40% in the ALBI TR index. Every 3 months it is rebalanced

into the same constituent weights, where it is assumed there are no transaction

costs. Daily overlapping 3-month, 6-month and 1-year rolling returns series are then

constructed from 02/01/2007 to 18/12/2012 for each of the constituents and the

fund. Furthermore, the Top40 TR index and the ALBI TR index will be treated as

the influential factors for this managed fund.

The relative risk aversion estimates for the FTSE/JSE Top40 Futures Index, as

at 18 December 2012, are applied to calculate the volatility smiles of the influential

factors. This basically involves performing the steps outlined in Section 3.1.1 for

the FTSE/JSE Top40 Futures Index, as done in the previous section. The steps

in Section 3.1.2 are then performed to determine risk-neutral skewness and the

volatility smile for the Top40 TR and the ALBI TR. Subsequently, the steps in

Section 3.1.2 are performed to determine the risk-neutral skewness and volatility

smile for the fund. This involves assuming the following two-factor linear returns

model:

RMF (t, T ) = AMF (t, T )+BMF (t, T )RT40(t, T )+CMF (t, T )RALBI(t, T )+ εMF (t, T )
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where RMF , RT40 and RALBI are the log-returns of the managed fund, the Top40

TR and the ALBI TR respectively. Note that by using this model it is assumed that

the Top40 TR and ALBI TR are independent.

The regression estimates for the coefficients of this two-factor linear returns

model, for different maturities, is shown below in Table 4.3.

A(t, T ) B(t, T ) C(t, T ) R-squared

1Y -0.031 0.612 0.664 0.811

6M -0.013 0.709 0.501 0.763

3M -0.005 0.760 0.401 0.766

Tab. 4.3: Two factor linear model coefficient regression estimates for the fictitious

managed fund comprising of the JSE Top40 TR Index and the ALBI TR

Index for different maturities over the period 02/01/2007 to 18/12/2012

along with the associated R-squared for each model

It must be noted that these estimates differ from the original 60:40 split since we

must deal with log-returns and not absolute returns when making use of the above

theory.

The real-world and risk-neutral moments for each influential factor and the fund

are shown below in Table 4.4.
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Maturity Asset Real-world Risk-neutral

Kurtosis Skewness Std Skewness

1Y

Top40 TR 3.81 -1.18 0.21 -3.09

ALBI TR 2.84 -0.53 0.05 -0.44

Fund 4.15 -0.99 0.14 -1.46

6M

Top40 TR 6.43 -1.69 0.16 -3.08

ALBI TR 4.23 0.29 0.05 0.14

Fund 6.17 -1.32 0.12 -2.06

3M

Top40 TR 5.94 -1.44 0.10 -1.58

ALBI TR 3.17 0.32 0.03 0.31

Fund 5.14 -1.00 0.09 -0.78

Tab. 4.4: Real world and risk-neutral central moment estimates for the Top40 TR

Index, ALBI TR Index and the Managed Fund as at the 20 December

2012

The above table shows how the real-world standard deviation of log returns (Std)

decreases when the ALBI TR asset is combined with the Top40 TR asset. It also

shows that the risk-neutral skewness for the fund is always lower than that of the

Top40 TR.

When carrying out the steps in Sections 3.1.2 and 3.1.3, the optimisation output

was found to be very sensitive to the starting values which were provided to the

optimisation routine. Consequently, the fitted volatility smile parameters for the

FTSE/JSE Top40 Futures Index were chosen as the starting values for the optim-

isation routine that calculates the volatility smile for the Top40 TR. For the ALBI

TR a flat smile, equal to the ALBI TR historical volatility, was supplied for the

starting values in this case. When using the optimisation routine to determine the

volatility smile for the managed fund, the starting parameter values which were sup-

plied corresponded to a smile that is 60% of the Top40 TR volatility smile. This

provided the optimisation routine with feasible parameters for the volatility smile of
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the fund. The fund volatility smile was also constrained to lie below the volatility

smile of the Top40 TR at a moneyness of 1, since the volatility smile of the fund

is expected to be below that of its equity component. This is expected because the

equity component of managed funds is usually its most volatile component, as is

the case for this fictitious managed fund. In addition, the effect of diversification

between different asset classes results in the actual realised volatility of the fund to

be between the realised volatility of its most volatile constituent and its least volatile

constituent.

An example of the volatility smiles for the influential factors and the fund are

shown in Figure 4.3 below for the maturity of 1 year. The corresponding volatility

smiles for the maturities of 6 months and 3 months can be found in Appendix C.2

in Figures C.5 and C.6.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.1

0.2

0.3

0.4

0.5

0.6

Moneyness (m)

Im
pl

ie
d 

Vo
la

til
ity

 

 
Top40 TR
ALBI TR
Fund

Fig. 4.3: Volatility smiles of Top40 TR, ALBI TR and the ficticious managed fund

as at 18 December 2012 for a maturity of 1 year

One of the problems with the above methodology is that there are no points on

which to pin down the volatility smile of the fund. This is in contrast to what was

done in Taylor (2014) where at minimum, there were at-the-money implied volatil-
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ities to pin down the volatility smile for single-stock futures options. In this work,

it was noted that most at-the-money implied volatilities are similar to the historical

volatilities observed for the particular asset. Consequently all fund volatility smiles

were constrained to fall within 5% of the fund’s historical volatility, for that specific

time horizon.

The final result consists of the volatility smiles for the fund for the 3 maturities

considered. This is shown in Figure 4.4 below.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.1

0.2

0.3

0.4

0.5

0.6

Moneyness (m)

Im
pl

ie
d 

Vo
la

til
ity

 

 
1−year
6−month
3−month

Fig. 4.4: Fictitious managed fund quadratic volatility smiles as at 20/12/2012 for

maturities of 3 months, 6 months and 1 year

Theoretically, the methods utilised herein can be carried out for more maturities,

which can then be combined to provide a surface.

According to Figure 4.4, the 6-month volatility smile appears to be the most

negatively sloped. It also has the largest negative risk-neutral skewness, which

is -2.06. The 3-month and 1-year volatility smiles have similar negative slopes,

while their risk-neutral skewness are relatively different. For the ALBI TR it is

seen, in Table 4.4, that it has a risk-neutral skewness that is generally positive

and also has relatively flat or upward sloping volatility smiles, as shown in Figures
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4.3, C.5 and C.6. These results thus generally fall in line with those observed in

Bakshi et al. (2003), where more negatively sloped volatility smiles correspond to

distributions with more negative risk-neutral skewness. The impact of constraining

the resulting volatility smiles influences the degree to which they are able to be

negatively sloped and is thus one reason why there is not a clear-cut relationship

between the magnitudes of the slope and the risk-neutral skewness for this managed

fund.
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Chapter 5

Conclusion

When constructing a volatility surface for a managed fund the methodology presen-

ted in this dissertation is just one of many possible alternatives. Furthermore, the

methodology contained herein could itself be modified in a variety of ways. In par-

ticular, the methodology could be modified by:

• Changing the way the moments of the real-world log-return distribution of

assets are estimated

• Making use of a different utility function

• Assuming a different functional form for the volatility smile function (such as

an exponential or spline)

• Making use of a different optimisation routine

• Adding additional logical constraints to the optimisation output (depending

on the assets involved)

There are also many other possible modifications or additions that could be made.In

addition, some of the ideas discussed in Section 3.2 could also be adopted.

Alternative ideas for constructing a volatility surface for a managed fund may

be developed from the ideas presented in de Araújo and Maré (2006) and Flint et al.

(2012). These focus on historical risk-neutral return distributions, which are derived

from real-world historical returns series that are adjusted so that the expectation

coincides with that of the risk-free rate. Once the risk-neutral return distribution

is found, Monte Carlo simulation is used to price options. This could be done for
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different strike prices to produce a volatility smile, and then repeated to produce

multiple volatility smiles to construct a volatility surface.

In this dissertation an economically and mathematically sound methodology for

constructing a volatility surface for a managed fund is presented. The volatility

surface of the fund can be used to calibrate stochastic models, as mentioned in

Chapter 1, which may be used in combination with Monte Carlo simulations to

price and hedge guarantees (i.e. derivatives) based on the fund.

There are a few limitations concerning the methodology presented in this dis-

sertation. To begin, equation (2.17) is only an approximation and as such it can be

a source of variability, especially since it is used in both Sections 3.1.1 and 3.1.2 of

the methodology. The methodology estimates γ(t, T ) based on a broad market in-

dex and then applies this to influential factors (which usually are assets or indices).

This requires the assumption, that the γ estimated from the market applies to these

influential factors, is valid.

In addition, when relating a managed fund to its influential factors, use is made

of linear factor return models, such as that shown in equation (2.23). One of the

assumptions of this model is that the factors are independent. This may be an

unrealistic assumption if a managed fund is related to many influential factors,

such as all of its individual constituents. It is recommended that an attempt is

made to relate a managed fund to a few influential factors which have evidence of

being independent, or at least are less correlated. If this attempt does not resolve

the issue, one possible route to get around this may be to carry out a principal

components analysis and obtain a number of statistically orthogonal factors, which

are a linear combination of the original factors. However, this requires further work

to investigate whether this is viable and how it would be applied, which falls outside

the scope of this dissertation.

Another limitation concerning the methodology presented in this dissertation is

the accuracy of the method used to estimate the real-world moments. This makes use

of over-lapping historical returns data, which may influence the resulting estimates of

the moments. More sophisticated statistical methods for estimating these real-world

moments may prove more accurate and give more credibility to the ideas presented
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in this dissertation.

Finally, the optimisation routine used in this dissertation is sensitive to the

starting values supplied to it when optimising over the three quadratic parameters

of the volatility smile. Coupled with this, is the problem of not knowing a single

point along the volatility smile of a managed fund and thus having no point at

which to position it. This can result in unanticipated volatility smiles. In order to

counteract these problems it is recommend that volatility smiles for similar assets

be applied as possible starting values. Examination of historical volatilities for the

managed fund may also help provide indications of roughly where the volatility smile

is expected to be.

When pricing and hedging investment guarantees, it is important that the volat-

ility smile used to calibrate stochastic models, is not unstable (i.e. arbitrary tweaks

to the method should not yield huge changes in output). To improve stability a

number of practical (or reasonable) restrictions can be imposed to improve the sta-

bility of the output. In addition these restrictions will ensure the output complies

with specific boundaries or expectations that are believed to be reasonable.
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Appendix A

Relative Risk Aversion of Power

Utility

In this section the relative risk aversion (also known as the Arrow-Pratt measure)

for the power utility function is derived.

The power utility function, U , takes the following form:

U(x) =


x1−γ − 1

1− γ
γ > 0, γ 6= 1

ln(x) γ = 1

for some level of wealth, x.

The relative risk aversion (RRA) of a utility function U(x) is defined as:

RRAU (x) =
−xU ′′(x)

U ′(x)

The power utility function has the following first and second order derivatives:

U ′(x) =


x−γ γ > 0, γ 6= 1

1

x
γ = 1

U ′′(x) =


−γx−γ−1 γ > 0, γ 6= 1

− 1

x2
γ = 1

Using these derivatives then gives the following constant RRA:
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RRAU (x) =


x−γγ

x−γ
γ > 0, γ 6= 1

1
x
1
x

γ = 1

=


γ γ > 0, γ 6= 1

1 γ = 1
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Appendix B

Theorems of Bakshi et al. (2003)

B.1 Theorem 2 of Bakshi et al. (2003)

In this section the derivation of equation (2.17) (Theorem 2 of Bakshi et al. (2003))

is shown.

Let p(Ri) be the real-world marginal probability density for the log-return of

security i, S(i), for i = 1, ..., N,M (where M represents the market index) over the

time period t to T . In addition, let p(R1, ..., RN , RM ) be the joint real-world prob-

ability density of all securities and the market index. For ease of exposition, the R

will be used to denote RM In addition, let q(·) similarly represent both the marginal

and joint probability densities under the risk-neutral measure. Furthermore, assume

a power utility function in wealth.

Let the first four moments of p(RM ) be defined as κ̄1,...,κ̄4. In other words:

κ̄1 ≡
∫ ∞
−∞

Rp(R) dR

κ̄2 ≡
∫ ∞
−∞

R2 p(R) dR

κ̄3 ≡
∫ ∞
−∞

R3 p(R) dR

κ̄4 ≡
∫ ∞
−∞

R4 p(R) dR

Without loss of generality, suppose the physical probability density, p(R) has been

mean shifted to have a mean of zero.
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Define the moment-generating function, M̄ (λ), of p(R), for any real number λ

by:

M̄ (λ) =

∫ ∞
−∞

eλRp(R)dR

= 1 +
λ2

2
κ̄2 +

λ3

6
κ̄3 +

λ4

24
κ̄4 + o(λ4)

Similarly, define the moment-generating function of q(RM ) to be, M (λ).

Under certain conditions, by the Radon-Nikodym Theorem, the following iden-

tities hold:

q(R) =
e−γR p(R)∫∞

−∞ e
−γR p(R) dR

q(R1, ..., RN , R) =
e−γR p(R1, ..., RN , R)∫∞

−∞ e
−γRM p(R1, ..., RN , R) dR1, ...dRn, dR

where γ is the coefficient of relative risk aversion and e−γR is the pricing kernel in

power utility economies.

From these identities the following holds:

M (λ) =

∫ ∞
−∞

eλRq(R)dR

=

∫∞
−∞ e

λRM e−γRM p(R) dR∫∞
−∞ e

−γR p(R) dR

=

∫∞
−∞ e

(λ−γ)R p(R) dR∫∞
−∞ e

−γR p(R) dR

=
M̄ (λ− γ)

M̄ (−γ)

This links the risk-neutral moment-generating function, M̄ , with the real-world

(physical) moment-generating function, M (λ− γ).

Using the properties of moment-generating functions the following recursive re-
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lationship is established, up to a first-order effect of γ:

κ1 ≡
∫ ∞
−∞

Rq(R) dR ≈ κ̄1 − γκ̄2

κ2 ≡
∫ ∞
−∞

R2 q(R) dR ≈ κ̄2 − γκ̄3

κ3 ≡
∫ ∞
−∞

R3 q(R) dR ≈ κ̄3 − γκ̄4

since M̄ (−γ) = 1 + o(γ).

Now from the definition of skewness of a distribution, the following results for

the risk-neutral skewness of the market, SKEWM (t, T ) :

SKEWM (t, T ) ≡
∫∞
−∞

(
R− κ1

)3
q(R)dR{ ∫∞

−∞(R− κ1

)2
q(R)dR

} 3
2

=
κ̄3 − γ(κ̄4 − 3κ̄3

2)

κ̄
3/2
2

+ o(γ)

By using the fact that KURT × κ̄2
2 = κ̄4 and simplifying expression gives the

result:

SKEWM (t, T ) ≈ SKEWM (t, T )− γ(t, T )
(
KURTM (t, T )− 3

)

B.2 Theorem 3 of Bakshi et al. (2003)

In this section the derivation for the of equation (2.19) (Theorem 3 of Bakshi et al.

(2003)) is shown. This involves assuming a single-factor linear return model, however

this derivation can easily be extended to that of multi-factor linear models.

Begin by making the assumption that the log-return of security i over the period

t to T conforms to the following single-factor model:

Ri(t, T ) = Ai(t, T ) +Bi(t, T )RF (t, T ) + εi(t, T ) i = 1, ..., N

where Ai(t, T ) and Bi(t, T ) are constants, RF (t, T ) is the log-return of factor F and

εi(t, T ) is the idiosyncratic component of security i’s return. Furthermore, assume
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that the expected value of εi(t, T ) is zero under both the risk-neutral and real-world

probability measures and is independent of RF (t, T )

In what follows EQ
t will be suppressed to E, ε(t, T ) to ε and R(t, T ) to R for

ease of presentation. Beginning with the definition of security i and using the above

assumption the Theorem is derived as follows:

SKEWi(t, T ) ≡
E
[ (

Ri − E[Ri]
)3 ]{

E[
(
R− E

[
Ri]

)2 ] } 3
2

=
E
[(
Ai +BiRF + εi −

(
Ai +BiE[RF )]

))3]
{
E
[(
Ai +BiRF + εi −

(
Ai +BiE[RF )]

))2]}3/2

=
E
[(
Bi
(
RF − E[RF ]

)
+ εi

)3]
{
E
[(
Bi(RF − E[RF ]) + εi

)2]}3/2

=
B3
i E
[(
RF − E[RF ]

)3]
+ E[ε3i ]{

B2
i E
[(
RF − E[RF ]

)3]
+ E[ε2i ]

}3/2

since E
[
εi
(
RF − E[RF ]

)2]
, E
[
ε2i
(
RF − E[RF ]

)]
and E

[
εi
(
RF − E[RF ]

)]
are all zero.

This then gives:

SKEWi(t, T ) = Ψi SKEWF (t, T ) + Υi(t, T )
E[ε3i ]{
E[ε2i ]

}
= Ψi SKEWF (t, T ) + Υi(t, T )SKEWε

where SKEWε(t, T ) is the skewness of ε and

Ψi(t, T ) =

(
1 +

er(T−t)Vε(t, T )

B2
i (t, T )[er(T−t)VF (t, T )− µ2

F (t, T )]

)−3/2

Υi(t, T ) =

(
1 +

B2
i (t, T )[er(T−t)VF (t, T )− µ2

F (t, T )]

er(T−t)Vε(t, T )

)−3/2
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Appendix C

Results of Chapter 4

C.1 Results of Section 4.1
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Fig. C.1: FTSE/JSE Top40 6-month quadratic volatility smiles for the year 2012

as at March 19, June 18, September 17 and December 18
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Fig. C.2: FTSE/JSE Top40 3-month quadratic volatility smiles for the year 2012

as at March 19, June 18, September 17 and December 18
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Fig. C.3: S&P500 6-month quadratic volatility smiles for the year 2012 as at March

19, June 18, September 17 and December 18
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Fig. C.4: S&P500 3-month quadratic volatility smiles for the year 2012 as at March

19, June 18, September 17 and December 18
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C.2 Results of Section 4.2
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Fig. C.5: Volatility smiles of Top40 TR, ALBI TR and the ficticious managed fund

as at 18 December 2012 for a maturity of 6 months
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Fig. C.6: Volatility smiles of Top40 TR, ALBI TR and the ficticious managed fund

as at 18 December 2012 for a maturity of 3 months


	Introduction
	Review of Theory
	Notation
	Recovering a Payoff (Bakshi2)
	Theory presented in Bakshi
	Recovering Risk-Neutral Moments
	Sources of Risk-Neutral Skewness
	Skew Laws

	 Theory and Ideas presented in Taylor 

	Methodology
	Methodology Details
	Part 1: Estimating Relative Risk Aversion
	Part 2: Determining Volatility Smile and Risk-Neutral Skewness of an Influential Factor
	Part 3: Calculating the Risk-Neutral Skewness and Volatility Smile of a Managed Fund

	Methodology: Possible Difficulties

	Empirical Tests and Results
	Data
	Estimating Relative Risk Aversion
	Constructing a Volatility Surface for a Managed Fund

	Conclusion
	Bibliography
	Appendices
	Relative Risk Aversion of Power Utility
	Theorems of Bakshi 
	Theorem 2 of Bakshi
	Theorem 3 of Bakshi

	Results of Chapter 4
	Results of Section 4.1
	Results of Section 4.2




