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Abstract 

 

Networking is an interesting field that is always evolving as new technologies that connect the 

world are adopted. There are many distinct types of networks, each of which is classified in a 

different way. One categorization is based on cellular wireless network generations, which 

have progressed from 1G to 5G. Several additional interconnected technologies have emerged 

as networking has progressed. SDN (Software Defined Networking) is a significant networking 

technology that represents a new paradigm. SDN distinguishes between the data and control 

planes and allows software-controlled networking for a wide range of applications. Cellular 

networks are critical for sending digital data from mobile or stationary senders to mobile or 

stationary receivers in wireless networks. 

 

Cellular networks are currently experiencing a data explosion because of the ever-increasing 

bandwidth demands of today's mobile applications. This has resulted in traffic congestion and 

a scarcity of resources. The network must handle a high volume of traffic and serve many 

customers, which may result in poor service quality for users. A single access network struggles 

to handle such a tremendous volume of traffic. Operators of cellular networks are attempting 

to alleviate the problem by offloading mobile data from cellular networks to complementary 

networks like Wi-Fi. However, without centralized control, traffic offloading may not 

significantly improve overall network load balancing, network usage, or users' quality of 

experience. This dissertation proposes a traffic offloading and load balancing algorithm 

between cellular and Wi-Fi networks, to enhance the overall utilization of cellular network. 

The proposed algorithm uses an SDN controller for making decisions of offloading users from 

a cellular network to a Wi-Fi network and to balance the load across access points. The 

algorithm makes use of the SDN controller’s view in making decisions. Simulation results 

obtained show that the proposed data offloading scheme improves load distribution and 

throughput. 
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CHAPTER 1  

 

1 INTRODUCTION 

 

1.1 General Introduction 

 

Global communication technologies have advanced rapidly in recent years and have proven to 

be critical to modern civilization, particularly in the field of wireless communications. Mobile 

networks have progressed from 1G to 5G, with considerable increases in coverage, data 

throughput, and flexibility, from the 1980s to the present [1]. As a consequence of the 

introduction of smart-phones, tablets, laptops, and wearable devices that support multimedia 

applications, traditional cellular networks are witnessing unprecedented growth in mobile 

traffic, and demand for mobile data continues to rise [2]. Furthermore, future wireless 

communications will have to support a wide range of applications with varying functional 

needs, this is according to the report  in [3].  Automation, live streaming, and interactive 

gaming, for example, are time-sensitive, but other services, such as the Internet of Things 

(IOT), need a large number of connections per unit area [3]. 

 

According to statistics on mobile data consumption, there has been a massive growth in the use 

of mobile data traffic [4]. As shown in Figure 1.1, in 2022, global mobile data traffic will 

increase to 77.5 Exabytes per month, up from 11.5 Exabytes per month in 2017 [4]. In 2017, 

the telecommunication industry was preparing for a shocking 1000-fold increase in data traffic 

[5]. 

 

Both cellular networks and Wireless Local Area Networks (WLANs) are evolving to meet such 

huge connection and traffic needs. The deployment of the 5G network has begun, and a new 

generation of mobile networks has been deployed every ten years or so. To provide higher 

capacity, lower latency, higher reliability, and greater mobility support than the previous 

generations of mobile networks, 5G needs to be more efficient and flexible. To support the 

enormous traffic volume and fulfil the Quality of Service (QoS) expectations of various user 

applications, future generation of cellular networks will require knowledge of user application 

requirements and real-time information sharing  [1].  
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The goal of the 5G network is to create a connected society in which drones, sensors, wearables, 

and medical equipment all communicate with one another, allowing them to provide 

sophisticated services such as advanced security and telesurgery to end users  [1]. It has been 

discovered that traffic from indoor/hotspot sites can account for up to 90% of overall traffic 

[6]. 

  

 

 

Figure 1.1: Global Mobile Data Traffic from 2017 to 2022 

Source: Cisco VNI Global Complete Forecast Highlights, 2017-2022 [4] 

 

Offloading of mobile data to supplemental networks is one viable approach for coping with 

cellular network congestion caused by the exponential growth of user traffic. To relieve 

congestion and make better use of existing network resources, mobile data offloading entails 

the use of complementary network technologies for transmitting data originally targeted to 

mobile/cellular networks [7]. The objective is to provide network users with high-quality 

service while decreasing the cost and impact of bandwidth-hungry services on the mobile 

network. The traditional approach of increasing network capacity by adding more network 

equipment is always available, but it is neither cost effective nor viable given the increasing 

demand for data services. As data traffic on mobile networks continues to grow at a rapid rate, 

mobile data offloading is expected to become increasingly crucial. 
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In recent generations of cellular networks, several researchers have proposed various strategies 

for offloading traffic. Offloading using femtocells and offloading with Wi-Fi are the most 

popular traffic offloading options. This is attributable to several factors. To begin with, it is 

less expensive for operators to install additional Wi-Fi hotspots than it is to upgrade their 

cellular network [7]. Second, existing networks have provided a favourable environment for 

Wi-Fi offloading. For example, some businesses have already established a large number of 

Wi-Fi access points (APs), implying that mobile users will have little trouble finding an 

auxiliary Wi-Fi hotspot to send data [7]. Finally, Wi-Fi is attractive to service providers 

because it operates on unlicensed frequencies (2.4GHz and 5GHz) [7]. According to Cisco, 45 

percent of mobile data has been offloaded to a Wi-Fi or femtocell network, and this figure is 

expected to rise [4]. Furthermore, because smartphones have built-in Wi-Fi capabilities, Wi-Fi 

is a natural alternative for offloading, and as a consequence, many users in places where cellular 

coverage is degraded are already using Wi-Fi to access Internet services for a better experience 

[7].  

 

This study proposes a Software Defines Network (SDN) based data offloading and load-

balancing method for cellular and Wi-Fi networks. Based on the number of users connected to 

the cellular base station and Wi-Fi AP, as well as Received Signal Strength Indicator (RSSI), 

the scheme will decide on traffic offloading and load balancing. The controller receives load 

information from the Wi-Fi APs and micro base station through the Open-Flow channels, and 

then makes offloading and load balancing decisions. For performance analysis, the proposed 

scheme is implemented in the Mininet-WiFi emulator. 

 

1.2 Problem Statement 

 

Current cellular networks are overburdened by the surge in traffic caused by the proliferation 

of mobile devices and a variety of bandwidth-hungry smartphone applications (e.g., video 

streaming applications). This has resulted in cellular network congestion and, as a result, poor 

service quality for users. 

 

Cellular data traffic is efficiently offloaded to the Wi-Fi network to alleviate the congestion 

problem in cellular networks and improve the quality of service for end users. In the literature, 

data offloading and load balancing techniques have been developed to solve the problem of 

mobile network congestion. However, existing data offloading and load balancing algorithms 
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must be further explored and improved, as offloading without centralized management may 

not significantly increase overall network utilization and end users’ quality of service. In a 

heterogeneous wireless network, flexible and programmable network management is required 

to ensure uniform policy and management across several access networks. As a result, SDN 

has been introduced as a technology that enables high-level administration, flexibility, and 

control. 

 

1.3 Objectives 

 

The main aim of this research is to address the congestion problem caused by rapid traffic 

increase in cellular networks, using WLAN offloading. 

The following are the specific objectives of this research: 

• Develop a scheme for traffic offloading and load balancing based on SDN to enhance 

the performance of the cellular network. 

• Evaluate the performance of the data offloading and load balancing algorithm using 

some network parameters. 

 

1.4 Research Contributions 

 

The main contribution of this dissertation is the development of a data offloading and load 

balancing scheme for reducing congestion in an SDN-based heterogeneous networks. 

 

1.5 Research Scope and Limitation  

 

This study focuses on data offloading and load balancing between cellular networks and Wi-

Fi access points to alleviate congestion concerns in wireless networks. To imitate a software 

defined network, the Mininet-Wi-Fi simulator is employed. Because there is no cellular 

network in this simulator, only Wi-Fi, a 300m Wi-Fi AP has been used in place of a micro-

base station. Again, instead of programming the controller to incorporate offloading and load 

balancing functions, a default controller has been used, which basically makes offloading and 

load balancing decisions based on signal strength only. As a result, manual simulations using 

the simulator's mobility and handover modules has been employed to test the concept. 
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1.6 Dissertation Outline 

 

The following is how the rest of the dissertation is organized. The essential ideas of software-

defined networking (SDN), the evolution of wireless cellular networks, and Wi-Fi technology 

are briefly discussed in Chapter 2. In Chapter 3, a data offloading and load balancing scheme 

based on SDN is proposed for cellular and WLAN networks. Chapter 3 contains a description 

of the design and specifications for the proposed scheme. Chapter 4 describes the 

implementation of the proposed SDN-based data offloading and load balancing scheme. 

Chapter 4 also covers the software tools used for SDN data offloading and load balancing 

implementation, as well as the technologies that underpin the setup. The proposed design's 

results and performance analysis are presented in Chapter 5. Finally, Chapter 6 concludes with 

recommendations for further research. 
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CHAPTER 2 

 

2 LITERATURE REVIEW 

 

The background materials for this dissertation are presented in this chapter. The following is 

how the chapter it is organized. Section 2.1 provides an overview of the evolution of wireless 

cellular networks. In Sections 2.2, Wi-Fi technology, performance of Wi-Fi technology, and 

evolution of Wi-Fi technology are discussed. In Section 2.3, the fundamentals of SDN 

technology are discussed, as well as related research. Section 2.4 discusses SDN-based traffic 

offloading and load balancing. Finally, Section 2.5 gives the summary of the chapter. 

 

2.1 Evolution of Wireless Cellular Networks 

 

When the cellular idea was originally introduced in the 1970s, no one could have predicted 

how widespread mobile networks would become. The mobile network has experienced 

tremendous expansion since the mid-1990s  [8]. The fast increase of mobile network customers 

throughout the world has proven beyond a shadow of a doubt that the mobile network can 

provide voice and data services. As the demand for mobile network services grows, newer and 

more efficient generations of mobile networks are being developed. 

 

2.1.1 First Generation (1G) 

 

The first generation of cellular telephone network is referred to as 1G. It was an analog 

telecommunications standard that began in 1979 and lasted until the development of 2G 

technology [9]. The earliest wireless mobile phone handsets employed this technology. Japan 

was the first country to deploy 1G technology, and it swiftly spread to other nations. The analog 

radio signal was employed in 1G technology. Voice call was supported on the network using 

the Frequency Division Multiple Access (FDMA) [9]. 

 

2.1.2 Second Generation (2G) 

 

Second-generation cellular telephone network is referred to as 2G technology. It was primarily 

based on the Global System for Mobile Communication (GSM)  [9]. Network services such as 

telephony and instant text messaging were provided by this technology. In Finland, the second-
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generation network was launched in 1991. Digital encryption was used to encrypt all phone 

conversations. GSM allowed users to send and receive short message services (SMS) from 

anywhere and at any time. SMS was created as a low-cost and simple means to communicate 

with anybody. Time Division Multiple Access (TDMA) or Code Division Multiple Access 

(CDMA) were the two 2G technologies  [9].Time is divided into time slots in TDMA. CDMA 

assigns a unique code to each user for them to communicate over a multiplexed physical 

channel. 2G technology increased privacy of telephone network. 2.5G and 2.75G are improved 

versions of the 2G network. 

 

2.5G technology [9] has the following features 

• 2G cellular technology with GPRS. 

• Data rates range from 56 to 115 kilobits per second. 

• Use of e-mail 

• Use of the internet. 

2.75 G technology [9] has the following features 

• Enhanced Data Rates for GSM Evolution (EDGE).  

• Maximum speed 384 Kbps.  

 

2.1.3 Third Generation (3G) 

 

The third-generation cellular network is referred to as 3G. In 2001, Japan was the first country 

to commercially launch 3G  [9].  In Japan, the transition to 3G was completed in 2005-2006  

[9]. In 2005, 23 networks throughout the world were using 3G technology. Some 3G networks 

were primarily for testing purposes, while others offered consumer services. The 3G network 

was designed to facilitate growth, increase bandwidth, and support varied applications. The 

International Telecommunication Union (ITU) set the specifications for 3G in the International 

Mobile Telecommunication IMT-2000. 3.5G and 3.75G are the improved versions of this 

technology  [9]. 

 

3.5G Technology [9] has the following features  

• HSDPA (High-Speed Downlink Packet Access)  

• It provided 3G networks with a smooth evolutionary path that allowed for higher data 

transfer speeds. 
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• Up to 8-10Mbps (20Mbps for some systems) data transmission  

3.75 G Technology [9] has the following features 

• The 3.75G refers to the High-Speed Uplink Packet Access (HSUPA) technology. 

• HSUPA is a mobile telecommunications technology that is closely related to HSDPA 

and these two are complementary to one another.  

• HSUPA enabled data applications such as real-time gaming with higher and symmetric 

data rates. 

 

2.1.4 Fourth Generation (4G) 

 

The 4G mobile networks is a packet switched network with high throughput. It is intended to 

be both cost-effective and spectrally efficient. The Orthogonal Frequency Division Multiple 

Access (OFDMA) technology is used in the 4G network [9]. Device mobility of up to 350km/hr 

is possible with 4G.  4G is described using the acronym as MAGIC where M is Mobile 

multimedia, A= Anytime, anyplace, G = Global mobility support, I= Integrated wireless 

solution, C= Customize personal service. A 4G network provides laptop, computers, 

smartphones, and other mobile devices with secure all-IP based mobile internet services [9]. 

Users may use the 4G network to access services like IP telephone, gaming, and multimedia 

streaming. 

 

2.1.5 Fifth Generation (5G) 

 

The 5G mobile network is the successor of the 4G (LTE-A). High data rates, low latency, 

energy conservation, cost reduction, increased system capacity, and enormous device 

connection are all the goals of 5G performance  [9]. The performance of the 5G mobile network 

is much superior to that of earlier generations of mobile networks. Because of its flexibility 

and capacity to support a wide range of vertical businesses, the 5G network has a bright 

prospect  [9].  

 

2.2 Wi-Fi Technology 

 

With drastically growing data traffic in recent decades and in the foreseeable future,  there is 

need for wireless networks with the densified deployment of small cells base stations or access 
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points [1]. Wi-Fi technology has been popular because of its ease of deployment and the 

benefits of operating in the unlicensed band, and it is projected to play an important role in 5G 

network traffic offloading and serving network users with high data rates in Wi-Fi hotspots [1]. 

 

The IEEE standard for Wi-Fi is 802.11 [10]. It contains information and specifications for the 

physical and MAC layers, which are used for data transmission via wireless networks  [10]. 

Wi-Fi networks employ a variety of frequency bands for transmission, including 2.4, 5 and 60 

GHz. 

 

The use of Wi-Fi to connect to the internet has increased as a results of the growing number of 

smartphones and other mobile device. With the growing demand for data services, network 

operators have been exploring ways to supplement data service delivery by adding unlicensed 

spectrum  [10]. 

 

2.2.1 Evolution of Wi-Fi 

 

IEEE 802.11, popularly referred to as Wi-Fi, has experienced increased throughput from 2 

Mbps to over 1 Gbps, a 1000-fold increase in throughput over the past 20 years [10]. By 

releasing additional standards like 802.11n, 802.11ac, and 802.11ax (Wi-Fi 6), the standard has 

continuously evolved. Higher order modulation methods, such as 64 QAM, 256 QAM, and 

1024 QAM, are supported by the new standards [10]. These new standards also allow multiple 

streams to be transmitted to a single client or several clients at the same time. In addition to 

raising peak data rates, efforts have been undertaken to increase spectral efficiency, which 

describes how efficiently the system utilizes the available spectrum [10]. To increase network 

efficiency and capacity, multi-user approaches such as Multi-User Multiple-Input Multiple-

Output (MU-MIMO) and Orthogonal Frequency Division Multiple Access (OFDMA) have 

been introduced [10]. Each new standard builds on the preceding one, improving speed and 

reliability.  

 

2.2.2 Wi-Fi Standards 

 

Since its initial distribution to customers in 1997, Wi-Fi standards have been constantly 

evolving, often resulting in higher speeds and increased network/spectrum efficiency. As new 

features are introduced to the original 802.11 standard, they are referred to as standards 
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(802.11b, 802.11g, etc.). The most used standards are 'b', 'g', 'n', 'ac', and 'ax'. Table 2.1 shows 

the various standards and the maximum theoretical data rates that can be obtained with them. 

 

Table 2.1. Different IEEE 802.11 Standard  [10] 

IEEE 802.11 

Protocol 

Release  

Date 

Frequency 

Band(s) 

Bandwidth Max  

Throughput 

802.11-1997 1997 2.4 22 2 Mbps 

11b 1999 2.4 22 11 Mbps 

11a 1999 5 20 54 Mbps 

11g 2003 2.4 20 54 Mbps 

11n (WiFi 4) 2009 2.4/5 20/40 600 Mbps 

11ac (WiFi 5) 2003 2.4/5 20/40/80/160 6.8 Gbps 

11ax (WiFi 6) 2019 2.5/5 20/40/80/160 10 Gbps 

 

 

2.2.2.1 802.11-1997 Standard  

 

The earliest wireless standard in the family was 802.11-1997, which was introduced in 1997 

but is now obsolete. Using Carrier Sense Multiple Access Protocol with Collision Avoidance 

(CSMA/CA), this standard defines the protocol and suitable for connecting communication 

devices via the air in a Local Area Network (LAN). This protocol supports three physical layer 

technologies: infrared at 1 Mbps, a Frequency Hopping Spread Spectrum (FHSS) at  1 Mbps 

and an optional 2 Mbps data rate, or a Direct Sequence Spread Spectrum (DSSS) at both 1 and 

2 Mbps data rates [10]. The protocol was not widely accepted due to interoperability 

difficulties, expense, and a lack of sufficient throughput [10]. 

 

 

2.2.2.2 802.11b Standard  

 

In mid-1999, 802.11b standard was commercialized. This standard has a theoretical maximum 

data rate of 11 Mbps and uses the CSMA/CA media access technique. Because of the 

exceptional improvement in throughput and significant price reduction, it was widely accepted 

as a wireless technology. IEEE802.11b uses the Industrial Scientific Medical (ISM) unlicensed 
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frequency band of 2400-2500 MHz. Furthermore, 802.11b is a direct expansion of Direct 

Sequence Spread Spectrum (DSSS), and its modulation technique is Complementary Code 

Keying (CCK) [10]. In a point-to-multipoint arrangement, 802.11b is used to connect with 

mobile clients within the access point's range [10]. This range is determined by the radio 

frequency environment, output power, and receiver sensitivity. 802.11b has a 22 MHz channel 

bandwidth and can operate at 11 Mbps but can also scale back to 5.5, 2, and 1 Mbps (adaptive 

rate selection) to reduce the number of re-transmissions caused by errors. Because it shares the 

same frequency spectrum as other wireless standards, it can create interference with home 

wireless devices such as microwave ovens, Bluetooth devices, and cordless phones.  

 

2.2.2.3 802.11a Standard  

 

The 802.11a standard uses 52-subcarrier Orthogonal Frequency Division Multiplexing 

(OFDM) with a theoretical data rate of 54 Mbps and operates at 5 GHz  [10]. This results in a 

throughput of mid 20 Mbps in practice. It also supports data rates of  6, 9, 12, 18, 24, 36, and 

48 Mbps  [10]. Because they operate in different unlicensed ISM frequency bands, 802.11a and 

802.11b are incompatible. The 5 GHz spectrum gives 802.11 a considerable advantage because 

the 2.4 GHz band is becoming crowded. 

 

2.2.2.4 802.11g Standard 

 

In the summer of 2003, 802.11g became available. It uses the same OFDM technology as 

802.11a. It enables a maximum theoretical rate of 54 Mbps, just like 802.11a. However, like 

802.11b, it operates in the crowded 2.4 GHz band, making it more susceptible to interference. 

802.11g and 802.11b are compatible (i.e.,802.11b devices can connect to an 802.11g access 

point). By using 802.11a and 802.11b/g, 802.11g could support dual-band or dual-mode access 

points [10]. 

 

2.2.2.5 802.11n Standard  

 

The 802.11n standard uses MIMO and 40 MHz channels at the physical layer (PHY), and frame 

aggregation at the MAC layer. MIMO is a technique for increasing the capacity of a radio link 

by utilizing multipath propagation by using multiple transmit and receive antennas. These 

antennas are spatially separated so that the signal from each transmit antenna to each receive 
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antenna has a distinct spatial signature and can be divided into parallel independent channels 

by the receiver. When compared to a single 20 MHz channel, channels having a bandwidth of 

40 MHz double the channel bandwidth and deliver double the PHY data rate. Up to four spatial 

streams can be supported by 802.11n standard, with a theoretical throughput of 600 Mbps [10]. 

 

2.2.2.6 802.11ac Standard  

 

802.11ac standard supports gigabit rates per second by extending the 802.11n features such as 

having wider bandwidth (up to 160 MHz), additional MIMO spatial streams (up to eight), 

downlink multi-user MIMO (up to four clients), and high-density modulation (up to 256 QAM)  

[10]. 802.11ac supports 256 QAM at 3/4, 5/6 coding rate (MCS8/9). The first batch of 802.11ac 

devices only use 80 MHz channels and up to three spatial streams, with physical layer speeds 

of up to 1300 Mbps. More spatial streams, and MU-MIMO are supported by second batch 

802.11ac devices. While MIMO sends multiple streams to a single user, MU-MIMO sends 

spatial streams to multiple users at the same time, resulting in increased network efficiency  

[10]. In addition, 802.11ac employs a beamforming technique. The antenna basically sends 

radio signals that are aimed at certain devices via beamforming.  

 

2.2.2.7 Wi-Fi 6 or 802.11ax Standard 

 

802.11ax is the sixth generation of Wi-Fi technology, which builds on the capabilities of 

802.11ac to provide increased wireless capacity and dependability. Denser modulation (1024 

QAM and OFDMA) and shorter subcarrier spacing (78.125 kHz) are used in 802.11ax to 

accomplish the gains. 802.11ax is a dual-band (2.4 and 5 GHz) technology, unlike 802.11ac. 

802.11ax is compatible with 802.11a/g/n/ac standards. 802.11ax employs OFDMA, which 

allows sharing of bandwidth based on users’ needs.  

 

2.2.3 Performance of Wi-Fi 

 

Interference is a concern in Wi-Fi networks due to the popularity and large number of Wi-Fi 

devices that use unlicensed frequency spectrum. In WLAN, service quality is also a concern. 

The technique for sharing Wi-Fi radio resources necessitates devices competing with one 

another. As a result, QoS is not always guaranteed. 
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2.4 GHz and 5 GHz are the most used Wi-Fi bands. Three non-overlapping 20MHz channels 

are available in the 2.4GHz frequency  [1]. There is no standard for assigning these bands in a 

Wi-Fi network. As shown in Figure 2.1, the three non-overlapping channels at 2.4 GHz are 

usually 1, 6, and 11. Wi-Fi does not provide any guarantees about latency or bandwidth. 

 

 

Figure 2.1: Wi-Fi network data pattern [1] 

 

2.3 Software Defined Networking (SDN)  

 

2.3.1 Fundamental Idea of SDN 

 

This research requires a thorough understanding of Software Defined Networks (SDN). SDN 

is a game-changing upgrade to existing network technologies [11].  The goal of centralizing 

the control function in networking has long been a desirable goal, and SDN has now achieved 

it [12]. In most networks, the data and control planes are integrated. SDN, on the other hand, 

separates the data and control planes for high-level control and coordination. Due to the 

presence of Application Programming Interface (API) in SDN, such a distinction between data 

and control plane is feasible. Another feature of SDN is the OpenFlow protocol, which provides 

for such distinction and efficient data and control plane operation. Traditional networks lacked 

network programmability, which was remedied by SDN. Programmability enables for 

flexibility and control without requiring the system's hardware to be changed [11]. 

 

In the architecture of SDN, there are three layers that can be generically classified. The topmost 

layer, known as the application layer, is responsible for defining how a network behaves. The 

application layer uses an API to verify that the network is connected to the applications. The 

layer also enables applications to communicate with networks from a distance. The application 
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layer can be used to remotely control and program a network. The control layer is the following 

layer. APIs are connected to the application layer and control layer, acting as a bridge for 

control and data communication between the layers [13]. The control layer of SDN manages 

all network-related policies and traffic flows [14]. The data layer is the third layer in the 

architecture, and it consists of devices that forward data packets such as switches  [15]. The 

data layer's principal responsibility is data packet forwarding. The API links the control and 

data layers together. There are different protocols in SDN such as the OpenFlow. The 

OpenFlow protocol of SDN is the focus of this dissertation. 

 

2.3.1.1 OpenFlow Protocol 

 

The OpenFlow (OF) protocol oversees connecting hardware devices like switches to the SDN 

controller [13]. The standard southbound communication between the SDN controller and the 

switch is OpenFlow. In network management, it can also be used to monitor switch and port 

information. However, a simple and effective way of switching between multiple data sets is 

necessary. As a result, the controller's application layer must be programmable and flexible. 

Altering routing tables and other flow settings in the application layer is more convenient than 

changing hardware [16]. Thus, the flow rules are the highlight of the OpenFlow protocol, which 

allows the controller to be programmed on the software layer without requiring any hardware 

changes  [17]. The flow table specifies the actions that the switches should take. Dropping the 

packet and forwarding are two possible actions. 

 

Figure 2.2 depicts key components of an OpenFlow switch: packet matching and forwarding 

flow tables, and an OpenFlow channel coupled to a remote controller. Each flow table has a 

collection of flow entries, each with its own set of match fields and instructions for matching 

packets. The standardized OpenFlow protocol allows the remote controller to create, amend, 

and delete flow entries in flow tables. 
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Figure 2.2: Components of an OpenFlow Switch [17] 

 

2.3.2 Architecture of SDN 

 

SDN's design is critical for the load balancing and offloading functionalities to work properly. 

SDN has been explored from multiple perspectives by both the Open Network Foundation 

(ONF) and the Software-Defined Networking Research Group [12]. The Open Network 

Foundation, created in March 2011 by Google, Microsoft, Yahoo, and a few telecom operators, 

is a non-profit organization dedicated to the advancement of SDN-related technology, 

standardization, and marketing [18]. In the SDN design, the control and data planes are 

separated, network intelligence and state are logically centralized, and the underlying network 

infrastructure is isolated from the applications [11]. Figure 2.3 depicts the architecture of 

software-defined networking. SDN is a network architecture that separates the control and data 

planes of traditional devices, which were previously vertically integrated. 
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Figure 2.3:The Architecture of Software-defined Networking [16]. 

 

2.3.3 Open Source SDN Controllers 

 

The core components that define the functionality of any action in SDN are controllers. 

Controllers are in charge of determining and changing the system's behaviour as well as 

efficiently routing data packets to their destinations  [18]. Because the services that define 

network performance can be rationally created and controlled from the control plane, the SDN 

architecture's centralization is advantageous. Instead of a distributed network, the applications 

normally operate on the control plane using a controller, just like a traditional one-computer 

system. 

 

There are a variety of SDN controllers available that handle a variety of Northbound and 

Southbound interfaces, all of which are based on the control and data plane separation idea. 

The following are some of the SDN controllers: 

 

OpenDayLight (ODL) is one of the controllers. It has three layers: northbound interfaces such 

as NETCONF (Network Configuration Protocol) to allow external policy to be implemented, 

a central core with an OSGi (Open Services Gateway initiative)-based Service Abstraction 

Layer, and a set of southbound plugins to interface to programmable network devices. Each 
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ODL cluster maintains an in-memory model-based view of the network for which it is 

responsible. BGP (Border Gateway Protocol) is used natively by ODL to allow isolated SDN 

islands to exchange routing topology [19]. 

 

ODL has been widely utilized as the SDN controller in a Network Function Virtualization stack 

due to its simplicity of integration - native integrations with OpenStack, Kubernetes, Open 

Platform for Network Function Virtualization (OPNVF), and others exist to enable a single 

Network Function Virtualization (NVF) management stack to control both virtualization and 

network topology [19]. 

 

POX is another controller [20] written in Python for rapid prototyping and development of 

software. Because it is easy build software for POX, it is mostly used for research, 

demonstrations, and experimentation. Because it is written in Python, the network's 

performance is lower than that of other programming languages such as C++ or Java. 

Furthermore, POX only supports OpenFlow version 1.0 and does not work in a distributed 

fashion [20]. 

 

RYU- Ryu is another SDN controller [19]. Ryu supports a wide number of protocols, including 

the OpenFlow 1.5, which makes it excellent for research and prototyping. Because Ryu lacks 

a native clustering mechanism, its scalability is constrained by the capabilities of the platform 

on which it runs  [19]. 

 

Another SDN controller, ONOS (Open Network Operating System), provides an open 

source, distributed network operating system. Because it is written in Java, it takes longer to 

learn to develop applications for ONOS than POX and Ryu, which are both based on Python. 

ONOS supports Open Flow versions 1.0 and 1.3 as well as alternative protocols such as OVS- 

DB as southbound interface  [19]. 

 

2.3.4 Wireless Networks and SDN 

 

In different ways, wireless networks such as cellular and other networks are strongly linked to 

SDN. The survey in [21] presents an overview of the application of SDN in four common 

wireless networks: mesh, cellular networks, sensor networks, and home networks, as well as 

its benefits. To enable scalable deployments, the author has proposed the use of SDN 
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architecture in wireless cellular networks to address the concerns of effective resource 

allocation and interference avoidance. A logically centralized controller with decoupled control 

and data planes can perform global resource allocation and interference management, allowing 

for more precise judgments and improved performance and stability. 

 

As broadband networks reach theoretical limits in terms of spectral efficiency per link,  

Tomovic, et al  have explained the potential benefits and contributions that the SDN paradigm 

can provide to solving congestion problems in [22] . They have claimed that addressing those 

issues with the current inflexible, scalable, and sophisticated design is difficult, if not 

impossible. They have emphasized the significant potential benefits of implementing the SDN 

idea in mobile networks, including more efficient inter-cell interference management, easier 

traffic control, and complete network virtualization. Furthermore, by separating the control and 

data planes, new Radio Resource Management techniques can be easily implemented without 

requiring networking hardware changes.  

 

Based on the literature cited above, Software defined networking (SDN) is a new networking 

architecture paradigm that holds great promise for overcoming many of the limitations in 

wireless cellular networks and delivering needed performance improvements by decoupling 

control functions from the underlying physical infrastructure. SDN assists in the 

implementation of resource management schemes such as data offloading and load balancing. 

 

2.4 Mobile Data Offloading and Load balancing Algorithm 

 

2.4.1 Cellular Data Offloading 

 

Mobile data offloading, also known as data offloading or traffic offloading, is a method of 

reducing congestion by using alternative networks to transport mobile data that was originally 

intended for cellular networks. An end-user (mobile subscriber) or an operator can set the rules 

that activate the mobile offloading activity. The algorithm that implements the rules can run on 

an end-user device, a server, or a combination of both. Users would demand data offloading to 

reduce data service costs and gain access to more bandwidth. The main complementary 

network technologies used for mobile data offloading are Wi-Fi and femtocells .  

 

https://en.wikipedia.org/wiki/Wi-Fi
https://en.wikipedia.org/wiki/Femtocell
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2.4.2 Load Balancing in Wireless Networks 

 

When it comes to sustaining quality of service in mobile networks, data traffic congestion is a 

problem. The available bandwidth is limited, and the number of devices connected to the 

network is increasing by the day. As a result, network congestion should be dealt with 

effectively, as it affects service quality. In a mobile network, load balancing is thus an essential 

contributor to network quality of service. Load balancing ensures that many devices may be 

accommodated while network resources are utilized efficiently. 

 

In WLANs without load balancing, a mobile device will scan all available APs and select the 

AP with the best signal strength to associate with by default, without considering the AP's 

traffic load status. This approach frequently results in imbalanced traffic load on APs, causing 

poor QoS. 

 

2.5 Chapter Summary 

 

The background concepts employed in the dissertation were reviewed in this chapter. A brief 

history of wireless cellular networks and Wi-Fi technology evolution and standards were 

provided at the start of this chapter. Software-defined networking was explored in Section 2.3. 

Both Concepts and architecture of SDN and related works on the use of SDN in wireless 

networks were provided. The concepts of data offloading and load balancing were also 

discussed in section 2.4. The chapter focused on addressing congestion issue in cellular 

networks by employing data offloading and load balancing.  
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CHAPTER 3 

 

3 SDN-ENABLED DATA OFFLOADING AND LOAD BALANCING IN 

WLAN/CELLULAR NETWORKS 

 

3.1 Introduction 

 

Cellular networks have seen an unparalleled increase in data traffic over the previous decade, 

putting a significant strain on mobile network. The emergence of smart and media-rich mobile 

devices is primarily responsible for this growth [1]. These smart devices make use of high-

traffic mobile applications and cloud-based services [1]. Mobile data is predicted to exceed 

77.5 Exabytes per month by 2022, according to a Cisco networking visual index analysis issued 

in February 2017 [4].  

 

Existing cellular networks are unable to handle the enormous volumes of data generated by 

smart devices. Furthermore, cellular network infrastructure upgrades cannot keep up with the 

surge of mobile data traffic. As a result, 5G is being touted as the next-generation cellular 

standard, and operators have been installing the new wireless network to deliver greater data 

rates as well as small cell solutions to satisfy rising traffic demand  [1]. 

 

Data offloading and load balancing are viewed as key components in resolving the congestion 

issue. The usage of complementary network technologies for conveying data originally 

intended for cellular networks is referred to as mobile data offloading [7]. This approach 

reduces the amount of data sent across the cellular network, freeing up radio bandwidth for 

other users  [23]. An end-user (mobile subscriber) or an operator can set events that trigger the 

mobile offloading action. The load balancing algorithm may exist in an end-user device, a 

network server, or a combination of both [24]. End users may use data offloading to save money 

on data services and take advantage of larger bandwidth. Wi-Fi and femtocells are the most 

common complementary network technologies used for mobile data offloading [23]. 

 

This research investigates data offloading and load balancing between cellular and Wi-Fi 

networks utilizing software-defined networking technology. Offloading is utilized in 
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conjunction with load balancing to alleviate network congestion and enhance the resource 

utilization in cellular networks. 

 

3.2 Related Work 

 

The related work on data offloading and load balancing in wireless communication networks 

is covered in this section. In wireless networks, there has been an increasing interest in the 

study of data offloading and load balancing based on SDN. 

 

3.2.1 Data Offloading  

 

Duan et al [1] proposed an SDN-based partial data offloading and load balancing method to 

relieve spectrum shortage concerns and network congestion issues. The algorithm uses the 

SDN controller's global view of the network to fulfil the objectives while taking network 

conditions and end-user QoS requirements into account. Their goal, though, was to use Wi-Fi 

whenever possible to limit cellular network usage. This is problematic because cellular 

networks are sometimes more suitable for some services than Wi-Fi. 

 

Ahn and Chung proposed a traffic offloading technique between femtocells and Wi-Fi 

networks, based on software-defined networking (SDN) technology in [25]. SDN ensures 

network flexibility and a global view of the whole network. However, offloading from a 

femtocell to a Wi-Fi AP is not a viable option because femtocell has a smaller coverage than 

Wi-Fi. 

 

To relieve network congestion and enhance traffic load balancing, Bo Fan and Zhengbing 

presented an intelligent software defined cellular vehicle-to-everything (C-V2X) in [26]. By 

separating the network data plane from the control plane, their approach offers flexible and 

low-complexity traffic offloading. In comparison to existing systems, their architecture was 

able to dramatically enhance network speed, load balancing, and user service ratio. 

 

Zhou et al implemented a Reverse Auction-based Incentive Mechanism (RAIM), to motivate 

nodes in Opportunistic Mobile Networks (OMNs) to provide data offloading services in [27]. 

Because OMN nodes are rational and selfish, they do not provide data offloading services if 

they are not adequately rewarded. As a result, the authors devised incentive mechanisms to 
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encourage nodes to provide data offloading services. However, they did not incorporate 

software defined networking in their scheme. 

 

3.2.2 Load Balancing 

 

The topic of load balancing using SDN have been tackled by many researchers in the past. For 

example Kiran et al, in [28] developed an SDN  handover algorithm based on AP load. In their 

scheme, they used Mininet Wi-Fi emulator to construct topologies for their experiments. The 

simulation results showed a successful handover from an overloaded AP to a lightly loaded 

AP. Moreover, the throughput and latency parameters that they tested showed a significant 

improvement when the stations were connected to least loaded AP than to loaded AP. 

 

In  [29] , Shafi et al developed a handoff decision scheme for Wi-Fi systems. In traditional 

handoff in Wi-Fi networks, handoff decisions are made based on signal strength which results 

in poor connectivity specifically when an access point is overloaded. They developed a 

decentralized approach for selecting the best access point for a user in an overlapping region. 

The scheme aimed to switch users to the least loaded AP to prevent an access point from getting 

overloaded. The simulation results showed an improved data rate per user when handoff 

decisions were made based on achieved throughput and load per access point rather than based 

on RSSI only. 

In  [30] , Sounni et al  proposed a load balancing algorithm for IoT devices. The scheme was 

proposed to tackle the issue of mobility in communication devices in a dense network. They 

developed an algorithm to select the best AP for a user in an overlapping area. Their results 

revealed that the proposed system balanced the network's load and improved device 

throughput.  

 

Khan  et al [31] proposed a framework for Software Defined Cellular Networks (SDCN). They 

developed an algorithm for user scheduling, load estimation, handover decision, admission, 

and rate control. They used the NS3 simulator to evaluate the SDN based network. The 

proposed system was assessed and compared to other cell association algorithms.  Their 

algorithm outperformed the other algorithms. 
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Kiri et al proposed an SDN-based multi-RAT Radio Access Network architecture in [32]. They 

presented an architecture supporting network flexibility and load balancing. In comparison to 

existing algorithms, their algorithm enhanced network performance. 

 

Shiwei proposed a motion state estimation-based load balancing algorithm for heterogeneous 

network [33]. The simulation results showed that the proposed algorithm effectively balanced 

the load in the heterogeneous network while also improving system efficiency. However, the 

however, did not incorporate software defined networking. 

 

Torres et al [34] proposed a load balancing scheme combining a fuzzy logic controller 

algorithm with social awareness.  However, their scheme did not incorporate software-defined 

networking. 

 

The works reviewed above showed performance improvements regarding traffic management 

in existing networks. Thus, this dissertation builds on the previous works by developing an 

algorithm for traffic offloading and load balancing between a cellular network and a Wi-Fi 

network. 

 

3.3 SDN Based Data Offloading and Load Balancing Algorithm 

 

The offloading and load balancing algorithms are described in depth in this section. The 

combination of offloading and load balancing methods provides a network congestion solution. 

The traffic congestion problem is reduced if the algorithm moves devices between cellular and 

Wi-Fi networks and balances the load. The load should be distributed equally over the available 

networks as much as possible. 

 

3.3.1 Parameters for Making Offloading and Load Balancing Decisions 

 

To address the issues of load balancing and traffic offloading, the scheme proposed in this 

research includes requirements for making appropriate offloading decisions. The algorithm 

makes traffic offloading decisions based on signal strength and total traffic loads on the Wi-Fi 

AP and micro-base station. 
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3.3.1.1 Signal Strength 

 

The RSSI, or "Received Signal Strength Indicator," shows the relative quality of a device's 

received signal. The stronger the signal, the higher the RSSI value. The signal strength is 

expressed in decibels-milliwatts (dBm) (0 to -100). This is the decibel (dB) power ratio of the 

measured power when compared to one milliwatt. The stronger the signal, the closer the value 

is to 0. For example, -50dBm is a pretty good signal, -75dBm - is reasonable, and -100 is no 

signal at all [35]. 

 

Because the signal received at a particular point travels through several pathways (multipath 

effects), it is critical to consider the following elements that influence the received signal 

strength [35]. 

• Obstacles between the access point and the device in the environment (trying to talk 

through doors and walls) 

• Interference from other electronic equipment that create electronic signals (trying to 

chat in a room with other people conversing)  

• Distance between the AP and the device (trying to talk while far away) 

• The mobility of the user 

3.3.1.2 Load as Number of Users 

 

In this dissertation, the number of users/stations connecting to each access point is referred to 

as the load. We assume that all stations have the same traffic pattern, actively transmitting and 

hence the same bandwidth requirement. 

 

3.4 System Model 

 

The proposed system model is based on SDN. The system model consists of one micro cell 

base station, an overlay of N number of Wi-Fi APs, and M number of stations (users) within 

the micro cell's coverage area, as well as users connected to the Wi-Fi APs and the micro base 

station. The logically centralized controller is connected to the microcell base station and Wi-

Fi APs. Figure 3.1 shows the proposed SDN system model. The controller has a full view of 

the whole network topology and is aware of every flow in the network. The controller 
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communicates with the access points using Open Flow to collect information such as received 

signal strength and the number of stations connected to each Wi-Fi AP and micro-base station. 

The controller maintains this information. 

 

 

Figure 3.1: Proposed System Model 

 

The controller is responsible for various functions. Firstly, it is responsible for collecting the 

signal strength received by the devices from each WiFi AP, and the number of users that are 

connected to each AP and base station. Secondly, it is responsible for running the offloading 

and load balancing algorithm, which makes offloading and load-balancing decisions among 

under-loaded APs and loaded AP. Lastly, it is responsible for associating users with either 

micro cell or Wi-Fi Ap. The offloading procedure is outlined in the following steps.  

 

 

Step 1 

 

The Wi-Fi APs and the micro-base station periodically send information about the number of 

users they are associated with and the signal strength of each of the associated devices, which 

is indicated by the RSSI, to the controller. The periodic information sent by the Aps and micro-

base station gives the controller a global view of the entire network. Thus, the controller has a 
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list (which is updated constantly) of APs along with the number of users per AP and their signal 

strength, which enables   it to make offloading and load-balancing decisions. 

 

Step 2 

 

When a new user joins the network and requests for service, the Wi-Fi network is given priority. 

The goal is to reduce cellular network utilization by first determining if a Wi-Fi AP is accessible 

to which a mobile user may connect, hence alleviating cellular network congestion. The 

algorithm assesses each Wi-Fi AP's state and makes an association decision based on signal 

strength and the number of devices connected. The proposed method will first determine if the 

RSSI matches the minimal threshold criterion. The number of connected users is next checked 

to see whether it is fewer than the minimal number of users that each AP should support. New 

users will be connected to any Wi-Fi AP with the least number of users and the acceptable 

signal strength. If no Wi-Fi AP meets the minimal requirements, the controller checks to see if 

the number of users connected to the base station is fewer than the threshold; if it is, the user 

is assigned to the micro-base station. The user will be refused service if the microcell base 

station is unable to accommodate its request. 

 

In the following scenarios, the load balancing procedure is explained. 

 

Scenario A 

 

The system handles load balancing in addition to offloading. Consider the case depicted in 

Figure. 3.2, with two APs, AP1 and AP2, having overlapping coverage. The number of users 

associated with each AP is shown in the Figure 3.2. There are six users connecting to the APs: 

usr1, usr2, usr3, usr4, usr5, and usr6. Three users are initially connected to each of the AP. 

Usr2, and usr3 that are connected to AP1 decide to terminate their sessions. Assuming that all 

these users are active and generate equal amounts of traffic; AP2 is considered overloaded in 

comparison to AP1 based on this assumption and the number of stations connected to each AP. 

To balance the number of stations on both APs, the controller decides to disconnect one of the 

stations from AP2 and transfer it to AP1. The result of AP2 handing over one user to AP1 is 

shown in Figure 3.3. 
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Figure 3.2: Two Users on AP1 Ended their Sessions   
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AP1
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Figure 3.3: Controller Moves One User (USR4) from AP2 to AP1 
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Scenario B 

 

Consider another scenario, as illustrated in Figure 3.4, with two APs, AP1 and AP2. There are 

four users connected to the APs: usr1, usr2, usr3, and usr4. The two APs have overlapping area.  

Three users are initially connected to AP2, whereas one user is connected to AP1. If all users 

generate the same amount of traffic and all users are active, AP2 is deemed highly loaded in 

comparison to AP1. If usr2 moves into the overlapping zone of the two APs, the controller will 

reassign usr2 to AP1. The result is shown in Figure 3.5. 

 

 

 

Figure 3.4: Users Connected to AP1 and AP2 
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Figure 3.5: Controller Re-Assign Usr2 to AP1 

 

The flowchart of the algorithm is shown in Figure 3.6. 
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 Figure 3.6: Flowchart of the Offloading and Load-Balancing Algorithm. 

 



31 

 

3.5 Chapter Summary 

 

In cellular networks, efficient congestion control management is a critical concern due to rising 

data traffic. This chapter discussed an SDN-based scheme for data offloading and load 

balancing between microcell base stations and Wi-Fi. The SDN idea was introduced to make 

network control easier. The proposed scheme uses the controller’s global view of the network 

to make more informed decisions about data offloading and load balancing. The system model 

and detailed information on the operation of the scheme were presented in the chapter. The 

next chapter explains how the offloading and load-balancing scheme was realized. 
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CHAPTER 4 

 

4 IMPLEMENTATIONS OF THE PROPOSED ALGORITHM  

 

4.1 Introduction 

 

This chapter details the implementation of the proposed SDN-based data offloading and load-

balancing algorithm. The algorithm is intended for data offloading from cellular networks to 

Wi-Fi networks, as well as load balancing between WLAN and cellular networks. The Mininet-

Wi-Fi emulator has been used to implement the proposed system. The chapter is structured as 

follows. The software tools used for the implementation of the scheme are discussed in detail 

in Section 4.2. Section 4.3 describes the design and implement of the network (using the tools 

mentioned in Section 4.2). Finally, Section 4,4 contains the summary of the chapter. 

 

4.2 Associated Software and Technologies 

 

This section describes the software platforms and technologies used to evaluate the SDN-based 

data offloading and load balancing scheme. The Mininet-Wi-Fi emulator is the main network 

tool used. The advantage of using the Mininet WiFi is that it mimics the real-world network 

situation. 

 

4.2.1 Virtual Box 

 

VirtualBox is an Oracle-supported platform used as a virtual testbed for research. It is intended 

to improve academic and corporate research without the need for actual hardware. On a Linux 

operating system (OS), the proposed SDN-based data offloading and load balancing solution 

was implemented. VirtualBox 5.2 was used in this dissertation. 

 

 

4.2.2 Mininet-WiFi 

 

Mininet-WiFi arose as a Mininet dependency, an OpenFlow/SDN emulator capable of adding 

virtualized stations and access points using normal Linux wireless drivers and the 802.11 

hwsim wireless simulation driver. The SDN paradigm is used in this emulator. It enables 



33 

 

network administrators to specify network behaviour in a logically controlled manner using a 

controller that communicates with forwarding devices via the OpenFlow protocol [36].  

 

4.2.2.1 Installation of Mininet -WiFi 

 

Step 1: Down the Virtual Machine Mininet-WiFi 

 

First and foremost, download the virtual machine. For this research, Lubuntu virtual machine 

with preinstalled Mininet –Wi-Fi was downloaded. 

 

Step 2: Import the Virtual Machine into Virtual Box 

 

Next, import the Lubuntu Mininet virtual machine into the VirtualBox application to produce 

a version of the Mininet-Wi-Fi virtual machine in VirtualBox. Figure 4.1 shows the Mininet 

Wi-Fi virtual machine. 

 

 

Figure 4.1: Importing Mininet-WiFi into Virtual Box 
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4.2.2.2 Mininet-WiFi Python API 

 

Mininet may be used with Python-based user programs. Because of its readable syntax and 

numerous helpful libraries, Python is one of the easiest computer languages to grasp, learn, and 

use [37]. Mininet-Wi-Fi Python APIs also make it easier to add components to Mininet-WiFi 

and build network topologies. To mimic the SDN-based data offloading and load balancing 

system, python-based scripts were written to simulate the scheme. 

 

4.2.2.3 Mininet-WiFi Limitation 

 

Although Mininet-WiFi is great, it does have some limitations. Mininet uses a single Linux 

kernel for all virtual hosts; this means that a user cannot run software that depends on BSD, 

Windows, or other operating system kernels.  [38]. 

 

4.2.3 POX Controller 

 

The control plane of a networking device (switch/router) is separated from the data plane by 

SDN. This allows a network to be controlled, monitored, and managed from a single location. 

By separating the data plane from the control plane, Software Defined Networking aims to 

make the creation of new applications easier [39]. 

 

4.2.3.1 POX Components 

 

POX components are Python applications that may be run from the command line when POX 

is started. In a software defined network, these components implement network functions. POX 

comes with several pre-installed stock components  [39]. 

 

The code for each POX stock component may be found in the /pox/pox directory on the Mininet 

2.2 VM image, which is detailed in the POX Wiki. However, the POX part of this dissertation 

has not been realized because Mininet Wi-Fi has modules such as handover and mobility that 

were extended to accomplish the dissertation's goal. 

 

 



35 

 

4.3 Design and Implementation 

 

The design and implementation of the proposed model is discussed below. 

 

4.3.1 Network Setup 

 

The Mininet WiFi was used to evaluate the performance of the proposed offload and load-

balancing scheme. The Mininet-WiFi is a wireless OpenFlow/SDN emulator that enables high-

fidelity experiments by replicating real-world networking environments. The Mininet-WiFi 

includes virtualized Access Points (APs) and stations (sta) based on the mac80211/SoftMac 

Linux wireless device driver, allowing for Wi-Fi emulation.  In this dissertation, topologies 

were generated using Python scripts, which were then used to test the scheme. The handover 

and mobility modules in Mininet Wi-Fi were used to test the concept. The class 

addAccessPoint() were used to add Wi-Fi access points to the network. 

 

4.3.2 Load Balancing and Data offloading Algorithm Evaluation 

 

For the experiments, scripts were written in Mininet-WiFi to create network topologies 

containing stations, access points, base station, and a remote controller for the experiments. 

 

4.4 Chapter Summary 

 

This chapter discussed the design and implementation of the proposed data offloading and load 

balancing scheme. It described the software platform used for evaluating the performance of 

proposed scheme. Lubuntu with pre-installed Mininet-WiFi was installed on a VirtualBox-

hosted Virtual Machine. 
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CHAPTER 5 

 

5 PERFORMANCE EVALUATION AND RESULTS 

 

5.1 Introduction 

 

This chapter discusses the results of the experiments described in the previous chapter. A series 

of experiments were conducted to evaluate the performance of the proposed data offloading 

and load-balancing scheme in cellular and WLAN networks. 

 

5.2 Network Set up in Mininet-WiFi 

 

As indicated in Chapter 4, the experiments were conducted using the Mininet-WiFi. In the 

experiments, one microcell base station, two Wi-Fi access points, nine mobile stations, and one 

controller were used, and the network dimension was set to 700 m x 700 m. The simulation 

parameters are listed in Table 5.1. 

 

Table 5.1: Simulation Parameters 

Parameters Description 

Number of Wi-Fi Access Points 2 

Number of Micro Base station 1 

Number of Users 9 

Number of Controllers 1 

 

Table 5.2 shows the specifications for the cellular base station and Wi-Fi access points while 

Table 5.3 shows the specifications for mobile stations (stas). 

Table 5.2: Micro Cell and Wi-Fi Specification 

SSID Range Mode Frequency Position 

Ap1-ssid 100 m g 2.4 Ghz ‘260,350,0’ 

Ap2-ssid 

(base 

station) 

300m g 2.4 Ghz ‘350,350,0’ 

Ap3-ssid 100m g 2.4 Ghz ‘440,350,0’ 
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Table 5.3: Specifications for Mobile Stations 

Stations/users IP Address  Interface range 

Sta1 10.0.0.1 WLAN 0 40m 

Sta2 10.0.0.2 WLAN 0 40m 

Sta3 10.0.0.3 WLAN 0 40m 

Sta4 10.0.0.4 WLAN 0 40m 

Sta5 10.0.0.5 WLAN 0 40m 

.    

.    

.    

.    

Sta9 10.0.0.9 WLAN 0 40m 

 

 

5.3 Evaluation Metrics 

 

This section discusses the metrics used in the evaluation of the data offloading and load 

balancing algorithms.  

 

5.3.1 Throughput 

 

TCP provides a congestion control mechanism. An important measure of the performance of a 

TCP connection is its throughput—the rate at which it transmits data from the sender to the 

receiver. Throughput is measured in kbps, Mbps, or Gbps. In the simulation, TCP throughput 

per user was measured by performing iperf test between a host and another host in a client and 

server mode.  

 

5.3.2 Load Distribution Measurement  

 

In the simulation, load balancing was evaluated based on the distribution of users among access 

points.   
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5.4 Evaluation Scenarios  

 

The performance of the proposed scheme was evaluated considering different scenarios as 

described below.  

 

5.4.1 Performance Evaluation of Data offloading and Load Balancing 

 

Experiment 1: Connection Scenario Considering Signal Strength Only 

 

This experiment was conducted to measure the stations' throughput while they were connected 

to the highly loaded base station. The experiment comprised two Wi-Fi APs (AP1 and AP3), 

one base station (AP2), and nine stations. The stations were positioned within the range of the 

base station. Thus, all the stations were connected to the base station, as shown in Figure 5.1. 

None of the stations connected to AP1 or AP3. Figures 5.2 to 5.5 show the connection of 

sampled stations to the base station (AP2). Iperf test was performed to measure throughput per 

user between a host/user and another host/user in a client and a server mode. The TCP traffic 

between each pair of sampled stations, sta1 and sta9, and sta3 and sta7 was investigated. On 

one station, the command ‘iperf -s -i 1 -p 5001' was used to make it behave as a server and 

listen to another station (client). On another station, the 'iperf -c IP Address -p 5001 -t 10' 

command was used to send data to the server. Figures 5.6 to 5.9 show the throughput of stations 

while connected to a highly loaded base station.  
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Figure 5.1: All Stations Connected to AP2 (BS) 

 

 

Figure 5.2: Association of sta1 to the Base Station 
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Figure 5.3: Association of sta3 to the Base Station 

 

 

Figure 5.4: Association of sta7 to the Base Station 

 

 

Figure 5.5: Association of sta9 to the Base Station 
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Figure 5.6: sta3 as a client 

 

 

Figure 5.7: sta7 as a server 
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Figure 5.8: sta1 as a client 

 

 

Figure 5.9: sta9 as a server 
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Experiment 2: Connection Scenario Considering Signal Strength and Load per AP 

 

This experiment measured throughput in a scenario where stations were connected to the base 

station (AP2) and the APs (AP1 and AP3) based on the signal strength and load (number of 

stations) per AP. As shown in figure 5.10, stations sta1, sta3, sta6, sta7, sta8, and sta9 roamed 

into the coverage of AP1 and AP3 and were associated with them since they had the best signal 

strength and the least load. Mobility starting and ending points were set in such a way that the 

stations moved towards those APs and connected to them. Sta3, sta6, and sta7 connected to 

AP3, sta1, sta8, and sta9 connected to AP1, and sta2, sta4, and sta5 connected to the base 

station. Throughput for sampled stations sta1 and sta9, and sta3 and sta7 was investigated.  

Figures 5.11 and 5.12, depict the association of stations sta3, and sta7 to AP3, where the 

transmitted bitrate was much lower than the expected maximum value of 54 Mbps. Figures 

5.13 and 5.14 show the results of testing the throughput between test stations sta3 and sta7 that 

are associated with AP3. Figures 5.15 and 5.16 show the association of sta1, sta9, to AP1.The 

results of the AP1 throughput test between sta1 and sta9 are presented in Figures 5.17 and 5.18.

 

Figure 5.10: Connection Considering Number of Users and Signal Strength 
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Figure 5.11: sta3 Association with AP3 

 

 

Figure 5.12: sta7 Association with AP3 
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Figure 5.13: sta3 as a client 

 

 

Figure 5.14: sta7 as a server 
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Figure 5.15: Association of sta1 with AP1 

 

 

Figure 5.16: Association of sta9 with AP1 

 

 

Figure 5.17: sta1 as a client 
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Figure 5.18: sta9 as a server 

 

5.4.1.1 Performance Analysis of Experiment 1 and Experiment 2 with the Number of 

Connected Devices 

 

Figure 5.19 depicts the number of stations associated with each access point and base station 

when the stations were connected to the base station based on signal strength. The graph 

illustrates that all the stations were connected to the base station since they were in the range 

of the base station, and it provided the best signal strength. Figure 5.20 depicts the results of 

stations that were connected to APs based on signal strength and load on each AP. When the 

load per AP was considered, the load was more evenly distributed than when stations were 

connected only based on signal strength. 

 



48 

 

 

Figure 5.19: Number of Connected Devices Based on Signal Strength 

 

 

Figure 5.20: Number of Connected Devices Based on Signal Strength and Load 

 

5.4.1.2 Performance Analysis of Experiment 1 and Experiment 2 with Throughput per 

User  

 

The figures below compare the throughput of test stations sta4, sta7, and sta9 while connected 

to a highly loaded base station with when they were offloaded to the least loaded APs. Figure 

5.21 compares the throughput of sta7 when connected to a highly loaded base station to after 

it was offloaded to a Wi-Fi AP3 with the least number of stations. When connected to the base 

station, sta7's throughput was 6.58 Mbits/sec, but it increased to 18.4 Mbits/sec when 
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connected to the least loaded AP3. Figure 5.22 indicates that while connected to AP1, sta9's 

throughput increased from 7.55 Mbits/s to 50.5 Mbits/s. Throughput increased when some 

stations were offloaded to the APs with the lowest number of users.  

 

 

 

Figure 5.21: Throughput for sta7 Before and After offloading 

 

 

Figure 5.22: Throughput for sta9 Before and After Offloading 

 

 

 

0

5

10

15

20

25

1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 10.2

Th
ro

u
gh

tp
u

t 
in

 M
b

it
s/

se
c

Time in Sec

Comparison of sta7 Throughput on BS and AP3  

Connected to the BS Connected to AP3

0

10

20

30

40

50

60

1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 10.2

Th
ro

u
gh

p
u

t 
in

 M
b

it
s/

se
c

Time in sec

Comparison of sta9  Throughput on BS and AP1

Connected to the BS Connected to AP1



50 

 

5.4.2 Performance Evaluation of Load Re-distribution Scenarios 

 

Load re-distribution scenarios are presented in this section. A network with two access points, 

one base station (AP2), one controller, and nine stations is shown in Figure 5.23. Three stations 

connected to the base station and the two access points. Sta1, sta9 and sta8 connected to AP1, 

sta3, sta6, sta7 connected to AP3, and sta2, sta5 and sta4 connected to the base station (AP2). 

The aim was to demonstrate a load re-distribution scenario between two access points.  

 

  

Figure 5.23: Network for Load Distribution Scenario 

 

Experiment 3: Disconnection Scenario 

 

The goal of this experiment was to demonstrate the throughput of stations connected to a highly 

loaded AP. As shown in Figure 5.24, sta8 and sta9 were first connected to AP1 and later 

disconnected. As a result, AP3 was highly loaded in comparison to AP1, necessitating network 

load redistribution. Figures 5.25 and 5.26 illustrate that Iperf tests between sta9 and sta1, and 

between sta1 and sta8 were unsuccessful because the stations were not connected. Figure 5.27 

depicts the association of sta1 with AP1, whereas Figures 5.28, 5.29, and 5.30 depict the 

association of sta3, sta6, and sta7 with AP3. Throughput between test station sta3 and sta6 

connected to AP3 was measured; Figures 5.31 and 5.32 show the throughput results between 

sta3 and sta6. 
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Figure 5.24: sta9 and sta8 Disconnected 

 

 

Figure 5.25: Unsuccessful Iperf Between sta1 and sta9 

 

 

Figure 5.26: Unsuccessful Iperf Between sta1 and sta8 
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Figure 5.27: Association of sta1 to AP1 

 

 

Figure 5.28: Association of sta3 to AP3 

 

 

Figure 5.29: Association of sta7 to AP3 
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Figure 5.30: Association of sta6 to AP3 

 

 

Figure 5.31: Iperf Between sta6 and sta3 with sta6 as client 
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Figure 5.32: Iperf Between sta6 and sta3 with sta3 as a server 

 

Experiment 4: sta3 In Overlapped Region 

 

The throughput of test station sta3 in the overlapping zone of AP1 and AP3 was measured in 

this experiment. Sta3 roamed into the overlapping region of AP1 and AP3 in Figure 5.33, 

making it accessible to both AP1 and AP3. It then connected to AP1 since it was the least 

loaded AP, even though AP3 still provided the best signal strength. Figures 5.34 and 5.35 depict 

the sta3 and sta1 associations with AP1. As illustrated in Figures 5.36 and 5.37, Iperf was 

performed between test station sta3 and sta1 to determine the throughput of sta3 when it 

connected to AP1. 
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Figure 5.33: sta3 Roamed into Overlapping Area 

 

 

Figure 5.34: Association of sta1 to AP1 
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Figure 5.35: Association of sta3 to AP1 

 

 

Figure 5.36: Iperf Between sta1 and sta3 with sta1 as a client 
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Figure 5.37: Iperf Between sta1 and sta3 with sta3 as a server 

 

5.4.2.1 Performance Analysis with Throughput Before and After Load Re-distribution 

 

As illustrated in Figure 5.38, the throughput of test station sta3 increased after it roamed and 

connected to a less loaded AP1 compared to when it was connected to a highly loaded AP3. 

 

 

Figure 5.38: sta3 Throughput  
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Experiment 5: Roaming Scenario 

 

In this experiment, the aim was to test the throughput of test station sta7 when connected to a 

highly loaded AP3. Two Wi-Fi APs, one base station, and seven stations were used to build a 

network. The stations associated with the APs as shown in Figure 5.39. Three stations 

connected to AP3, one station connected to AP1, and three stations connected to the base 

station. The association of sta1 to AP1 is shown in Figure 5.40. The associations for sta3, sta6, 

and sta7 to AP3 are shown in Figures 5.41, 5.42, and 5.43 respectively, where the transmitted 

bitrate was much lower than the expected maximum bit rate of 54 Mbps. Again, throughput for 

test station sta7 while connected to AP3 is shown in Figures 5.44 and 5.45. 

 

 

Figure 5.39: Network Setup 
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Figure 5.40: Association of sta1 to AP1 

 

 

Figure 5.41: Association of sta3 to AP3 

 

 

Figure 5.42: Association of sta7 to AP3 
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Figure 5.43: Association of sta6 to AP3 

 

 

Figure 5.44: Iperf Between sta6 and sta7 with sta6 a client 

 

 

Figure 5.45: Iperf Between sta6 and sta7 with sta7 as a server 
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Experiment 6: sta7 Roamed and Successfully Connected to AP1 

 

The aim of this experiment was to measure sta7 throughput when connected to the least loaded 

AP. Station 7 moved into the overlapping region of AP1 and AP3, as shown in Figure 5.46. It 

connected to AP1 because it was the least loaded AP. The associations of sta1 and sta7 to AP1 

are shown in Figures 5.47 and 5.48. Throughput for sta7 after connecting to AP1 was measured 

by performing iperf test between sta1 and sta7. The results are shown in Figures 5.49 and 5.50. 

 

 

Figure 5.46: sta7 Successfully Connected to AP1 
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Figure 5.47: Association of sta1 to AP1 

 

Figure 5.48: Association of sta7 to AP1 
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Figure 5.49: Iperf Between sta1 and sta7 with sta1 as a client 

 

 

Figure 5.50: Iperf Between sta1 and sta7 with sta7 as a server 

 

5.4.2.2 Performance Analysis of Roaming Scenario with Throughput 

 

Figure 5.51 shows the throughput of test station sta7 when it connected to AP3 compared with 

when it connected to AP1. As shown in Figure 5.51, when sta7 was connected to the least 

loaded AP1, it had a higher throughput than when it was connected to the highly loaded AP3. 
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Figure 5.51: Throughput for sta7 when connected to AP1 and AP3 

 

The diagrams that show the association of stations to access points may show varying results 

depending on whether the test was done before or after performing any iperf test. In addition 

to that, if you run iperf tests repeatedly, you may get varying results. 

 

5.5 Chapter Summary 

 

An SDN-based data offloading and load balancing scheme was evaluated in this chapter. For 

this purpose, Mininet Wi-Fi scripts were used to implement the network topologies made up 

of Wi-Fi APs, stations, and a controller. Network metrics such as throughput and load 

distribution were used to evaluate the performance of the proposed SDN-based data offloading 

and load balancing scheme. Simulation results showed that the proposed scheme enhanced the 

distribution of network's load and improves device throughput. 
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CHAPTER 6 

 

6 CONCLUSION AND FUTURE WORK 

 

6.1 Introduction 

 

This chapter gives a conclusion to the research presented in the dissertation. It also highlights 

future works regarding data offloading and load balancing. 

 

6.2 Conclusion 

 

An SDN-based traffic offloading and load-balancing algorithm was developed for a 

heterogeneous network comprising cellular and WLAN to decrease congestion in cellular 

networks. The proposed algorithm was simulated using the Mininet-Wi-Fi emulator. The 

performance of the proposed algorithm was evaluated using throughput and load distribution. 

The results showed that the proposed algorithm improved network's load distribution and 

device throughput. 

 

6.3 Future Work 

 

The scheme implemented in this dissertation was designed and simulated for a simple network 

with basic network parameters. 

The following points are to be considered in future work. 

• Other network parameters such as the amount of data offloaded, and the number of 

handover instances should be considered in future work. 

• The aspect of using Pox controller for load balancing and offloading has not been 

implemented in this dissertation. This should be considered in the future work. 
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