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Numerous challenges are faced in investigations aimed at developing a better understanding of the pathophysiology of obstructive sleep apnoea. The anatomy of the tongue and other upper airway tissues, and the ability to model their behaviour, is central to such investigations.

In this thesis, details of the construction and development of a three-dimensional finite element model of soft tissues of the human upper airway, as well as a simplified fluid model of the airway, are provided. The anatomical data was obtained from the Visible Human Project, and its underlying micro-histological data describing tongue musculature were also extracted from the same source and incorporated into the model. An overview of the mathematical models used to describe tissue behaviour, both at a macro- and microscopic level, is given. Hyperelastic constitutive models were used to describe the material behaviour, and material incompressibility was accounted for. An active Hill three-element muscle model was used to represent the muscular tissue of the tongue. The neural stimulus for each muscle group to a priori unknown external forces was determined through the use of a genetic algorithm-based neural control model.

The fundamental behaviour of the tongue under gravitational and breathing-induced loading is investigated. The response of the various muscles of the tongue to the complex loading developed during breathing is determined, with a particular focus being placed to that of the genioglossus. It is demonstrated that, when a time-dependent loading is applied to the tongue, the neural model is able to control the position of the tongue and produce a physiologically realistic response for the genioglossus. A comparison is then made to the response determined under quasi-static conditions using the pressure distribution extracted from computational fluid-dynamics results. An analytical model describing the time-dependent response of the components of the tongue musculature most active during oral breathing is developed and validated. It is then modified to simulate the activity of the tongue during sleep and under conditions relating to various possible neural and physiological pathologies. The retroglossal movement of the tongue resulting from the pathologies is quantified and their role in the potential to induce airway collapse is discussed.
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<td>CAD</td>
<td>Computer-aided design</td>
<td>FVM</td>
</tr>
<tr>
<td>CE</td>
<td>Contractile element</td>
<td>GA</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational fluid dynamics</td>
<td>HUA</td>
</tr>
<tr>
<td>CG</td>
<td>Conjugate gradient</td>
<td>PE</td>
</tr>
<tr>
<td>CSA</td>
<td>Cross-sectional area</td>
<td>SE</td>
</tr>
<tr>
<td>DOF</td>
<td>Degree-of-freedom</td>
<td>SEF</td>
</tr>
<tr>
<td>EPH</td>
<td>Equilibrium point hypothesis</td>
<td>SSOR</td>
</tr>
<tr>
<td>FE</td>
<td>Finite element</td>
<td>VHP</td>
</tr>
<tr>
<td>FEA</td>
<td>Finite element analysis</td>
<td>VWA</td>
</tr>
</tbody>
</table>
## Muscle abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG</td>
<td>Digastric</td>
</tr>
<tr>
<td>GG</td>
<td>Genioglossus</td>
</tr>
<tr>
<td>GGa</td>
<td>Genioglossus, anterior component</td>
</tr>
<tr>
<td>GGm</td>
<td>Genioglossus, medial component</td>
</tr>
<tr>
<td>Ggp</td>
<td>Genioglossus, posterior component</td>
</tr>
<tr>
<td>GH</td>
<td>Geniohyoid</td>
</tr>
<tr>
<td>HG</td>
<td>Hyoglossus</td>
</tr>
<tr>
<td>IL</td>
<td>Inferior longitudinal</td>
</tr>
<tr>
<td>LVP</td>
<td>Levator veli palatini</td>
</tr>
<tr>
<td>MH</td>
<td>Mylohyoid</td>
</tr>
<tr>
<td>PG</td>
<td>Palatoglossus</td>
</tr>
<tr>
<td>PP</td>
<td>Palatopharyneus</td>
</tr>
<tr>
<td>SG</td>
<td>Styloglossus</td>
</tr>
<tr>
<td>SH</td>
<td>Stylohyoid</td>
</tr>
<tr>
<td>SL</td>
<td>Superior longitudinal</td>
</tr>
<tr>
<td>TV</td>
<td>Transversus</td>
</tr>
<tr>
<td>TVP</td>
<td>Tensor veli palatini</td>
</tr>
<tr>
<td>UV</td>
<td>Musculus uvulae (uvula)</td>
</tr>
<tr>
<td>VT</td>
<td>Verticalis</td>
</tr>
</tbody>
</table>
General terminology

*a priori*  
Pertaining to something that is known in advance.

**Coanda effect**  
A flow effect describing the tendency of a moving stream of fluid in the near vicinity of a surface to deviate towards that surface.

**FFMR**  
Abbreviation for fraction of full muscle response. Related to the muscle activation, this quantity describes how close to a state of tetany a muscle is.

**mask**  
A collection of pixels or voxels defined using manual or automatic processes.

**Re**  
Abbreviation for Reynold’s number. A dimensionless number describing the ratio of inertial to viscous forces in a fluid. It can be used to infer the state of fluid flow, namely whether it is laminar, transitional or fully turbulent.

**SMP**  
Abbreviation for shared memory processor. A computer architecture that utilises a single, common memory structure between multiple processors or processor cores.

**voxel**  
The three-dimensional equivalent of a pixel.

Medical terminology

*in vivo*  
Within in a living organism.
anterior  An anatomical orientation implying “forwards” or towards the frontal profile. In official anatomical nomenclature it is used with reference to the ventral or belly surface of the body.

atonia  Deficient muscle tonicity.

ATP  Abbreviation for adenosine triphosphate. An important chemical compound which forms the basis of the metabolic process by providing energy to cells.

axial  Of, or pertaining to, the long axis of a structure or part.

BMI  Abbreviation for body mass index. A standard measure of risks associated with overweight in adults. A first-approximation of a subject’s weight status made by dividing their weight (in kg) by the square of their height (in m).

CNS  Abbreviation for central nervous system. The component of the nervous system responsible for co-ordination of bodily activities and processing and integration of sensory information.

coronal  An anatomical plane parallel to the long axis of the body and perpendicular to the axial plane. Also known as the frontal plane.

CPAP  Abbreviation for continuous positive airway pressure. A non-invasive medical technique used to treat sleep-disordered breathing by actively increasing the oropharyngeal pressure during inspiration thereby increasing airflow to the lungs; also jargon for the medical apparatus used to accomplish this process.

CT  Abbreviation for computerised tomography (also CAT – computed axial tomography – scan). A medical imaging technique which uses multiple X-ray images to produce a three-dimensional view of a region of tissue.

distal  An anatomical orientation describing an object further from a specified point.

DTI  Abbreviation for diffusion tensor imaging. A medical imaging technique that tracks the movement of water molecules within tissues.

EMG  Abbreviation for electromyogram. A medical device used to monitor skeletal muscle activity by measuring electrical potential within the tissue.

hypercapnia  Excess of the carbon-dioxide content of the blood.

hypoxia  A reduction of the oxygen content of the blood reaching the tissues.

incline  The act or measurement taken from a supine to an upright orientation.

inferior  An anatomical orientation implying “below” or towards the foot end.

isometric  A term describing muscle contraction during which the length of the contracting muscle remains constant.
isotonic  A term describing muscle contraction during which the force of contraction remains constant.

lateral  An anatomical orientation implying “outside” or away from the median plane or anterior-posterior line of the body; it also refers to the orientation coinciding with lying on the side.

MAD  Abbreviation for mandibular advancement device. A medical device used to increase airway patency by physically repositioning the mandible, and therefore the tongue, forward.

medial  An anatomical orientation implying “the middle” or closer to the median plane of the midline of the body or structure.

midsagittal  An anatomical plane parallel to the long axis of the body.

MRI  Abbreviation for magnetic resonance imaging. A medical imaging technique used to produce a three-dimensional view of a region of tissue by measuring magnetic fields generated by magnetisation of atomic nuclei.

NREM  Abbreviation for non-rapid eye movement. A sleep-state in which brain activity is reduced and muscle atonia occurs. The later, regenerative stages of the sleep cycle are in NREM stages.

OSA  Abbreviation for obstructive sleep apnoea (syndrome). A multi-causal sleep disorder resulting from the loss of patency in the oropharynx.

patency  A description of the airway related to its dilation and the ease of movement of air within it. A loss of patency implies constriction or closure of a portion the airway.

pennation  Having a structure like that of a feather; the angle between the direction of the muscle fibres and the line of action of the muscle.

PEPT  Abbreviation for positron emission particle tracking. An industrial and medical imaging device, adapted from positron emission tomography, used to track the position of a radioactive marker undergoing beta decay.

posterior  An official anatomical nomenclature used to imply “backwards” or towards the rear or dorsal profile.

prone  The orientation that coincides with lying on the stomach or ventral surface.

proprioception  A sense that provides spatial awareness of the position and orientation of the body’s parts relative to one another.

proximal  An anatomical orientation describing an object closer to a specified point.

recline  The activity or measurement taken from an upright to a supine orientation.
Mathematical terminology

deterministic
Given an identical set of starting parameters, the result of an operation or algorithm will be entirely repeatable.

major symmetry
For a fourth-order tensor that possesses major symmetry, the following can be said of its components: $h_{ABCD} = h_{CDAB}$.

metaheuristic
A category of typically non-deterministic algorithms that explore a given search-space to find a near-optimal solution to a given problem.

minor symmetry
For a fourth-order tensor that possesses minor symmetries, the following can be said of its components: $h_{ABCD} = h_{BACD} = h_{ABDC}$.

PDS
Abbreviation for positive-definite symmetric; a symmetric tensor that has all positive eigenvalues.

RMSE
Abbreviation for root mean squared error; defined as $\text{RMSE} = \sqrt{\frac{1}{n} \sum (x - \bar{x})^2}$. 
NOMENCLATURE

Greek

α Activation level
θ Angle of incline, measured from the horizontal
γ Orientation angle cosine
λ Volume-weighted average stretch
σ Cauchy stress tensor
τ Kirchhoff stress tensor
δ Kronecker delta
ρ Density
Π Energy functional
γ Shear strain
κ Bulk modulus
Λ Lagrange multiplier
φ Motion
ψ Strain-energy per unit volume
λ Stretch
τ Activation level fall time
θ Dilatation
τ Activation level rise time
ε True strain
ϕ Volume fraction
ν Poisson’s ratio

Latin

a Current area
A Reference area
a Current area vector
A Reference area vector
b Left Cauchy-Green deformation tensor
B Material shape function gradient
B Spatial shape function gradient
b Body force vector
C Right Cauchy-Green deformation tensor
C Second-order elastic tangent
d Rate-of-strain tensor
E Green-Lagrange strain tensor
e Local basis vector
F Deformation gradient
Operators, calligraphic and blackboard symbols

\begin{itemize}
  \item \textbf{A} Assembly operator
  \item \textbf{C} Spatial fourth-order elasticity tensor
  \item \textbf{H} Material fourth-order elasticity tensor
  \item \textbf{I} Fourth-order identity tensor
  \item \textbf{P} Spatial deviator tensor
  \item \textbf{X} Configuration transformation map
  \item \textbf{B} Body
  \item \text{\textcircled{\textTheta}} Non-standard dyadic tensor product
  \item \text{\textGamma} Boundary
  \item \text{\textOmega} Domain or configuration
  \item \text{\nabla \times (\bullet)} Curl of a quantity
  \item \text{\det (\bullet)} Determinant of a tensor
  \item \text{\nabla \cdot (\bullet)} Divergence of a quantity
  \item (\bullet) Generic quantity (typically a vector or tensor)
\end{itemize}
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate of a quantity</td>
<td>( p'q )</td>
</tr>
<tr>
<td>Gradient of a quantity</td>
<td>( \nabla (\cdot) )</td>
</tr>
<tr>
<td>Vector normalisation</td>
<td>( \hat{\cdot} )</td>
</tr>
<tr>
<td>Infinitesimal increment</td>
<td>( d )</td>
</tr>
<tr>
<td>Linear increment</td>
<td>( \Delta )</td>
</tr>
<tr>
<td>Virtual increment</td>
<td>( \delta )</td>
</tr>
<tr>
<td>( i^{th} ) tensor invariant</td>
<td>( I_i(\cdot) )</td>
</tr>
<tr>
<td>Objective function</td>
<td>( O )</td>
</tr>
<tr>
<td>Dyadic tensor product</td>
<td>( \otimes )</td>
</tr>
<tr>
<td>Derivative of scalar function</td>
<td>( \ell )</td>
</tr>
<tr>
<td>( i^{th} ) principal value of a tensor</td>
<td>( \lambda_i(\cdot) )</td>
</tr>
<tr>
<td>Symmetric part of a tensor</td>
<td>( (\cdot)^S )</td>
</tr>
<tr>
<td>Trace of a tensor</td>
<td>( \text{tr} (\cdot) )</td>
</tr>
<tr>
<td>Isochoric component of a tensor</td>
<td>( \overset{\circ}{\cdot} )</td>
</tr>
<tr>
<td>Volumetric component of a tensor</td>
<td>( \overset{\bullet}{\cdot} )</td>
</tr>
</tbody>
</table>

**Superscripts**

-1 Inverse  
\( S_{\alpha} \) Shear component  
h Discretisation  
\( t \) Traction  
\( \varphi \) Displacement  
\( u \) \( u^{th} \) Uzawa iteration  
e Element  
ex External  
N Normal component  
\( R_I \) Initial to reference  
n \( n^{th} \) Newton-Raphson iteration  
\( T \) Transpose

**Subscripts**

c Contractile  
\( \text{max} \) Maximum  
ext External  
\( \text{min} \) Minimum  
f Fibre (local quantity)  
geo Geometric  
I Initial  
\( \text{int} \) Internal  
is \( t \) Tissue  
mat Material  
\( \text{vol} \) Volumetric  
M Matrix  
\( \text{p} \) Point
1. Introduction

Sleep is an important part of our daily routine and plays a vital role in human’s ability to perform effectively. From inception to awakening, the brain and muscle activity undergoes various changes as one moves between different states of sleep. In addition to the many critical cellular metabolic activities that occur during sleep, the reversal of fatigue and general physical and mental revitalisation may only occur when a state of deep-sleep is attained. Disruptions in sleep patterns lead to less time being spent in a state of deep-sleep, and thus a degradation in the quality of sleep.

A multitude of causes may result in interruptions to healthy sleep patterns. Excluding the obvious external environmental influences, short- and long-term physiological and anatomical changes may have an increasing role to play in this regard. During non-rapid eye movement (NREM) sleep, brain activity is reduced and a decrease in general muscle tone, atonia, occurs. The rapid eye movement (REM) state is, amongst other things, characterised by a temporary muscle paralysis initiated to prevent involuntary movement. Due to the process of aging, changing levels of fitness and general well-being, the human anatomy and physiology undergo numerous changes. Such changes include the modification of chemical and hormonal levels, general muscle tone, and quantity and distribution of adipose tissue. All of these influence bodily functions on both a conscious and unconscious level during the various stages of sleep.

Of the many sleep-related disorders, the understanding of those associated with breathing has become more important. Obstructive sleep apnoea (OSA) in particular is a syndrome of increasing prevalence in modern society, with the affliction presenting in approximately 4 – 9% of the adult male population of the United States of America, for example. Characterised by a partial or complete reduction in airway patency, the collapse of the upper airway leads to brief or, in the case of severe OSA, extended periods of hypoxia. During the process of restoring airway patency, the individual often performs violent movements. Collectively, these lead to a reduction in the quality of sleep. Although it severely reduces the quality of life of the individual, it is not necessarily life-threatening in itself. However, associated with this disorder are many secondary effects which may have more severe direct consequences.

Many treatments have been evaluated and used to correct the syndrome but the success of these treatments, measured as an extended removal of symptoms associated with the disorder, is mixed. However, such treatments can only be utilised after a clinical diagnosis of the disorder is made. This requires a degree of intervention on the individual’s behalf as the main presentation is non-restorative sleep and snoring of which the

---

1 Up to 40% of all men suffer from a sleep-related disorder. It has been estimated that nearly a quarter of all American men experience some type of sleep-related breathing disorder which negatively impacts on quality of life.

2 In rare instances, such as the occasion documented by Pearce and Saunders, it has been listed as the primary cause of death.
sufferer is unaware. A secondary person would have to draw attention to the problem and an individualised sleep study needs to be performed \cite{53}. During a nocturnal polysomnogram, the number of apnoeic events and their effect on the body are measured. Due to the lack of public knowledge of the disorder and of the likely cause of their daytime tiredness, many live with the affliction undiagnosed and untreated. The need for complete understanding the disorder, its risk factors and the development a comprehensive and effective treatment has never been more relevant.

1.1 A description of OSA

OSA is a general category of disorders related to upper airway occlusion of varying location, cause and nature \cite{168}. A simple description given by Avrahami et al. \cite{7} for the cause of OSA is the narrowing of the oropharynx, which may occur in the region of the soft palate and uvula, or the base of the tongue. This region, that being the primary site of collapse, is highlighted in figure 1.1.

![Figure 1.1: The respiratory system and area of focus for OSA research. Image sourced from Agur and Dalley\cite{2, p. 28}.](image)

However, the underlying aetiology and pathophysiology, that is the root cause of the disorder, is complex and differs significantly between individuals. The dynamics of both neuromuscular control of the upper airway and airflow are not fully understood, and are currently the focus of significant research. Supplementing the basic information presented below are detailed reviews and discussions of the pathogenesis of OSA provided by Malhotra and White \cite{164}, Ryan and Bradley \cite{238}, White \cite{308}, Davidson \cite{53}, Waite \cite{294}, Fogel et al. \cite{73}, Ayappa and Rapoport \cite{8}.

Two main variations of sleep apnoea are considered by clinicians, namely obstructive and central / complex apnoea. While OSA is a result of the presence of an airway obstruction alone, complex apnoea has an additional component related to the dysfunction of the respiratory control system \cite{275}. The primary result of an apnoeic spell is a reduction in the delivery of oxygen to the lungs, leading to hypoxia and hypercapnia. Successive episodes of apnoea cause the blood chemistry to change, with further oxygen desaturation and
an increase in carbon dioxide levels. This in turn leads to temporary sleep arousal as a corrective mechanism to the event. Increased respiratory effort and hyperventilation which may occur during arousal may lead to further destabilisation of the airway and the promotion of further apnoeas.

Sleep-disordered breathing (SDB) is commonly a result of both neuromuscular and anatomical abnormalities in the human upper airway (HUA) [227]. The central respiratory system controls the dilators, but they react to multiple stimuli including the intrapharyngeal pressure, mechanoreceptors, blood chemistry and lung volume [238]. In healthy individuals, the airway muscles respond by a reflexive mechanism in the order of milliseconds to changing airway conditions during wakefulness [164] [238] [73]. OSA in particular is associated with a reduction in motor control of the oropharyngeal dilators, leading to sub-optimal muscle responsiveness to changing airway conditions [308] [164]. Due to the lack of anatomical support of the muscles in the upper airway [3] it is particularly vulnerable to negative effects of diminishing muscle activity [164] [73]. The loss of patency thus primarily occurs at the end of expiration or beginning of inspiration [238]. In most patients, the collapse of the airway generally begins at the retropalatal and oropharyngeal regions, followed by the base of the tongue and then hypopharynx [238]; these three sites provide classification to the form of OSA [294]. However, the overall characteristics of the presentation of the disorder differ between individuals [308]. A summary of the speculated sequence of events leading to one form of upper airway occlusion in obese patients is provided by Remmers et al. [231]:

1. The narrowing of the pharynx, aided by the compromise of upper airway muscle control, leads to a decrease in pharyngeal pressure below a critical value and subsequent pharyngeal collapse (loss of patency).

2. Reduction in airflow initiates involuntary chemical stimulation of the dilator muscles. Activity in the airway dilators, as well as other inspiratory muscles, increases but their action remains insufficient to overcome the low airway pressures.

3. Voluntary stimulation of the airway dilators results in the removal of the source of the occlusion and airway patency is restored.

Alternative hypotheses for the cause of OSA include timing irregularities between the oropharyngeal dilators and the diaphragm [164] [308] and the associated ventilatory instability [73], fatigue or injury of the dilators [164], fluid surface tension effects related to the airway mucosa [238] and chemistry related to neurotransmitters [238]. From a physiological perspective, the conclusion from a study conducted by BuSha et al. [31] was that the fundamental physiological behaviour of the muscles in OSA sufferers changes.

Further, the muscles respond differently during sleep and wakeful states. Experiments have determined that those inflicted with OSA require greater muscle activity during wakeful inspiration to overcome the lower pressures associated with narrower airways. The adaptive mechanisms of the neural system during periods of consciousness are able to accommodate these requirements, even for those that exhibit the worst characteristics associated with OSA. However, specifically during sleep, tonic activation of the dilators is not maintained. [164] [238] [73]

The evolutionary cause for this is speculated to be related to the development of the capability of speech and the associated dual-use of the pharynx during respiration and eating, thus requiring a balance of flexibility and compliance for swallowing with rigidity to resist low airway pressures developed during inspiration.


Cause, effect and correction

It is well understood that the ultimate cause of pharyngeal collapse is the development of low airway pressures that the airway is not able to resist. However, there are a multitude of factors that directly and indirectly influence the susceptibility to the loss of airway patency. One environmental factor is the posture of the head and neck. Studies have demonstrated that sleeping in the supine position leads to a more collapsible airway, mainly due to the change in muscle response as the posture is altered.

It is important at this point to consider that, even though the gross anatomical features of the human body remain largely the same between people, each person has their own individual physical characteristics that may contribute to the likelihood of them presenting with OSA. Many cephalometric studies have been performed to determine what these characteristics are and the degree to which they increase the chances of having SDB. There exists a strong correlation between length of the airway, neck circumference and OSA. The orofacial skeletal structure also plays a role in this regard, and it has been observed that people with narrower upper airways and/or posteriorly-positioned maxillae and mandibles are predisposed to the condition. These general features have been linked to genetics and the inheritance of anatomical traits. The general morphology of the oropharynx has also been studied, and correlation between the occurrence of OSA and tongue size, the positioning of the hyoid bone and the distribution of adipose tissue has been found. Linked to the latter is the subject's body mass index (BMI) and general obesity. The presence of nasal obstructions and increased nasal resistance has been correlated to lower airway pressures or may possibly lead to the use of oral inspiration during sleep.

Linked to the issues of the gross anatomy are those of a physiological nature. Age, gender (which can be linked to airway length) and ethnicity all have a role to play in this regard. Each is related to anatomical structure, hormones and distribution of adipose tissue. Furthermore, studies show that muscle strength reduces with age. In terms of blood chemistry, hypoxia leads to hypercapnia and other chemical changes, affecting the response of the muscles. Neuromuscular abnormalities, including loss of coordination between upper airway dilators and diaphragm and a decrease in muscle tone, may contribute to airway collapse. However, there is also evidence that plasticity in the dilator muscles’ functioning exists and that this may be altered due to OSA. Muscular compensation has been viewed in patients with a strong disposition for airway collapse. Fatigue and muscle recovery are also thought to contribute to the syndrome. Furthermore, the response of the genioglossus (GG) changes measurably between wakeful and sleep states. It has been observed in OSA patients that the GG remains functional during wakefulness to prevent airway collapse, thus linking neuromuscular dysfunction to the sleep state as well.

The consequences of the disorder extend far beyond the direct effects airway collapse, namely to the development of hypoxia and hypercapnia. The most common association with the syndrome is snoring, an affliction which affects almost all those having OSA. Narcolepsy and daytime sleepiness are prevalent, the direct result of which is an increase in occupational and vehicular accidents. More serious medical conditions including hypertension, increased cardiac risk and strokes have been linked to the condition, all due to the increased stress on the body, have been linked to the condition.

Many forms of treatment have been tested for OSA and SDB in general. Surgical intervention has been viewed in patients with a strong disposition for airway collapse. Fatigue and muscle recovery are also thought to contribute to the syndrome. Furthermore, the response of the genioglossus (GG) changes measurably between wakeful and sleep states. It has been observed in OSA patients that the GG remains functional during wakefulness to prevent airway collapse, thus linking neuromuscular dysfunction to the sleep state as well.

The consequences of the disorder extend far beyond the direct effects airway collapse, namely to the development of hypoxia and hypercapnia. The most common association with the syndrome is snoring, an affliction which affects almost all those having OSA. Narcolepsy and daytime sleepiness are prevalent, the direct result of which is an increase in occupational and vehicular accidents. More serious medical conditions including hypertension, increased cardiac risk and strokes have been linked to the condition, all due to the increased stress on the body, have been linked to the condition.
is a common, and offers options that include tonsillectomy and adenoidectomy (which does not have a high rate of success in adults) [53], uvulopalatopharyngoplasty (also not particularly successful) [294] and maxillomandibular advancement [294]. Orthodontic devices [43, 200, 181, 239], which temporarily simulate the effect of maxillomandibular advancement through clamping and advancing the tongue, have been shown to increase the cross-sectional area (CSA) of the velopharynx. Manual electrical stimulation of the tongue [109, 126], used to initiate contraction of the airway dilators, has been used with mixed success. Devices, such as continuous positive airway pressure (CPAP) machines [294, 53, 30, 73, 137], have been developed to actively react to the occurrence of apnoeic spells by increasing the pressure of the airway. They have been shown to be extremely good at preventing the onset of OSA but issues of compliance [164] render these machines only moderately successful overall.

1.2 Challenges involved in research of sleep disorders

One of the greatest challenges in both experimental and computational research of the oropharynx and the tongue is its multiple levels of complexity. The geometry of the oropharynx and tongue is highly complex, and the surrounding anatomy is intricate and greatly influences its movement. Some of the macroscopic features of the anatomy are very fine and difficult to incorporate into models. Furthermore, the histology of the tongue musculature is incredibly complex and difficult to describe. The correct functioning of the tongue relies heavily on this histology, and so it is important to have a good basis of understanding of its functioning and the interplay between muscles. It is the coordination of several muscle groups that maintains control of the movement of the tongue; this is an incredibly challenging aspect of tongue functioning to quantify.

The issue of complexity of muscle coordination has been succinctly addressed in an editorial penned by Sokoloff [256]. Though studies have focused on the action of a number of the extrinsic muscles, few have been performed to determine the activity of the intrinsic ones, and even less the co-activity of several muscles in unison. It has been hypothesised that both intrinsic and extrinsic muscles in the tongue must be co-active to facilitate its movement and functioning, and that they do not necessarily act discretely. The action of multiple muscles is required to support and control the tongue motion, and these controlling units change during inspiration and expiration. Movement also influences muscle fibre orientation and its underlying physiological construction, thereby changing the mechanical effect. The effect of an individual muscle unit is thus affected by that of all of the other units. With all of this complexity, the basis for the selection of active tongue motor units by the neurological system remains unknown. One possibility is that multiple muscle units (subsets of the muscles themselves) are recruited simultaneously in order to perform movements; another is that properties of the muscle units (such as location) are the basis for selection. The reason is simply unknown at this time.

Apart from that of the tongue’s neurological control, a number of open questions remain to be addressed. From a clinical perspective, it is strongly believed that diminishing activity in the airway dilators during sleep is the primary cause of OSA [308]. It is noted that very little work has been done to understand the influence of the central nervous system (CNS) in this regard [308] and how this may be altered under changing blood chemistry [168]. Furthermore, the exact nature of the role of obesity in the onset of OSA is unclear [65, 227]. This plays out as subtleties in the treatment of the disorder, ergo that CPAP machines require reconfiguration after weight loss [168]. Overall, it remains to be seen whether the upper airway can be stabilised without an unstable ventilation control mechanism, such as that which may be yielded by treatment with CPAP [168].
Advanced experimental methods used to understand tongue functioning

The gross anatomy of the tongue is well understood and documented. However, some details regarding the structure and movement of this organ are only now being realised with the advent of modern technologies. Both experimental and computational methods are vital to the future of upper airway research.

Being as highly mobile as it is, large deformation and therefore strains are present in the tissues of the tongue. Dynamic magnetic resonance imaging (MRI) provides researchers with the ability to observe in vivo in-plane tongue movements. The strain attained during dynamic motion is able to be experimentally quantified using tagged MRI and can form a basis for experimental validation of finite element analysis (FEA) models such as the one presented in this work. On a histological note, diffusion tensor imaging (DTI) provides a method for mapping the distribution and direction of muscles fibres in the tongue in vivo which can also provide data for the construction of computational models. A sample of results of each technique is shown in figure 1.2. Positron emission particle tracking (PEPT) is an emerging tool that allows for the tracking of individual radio-active tracer particles in space, which may be useful for visualising airflow in airway and conceptually tracking surface motion and deformations.

![a) Tagged MRI of human tongue depicting strain in the anterior-posterior direction. Image sourced from Nappadow et al. [190]. b) Visualisation of constituent muscle groups using DTI. Image sourced from Gaige et al. [80].](image)

Figure 1.2: Examples of modern technologies used to study tongue mechanics and histology

Understanding the active tissue response and behaviour is also crucial to the development of computer models. Above the standard indentation tests used to understand passive tissue behaviour (see appendix D.3.1), magnetic resonance elastography [39] can provide in vivo data of the viscoelastic properties of the tongue. Furthermore, electromyogram (EMG) (discussed further in section 2.6), which provides a recording of electrical signals sent to the muscles, gives insight into the active behaviour of muscles.

1.3 Goals of this work

In this work, we consider OSA restricted to the region of the upper oropharynx, and therefore primarily a consequence of movement of the tongue. A complete experimental dataset of muscle activation patterns...
during breathing has not yet been described. Under very controlled environments, EMG data has been experimentally obtained for a principle few muscles, while the influences (if any) of the remaining muscles have been left unexplored. This is unsurprising considering the complex physiology and micro-histology of the upper airway. Furthermore, there are numerous physical and environmental factors that heavily influence this data. Although we understand that the GG long since has been experimentally identified as the main airway dilator in the tongue, it has not yet been fully described or quantified which factors influence its functioning. Furthermore, the roles of the other tongue muscles during breathing have not been extensively discussed.

The primary purpose of this work is to determine the outcome of reduced muscle activity in the main airway dilators, thereby simulating neural depression and the loss of reflexive mechanisms that both occur during sleep. In this way, it is desirable that one qualitatively describe the effect of diminished tongue muscle responsiveness and comment on its likely contribution to the reduction in airway patency.

In order to achieve this goal, several broader steps are to be taken. A physiologically accurate model of the tissues of the human upper airway should first be created. Such a model needs to incorporate accurate macro- and micro-scale models of the airway physiology. Representative models for both the passive and neurologically active muscle tissue response are to be developed, along with sufficiently representative models of other tissues also relevant to the problem geometry. The model is to be validated in terms of its ability to reproduce the physiologically correct motions of the tongue. A mechanism to determine muscle responses to resist complex or a priori unknown load distributions on the tongue needs to be developed. Using this, an examination of the effect of environmental factors on both the passive tissues and the active muscle response is to be conducted. Simultaneously, an investigation of the roles of the different muscles in the tongue, with an emphasis on the GG in response to breathing is required to be performed. Once there is an understanding of the response of the tongue to the various external influences, some methodology for translating these relationships to one that is representative of its sleep-state response is to be formulated.

Towards accomplishing the primary goals of this work, several secondary tasks are to be considered. The loading distributions assumed to be present on the tongue should be validated. To this end, it is desirable to compare the results obtained from pressure distributions extracted from steady computational fluid dynamics (CFD) results to idealised descriptions of airway pressure fields. At the same time, it will be possible to quantify the difference between static and dynamic models of the tongue and the response of its muscles under these temporal assumptions. Furthermore, comparing the case of nasal to oral respiration is likely to provide insights into why oral respiration, particularly inspiration, during sleep plays a large role in the onset of apnoic events. Insights towards producing simpler and more computationally efficient models to understand the OSA condition are to be presented and discussed.

### 1.4 Outline of this document

This thesis is decomposed into two main parts. In part I, a presentation of the underlying theory and development of the model is given. Part II is devoted to the presentation and discussion of the computational geometry and simulation results. Finally, further information on topics discussed in the previous two parts is provided in the Appendices.

The document addresses the concepts and theory relevant to the construction of a computational model of the human upper airway in the following order:
In chapter 2, the anatomy of the upper airway and the physiology of skeletal muscles are presented with a particular focus on the tongue. Mathematical details related to the field of continuum mechanics are subsequently discussed in chapter 3. Chapter 4 details the specific finite element (FE) implementation of nonlinear elastic media and some numerical algorithms used in this work. The description of energy functions that may be used to model general nonlinear, transversely isotropic materials are shown in chapter 5. Chapter 6 then provides specific information regarding the mathematical description and numerical implementation of active skeletal muscle. A novel mechanism to introduce active, dynamic control to the tongue is then outlined in chapter 7.

Now that the underlying theory and implementation has been detailed, the construction of the geometry for the solid model of the tongue and surrounding soft tissues is presented in chapter 8 alongside a preliminary fluid model that is used in validation studies. Numerous studies are then performed using the tongue model and an assumed pressure distribution. Firstly, the passive response of the tongue to gravitational and pressure loading is conducted in chapter 9. Its active response and the effect of the contraction of individual muscles on the underlying histology is examined in chapter 10. These two studies are followed by an optimisation study and evaluation of the performance of the neural control model under dynamic loading conditions, which is presented in chapter 11. Basic, steady state fluid-flow studies using a matching geometry to the solid model are presented in chapter 12. Finally, the results of the dynamic studies and static results obtained from pressure-data extracted from the fluid-flow study are compared in chapter 13. Further work is presented in order to translate these sets of information into an analytical model that is subsequently used to analyse the movement of the tongue in conditions of sub-optimal muscle functioning.
PART I

THEORY AND DEVELOPMENT OF THE MATHEMATICAL MODELS
2. Anatomy and Physiology

In this chapter, the gross anatomy of the HUA relevant to the OSA condition is presented. Details of the histology of soft and hard tissue components are given and the basic functioning of the muscles groups is described.

2.1 Overview of the upper airway

The human airway consists of a number of distinct anatomical regions, namely the oral cavity and oropharynx (which itself is divided into the velopharynx, hypopharynx, retroglossus), the nasal passages and nasopharynx, larynx, upper and lower trachea, the bronchial tree, and the lung parenchyma. Each region of the airway is surrounded by a complex arrangement of tissues with distinct properties and functions, all of which greatly influences the dynamics of air passing through the airway. This study focuses on the upper airway, outlined in figure 1.1. For more detailed reference of the general anatomy of the upper airway, figures 2.1 to 2.4 are provided and are referred to in the following text in which a very brief summary of the upper airway construction is presented.

2.1.1 Oral cavity

The oral cavity describes that cavernous region of the mouth that houses the tongue. A general orientation of its anatomy can be view in figures 2.1 and 2.2 and a detailed view of the anatomy its presented in figure 2.3. The tongue, whose volume occupies the greater part of the oral cavity, is an agile muscular organ that plays a vital role in speech and swallowing. Its complex physiology is detailed in section 2.2. The tongue has a number of bony attachments, most important of which are the mandible (inferior) and the hyoid bone (distal), and as such its movement within the closed oral cavity is restricted.

The other bony structure of the oral cavity is the maxilla. This forms the foundation of the anterior facial profile and the cheeks, and the hard palate that provides the floor to the nasal passages and the roof to the oral cavity. The hard palate is the point of attachment of the soft palate (distal) from which arises the uvula. The oropharynx, situated posterior to the oral cavity, is a soft anatomical structure constituted largely of muscle.

Externally, the soft tissue components of the cheeks are skin, adipose tissue and muscle (the buccinator). Internally, sublingual and submandibular glands that generate saliva lie inferior, anterior and lateral to the
Figure 2.1: Midsagittal section through the upper airway. Image sourced from Agur and Dalley [2] p788.
Figure 2.2: Coronal section through the oral cavity and nasal cavity (posterior view). Image sourced from Agur and Dalley [2] p. 694.
Figure 2.3: Detailed sections of the anatomy of the oral cavity. Image sourced from Agur and Dalley [2] pp. 669,781,783].
2.1 OVERVIEW OF THE UPPER AIRWAY

(a) Muscles of the neck. Visible are some of the muscles of the tongue and hyoid that have origin outside the tongue body.

(b) Coronal section of the oropharynx (posterior view). The anatomy of the soft palate, as well as the arrangement of the oropharyngeal constrictors is visible, as are some of the extrinsic muscles of the tongue and soft palate.

Figure 2.4: Detailed sections of the anatomy of the neck and pharynx. Image sourced from Agur and Dalley [2] pp. 767,771.
tongue and buccal glands adjacent to the medial surface of the mandible. Numerous muscles, anatomically separate from the tongue body, comprise the floor of the oral cavity. The hyoid is a fragile, floating bone located posterior to the tongue in the floor of the mouth, and vital in speech formation. From the main body of this bone protrude the greater and lesser processes, giving the hyoid a U-shape. There are a number of muscles both superior and inferior that are inserted into it and control its position. The epiglottis, a tissue-covered thin cartilaginous flap, is located at the root of the tongue and posterior to the hyoid. It covers the entrance to the larynx, functions to prevent the entrance of foreign material into the trachea and plays a crucial role in swallowing. Located in the anterior region of the fat pad on which the epiglottis is bedded, posterior to the thyroid membrane, is a bursa.

The throat is a broad colloquial term used to describe that part of the neck that lies in front of the vertebra and houses these structures plus the trachea, oesophagus and vascular, neurological, lymphatic and muscular complexes.

2.1.2 Nasal cavity and nasopharynx

There are two nasal passages or canals, each with a meatus, the nostril, opening to the exterior and separated from each other by a cartilaginous nasal septum. The nasal canals are asymmetrically arranged around the midsagittal axis. The nostrils lead to the vestibule, posterior to which the canals are divided into a complex network of channels by mucosa-covered turbinates supported by conchae (the superior, middle and inferior), underlying bony structures of the skull. These structures which project into the nasal space create in turn three structures or meatuses (the superior, middle and inferior). The general structure of the nasal canals is illustrated in figure 2.2 although their longitudinal construction is not visible from any of the images previously presented. A number of important anatomical structures lie in close proximity to the nasal passages; these include large air-filled cavities (the maxillary and ethmoid sinuses), the orbits and critical vascular and neurological entities.

2.1.3 Oropharynx

The oropharynx is the region of the airway posterior to the base of the tongue and oral cavity, inferior to the soft palate and uvula and superior to the epiglottis and larynx. Figure 2.1 illustrates the cross-section of the region (a transverse view can be seen in Agur and Dalley [2, fig. 7-53]). The pharynx is enclosed by muscular and glandular tissues of which the tonsils and tonsillar pillars are preeminent. A retropharyngeal space lies posterior to the pharyngeal constrictor muscles and anterior to vertebrae. Figure 2.4b shows a posterior view of through the oropharynx, depicting the complex arrangement of the muscles of the palate and the oropharyngeal constrictors. Lateral to the pharyngeal muscles are a collection of muscles, arteries, veins and adipose tissue.

The constrictor muscles that line the pharynx are divisible into upper, middle and lower parts and overlap each other. The inside layer of muscles is longitudinally aligned while the external layer has a circumferential orientation. As is visible in figure 2.4a, the regions of partition between the pharyngeal constrictors serve as entry points for other muscles into buccal region the floor of the mouth. Penetrating through the raphae are muscles of the tongue, such as the stylohyoid (SH) which inserts into the floor of the mouth, and the soft palate, for example levator veli palatini (LVP) which inserts into its superior surface.
2.1.4 Laryngopharynx and trachea

The larynx, or glottis, is that region of the airway between the pharynx and trachea in which the vocal apparatus responsible for sound production is located. It is a complex, hollow, mixed cartilaginous and muscular organ through which air passes with a two-piece cartilage structure; the superior portion is known as the thyroid cartilage and inferior part of the inferior structure the cricoid cartilage. The cricoid cartilage is connected to the first tracheal ring on its posterior surface.

The trachea is the last anatomical entity in the airway before the bronchial tree. It has a number of mucosal layers under which muscle and cartilage are present. Critical are the U-shaped cartilages that maintain airway patency in this region. These are connected one to the other by ligaments. The opening to the oesophagus, thence the stomach, is located at the level of the inferior part of the epiglottis, posterior to glottis.

2.2 Physiology and histology of the tongue

As with most parts of the human anatomy, the histology of the tongue is quite complex, with important physiological features prevalent at all scales of magnification. In this section, the most important details regarding the composition of the tongue are surveyed from both a macroscopic and a microscopic perspective.

2.2.1 Macro-histology

Although it may appear to be a single organ and simple in structure, the tongue is a complex, composite organ comprised of numerous intrinsic and extrinsic interwoven muscle groups supported by intramuscular tissues and glands. Each muscle plays a specific role in controlling the motion of the tongue, and this confers on it a propensity for high manoeuvrability. The lack of actual physical restriction of the tongue is remarkable. Its apex, most of each lateral side, and the superior and posterior surfaces, remain free to move.

The root of the tongue is inhibited however by certain muscles in the floor of the mouth, through attachments to the mandible and hyoid bone (which itself is free-floating), and groups of muscles that originate from a point exterior to the oral cavity (in some cases from locations lateral to the nasopharynx). The floor of the mouth, known as the submandibular triangle, is made up of the mylohyoid (MH), the anterior part of the digastric (DG), the geniohyoid (GH) and SH. The left and right halves of the MH originate from the mandible and meet one another near the midsagittal plane and insert into the hyoid. The GH are aligned in the sagittal plane, extends from the mandible to the body of the hyoid bone. Additionally, there is a small tag of tissue on the underside of the anterior portion of the tongue blade, the frenulum, that provides an anatomical anchor.

Table 2.1 and figure 2.5 describe the configuration of the component muscles of the tongue and their action.

Each muscle relating to the tongue is able to perform a specific action due to its location in the tongue, points of origin and insertion and fibre directionality. The muscles are largely placed symmetrically about the midsagittal line and those that are not on the centreline have an antagonist, allowing lateral movements to be performed.

For some movements, such as protrusion of the tongue, multiple muscle groups are contracted simultaneously to perform the motion that no single muscle could achieve. Figure 2.5 depicts sections of the tongue...
(a) External anatomy of tongue and its extrinsic muscles. Image sourced from Takemoto [271].

(b) Photograph of internal tongue histology. Image sourced from Abd-el Malek [1].

(c) Details of muscle arrangement within the tongue body. Image sourced from Takemoto [271].

**Figure 2.5:** The macro-histology of the tongue
### Table 2.1: Muscles of the human tongue and the surrounding tissue

<table>
<thead>
<tr>
<th>Muscle</th>
<th>Origin</th>
<th>Insertion</th>
<th>Main action</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(a) Extrinsic muscles</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genioglossus (GG)</td>
<td>Superior part of mental spine of mandible</td>
<td>Dorsum of tongue and body of hyoid bone</td>
<td>Depresses tongue; Its posterior part pulls tongue anteriorly for protrusion</td>
</tr>
<tr>
<td>Hyoglossus (HG)</td>
<td>Body and greater horn of hyoid bone</td>
<td>Side and inferior aspect of tongue</td>
<td>Draws down sides of tongue; Depresses and retracts tongue</td>
</tr>
<tr>
<td>Styloglossus (SG)</td>
<td>Styloid process and stylohyoid ligament</td>
<td>Side and inferior aspect of tongue</td>
<td>Retracts tongue and draws it up to create a trough for swallowing</td>
</tr>
<tr>
<td>Palatoglossus (PG)</td>
<td>Palatine aponeurosis of soft palate</td>
<td>Side of tongue</td>
<td>Elevates posterior part of tongue</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Act simultaneously to protrude tongue</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Offset from midsagittal line; has a left- and right-hand-side component</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>(b) Intrinsic muscles: Tongue body</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior longitudinal (SL)</td>
<td>Submucous fibrous layer and median fibrous septum</td>
<td>Margins of tongue and mucous membrane</td>
<td>Curls tip and sides of tongue superiorly and shortens tongue</td>
</tr>
<tr>
<td>Inferior longitudinal (IL)</td>
<td>Root of tongue and body of hyoid bone</td>
<td>Apex of tongue</td>
<td>Curls tip of tongue inferiorly and shortens tongue</td>
</tr>
<tr>
<td>Transversus (TV)</td>
<td>Median fibrous septum</td>
<td>Fibrous tissue at margins of tongue</td>
<td>Narrows and elongates the tongue</td>
</tr>
<tr>
<td>Verticalis (VT)</td>
<td>Superior surface of borders of tongue</td>
<td>Inferior surface of boarders of tongue</td>
<td>Flattens and broadens the tongue</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>(c) Intrinsic muscles: Mouth floor; suprahoid</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digastric (DG)</td>
<td>Mastoid notch of temporal bone</td>
<td>Gastric fossa on base of mandible</td>
<td>Raises hyoid bone and the floor of the mouth</td>
</tr>
<tr>
<td>Geniohyoid (GH)</td>
<td>Back of symphysis menti</td>
<td>Anterior surface of body of hyoid bone</td>
<td>Raises hyoid and floor of mouth, widens pharynx</td>
</tr>
<tr>
<td>Stylohyoid (SH)</td>
<td>Posterior surface of styloid process</td>
<td>Body of hyoid bone</td>
<td>Raises hyoid and elongates floor of mouth</td>
</tr>
<tr>
<td>Mylohyoid (MH)</td>
<td>Mylohyoid line of mandible</td>
<td>Median fibrous tissue (Anterior, medial fibres; Front of the body of the hyoid bone (posterior fibres)</td>
<td>Forms floor of mouth; Contraction raises floor of mouth, hyoid bone and base of tongue</td>
</tr>
</tbody>
</table>
and illustrates the geometrically complex description of the tongue and its constituent muscle groups. Figure 2.5a depicts a tongue specimen with some of the muscles present on the exterior of the tongue body indicated for clarity. The stylised illustration presented by Takemoto [27] in figure 2.5c is consistent with anatomical references Agur and Dalley [1], Davies [53] and demonstrates clearly the complex arrangement of the muscle of the tongue that cannot be easily discerned from photographs and slides. Although they may appear distinct, it can be seen in figure 2.5b that the muscles in the body of the tongue interweave and that, even at a macroscopic level, some non-muscular tissue is evident in the tongue. Muscle fibres that constitute each muscle group are distributed in a non-uniform manner and have directionality that change depending its location in the tongue.

The genioglossus (GG), which is the focus of much of this work, is a fan-shaped extrinsic muscle of large volume lying on either side of the median plane. It has its origin on the two superior mental spines of the mandible and inserts throughout the body of the tongue as far back as the hyoid bone.

### 2.2.2 Micro-histology

At the length scale of individual muscle fibres, the histology of muscle appears very different to that observed at the macroscopic level. Depending on where the anatomical section is taken, fibres from different muscle families with differing densities and orientations are present.

Studies performed by Nashi et al. [191] demonstrate that the local fat fraction varies considerably throughout the tongue. Figure 2.6 depicts a measured example from the study, which highlights that closer inspection of the histology is required in order to quantify the proportion of the tongue volume that is made of muscle fibres.

![Figure 2.6: Quantified adipose tissue concentrations at various regions in the tongue. Image sourced from Nashi et al. [191].](image)

Figure 2.6 shows tissue sections taken of some of the intrinsic muscles of the tongue. The slides demonstrate that muscle groups that occupy the same region of the anatomy (and which in these examples appear largely orthogonal to one another) are not segregated, but rather interweave with one another.

Muscle fibres of varying diameter are packed into fascicles around which interstitial connective tissue, adipose and vascular tissue together with collagen, are present. It is reported that throughout the entire body of the tongue some form of connective or glandular tissue is present in close proximity to muscular tissue [259].
2.3 Physiology of the palate

The human palate consists of two parts with distinctly different properties, namely the hard palate and the soft palate. Their location, form and proximity relative to the tongue and retroglossus can be seen in both figures 2.1 and 2.4b. The hard palate is a bony structure covered by a thin soft tissue layer. The soft palate, or velum, extends distally from the hard palate and terminates in the free-hanging uvula. Both are mostly comprised of glandular tissue, but also includes muscular tissue component. Both palates serve to divide
the oral and nasal cavities and are critical in the processes of swallowing and speech formation. It should be noted that some of the muscles of the soft palate directly contribute to the functioning and movement of the tongue. In particular, the palatoglossus (PG) inserts into the side of the tongue and is used to assist in lifting the posterior region of the tongue.

2.4 Composition and function of non-muscular tissues

The upper airway anatomy is comprised of a multitude of tissues, including bone, cartilage, fatty tissues, ligaments and tendons. A brief description of the composition of the first three is given here.

Cartilage is a composite material, consisting of fluid-filled cells, intercellular matrix and network of collagen fibres. The consistency of the cartilage, in terms of the volume comprised by matrix and fibres, depends on its location within the body. The movement of fluid within the tissue bestows it with viscoelastic qualities. Cartilage acts as a shock-absorption material, provides lubrication for joints and can also be of structural significance. The main structural component of the body, bones, are a form of calcified cartilage. At the macroscopic level, they are a histologically complex structure composed of the dense cortical outer layer with a porous interior made of trabecular bone. They are brittle, only functioning in the small strain regime but have an anisotropic and viscoelastic response.

Adipose or fatty tissue is comprised of cells that contain lipids, interspersed with other connective tissues. The exact nature of the composition of the tissue depends on its site. The resulting collection of tissues is elastic in nature and serves as a cushioning material, insulator and energy deposit.

2.5 Composition and functioning of skeletal muscle

Skeletal muscle is a striated voluntary muscle that is able to be controlled through somatic motor innervation. In general, it is made up of three main components, namely the tendon, collagen connective tissue and striated muscle fibres. Each component is comprised of increasingly complex sub-units, the arrangement of which has a great effect on the mechanical properties of the muscle unit. The total force that a muscle can
generate is dependent on a number of factors such as the cross-sectional area of the muscle, the number of muscle fibres implicated in the contraction, the length and contraction rate of the muscle and the manner in which the muscle is stimulated. In order to better understand the physiology of skeletal muscle, the composition of muscle and its basic sub-units are first discussed.

2.5.1 Composition of skeletal muscle

The basic structure of skeletal muscle is depicted in figure 2.10.

![Figure 2.10: Structure of skeletal muscle](image)

Skeletal muscle is attached to its bony origin by means of a tendon. The muscle is divided into several sub-units, the largest of which is a fascicle. Each fascicle, which is composed of a parallel collection of muscle fibres, is surrounded by a layer of connective tissue known as the perimysium. The collection of fascicles that compose each muscle are encapsulated by the epimysium. Pennation, which describes the angle of attachment of the fascicles to the tendon, varies depending on the muscle. In a muscle such as the rectus femoralis the pennation angle is significant; however, the muscles of the tongue and the upper airway have no pennation.

The fibres that make up skeletal muscle are not uniform in their properties. Type I fibres are known as slow-twitch fibres, taking of the order of tenths of a second to reach a state of maximum contraction, while type II fibres are fast-twitch taking milliseconds to produce maximum tension. These fibre types also have different contractile strengths, fatigue and metabolic rates. Both of these fibre types are present in the tongue, as observed in figure 2.11.

Each muscle fibre, as shown in figure 2.10b, contains several myofibrils with a diameter of approximately 1μm that run the length of the muscle fibre, and the remaining space is filled by sarcoplasm. It is the arrangement of the myofibrils and muscle fibres that give the muscle its striated appearance. The myofibrils are subdivided into myofilaments, which contain a specific arrangement of sarcomeres. Each myofilament is 2.5μm long, dependant on the force in- and excitation state of the muscle. Sarcomeres are arranged both serially and in parallel to make up each myofibril. The is the action of the myofilaments that cause active contraction of the muscle unit.
2.5.1.1 Composition of the sarcomere

Figure 2.12 illustrates the arrangement of sarcomeres in a muscle and provides a representative drawing of the structure of a single sarcomere. At the end of each sarcomere is a Z-disc. Three protein filaments make up the composition of the myofilaments. Titin filaments serve to anchor myosin filaments to the Z-disc. Titin filaments are elastic, and are considered to contribute to the elastic recoil of the muscle during relaxation. Protruding from each end of the myosin are numerous 19nm long cross-bridges. Parallel to the titin and myosin filaments are actin filaments which serve as attachment points for the cross-bridges. Actin and myosin have diameters of approximately 5nm and 12nm respectively. The arrangement of actin and myosin filaments appears as a hexagonal pattern if viewed in cross-section through the myofibre.

Figure 2.11: Fast and slow action muscle fibres depicted in a stained tongue section from undeclared region. Each fascicle in this image is of the order of 20 – 80µm in diameter. Image sourced from Stål et al. [259].

(a) Electron microscope image of glycerinated chick pectoral muscle. Multiple sarcomeres are visible, with the Z-discs. Image sourced from Hagopian [95].

(b) Sarcomere components

Figure 2.12: Electron micrograph of skeletal muscle sarcomeres. In figure 2.12a, the approximate lengths of the I- and A-bands are 1µm and 1.5µm respectively and the overall length of the sarcomere is approximately 2.2µm.

In figure 2.12a a number of distinct histological features of the horizontally aligned collection of sarcomeres are visible. The dark bands on either side of the image are Z-discs. The large grey band in the centre of the image, known as the A-band, is the region where the actin and myosin filaments overlap and interact by the action of the cross-bridges. Central to the figure is a narrow white band, the H-band, indicating the extents of the actin filaments that extend from either Z-disc. The white bands that extrude from either side of the Z-disc are the I-band, and indicate the region that has actin filaments but no myosin.
2.5.2 Functioning of skeletal muscle

When at rest, skeletal muscle displays viscoelastic properties. This is not an entirely passive state for in this resting state the muscle maintains its tone as a consequence of continued stimulation by motor neurones (anterior horn cells). The resting stress determines the resting length of a muscle, and does not affect the muscle mechanics in any other way. The total contractile force of the activated muscle is dependent on the arrangement of the muscle fibres with respect to the overall line of action of the muscle. [78]

2.5.2.1 Histological process of muscle contraction

Muscle contraction, from the viewpoint of the changes occurring within each sarcomere, is presently best described by the sliding filament theory of contraction. During contraction, neither the actin nor myosin filaments change in length. The myosin slides over the actin into the I-band, an open region of space [74]. Contraction therefore results in the reduction in length of the I- and H-bands, while muscle relaxation will result in their elongation. Contraction can occur as long as there is free space in the I-band to permit this - at this point, there is a slight overlap of actin filaments. When the sarcomere is in a state of extension (due to the influence of an external entity), the I-band may open up to the point where there is no A-band present. Since this indicates that there is no overlap of the actin and myosin filaments, no cross-bridges between these proteins can be made and active contraction is not possible. Ultimately, the shortening of the sarcomeres results in the shortening of the myofibrils and therefore the myofibres that constitute a particular region of the muscle.

Contraction occurs through the action of the cross-bridges, described in the cross-bridge theory. A cross-bridge is the collective unit produced when a myosin head attaches to a binding site on an actin filament. The sliding action of the actin filament over the myosin filament is produced through the action of the cross-bridges, and the intensity of the contraction is proportional to the number of active cross-bridges. During a single contraction cycle of the cross-bridges, the muscle is shortened by approximately 1% of its resting length. Many cycles occur to produce an eventual shortening of up to 60% of the muscle’s original length. [74]

A number of complex chemical processes are involved in the functioning of the cross-bridges, causing the eventual conversion of chemical energy into mechanical energy. Chemical energy in the form of adenosine triphosphate (ATP) is required to control the creation and breakage of cross-bridges. Once a cross-bridge has been created and a chemical transformation taken place, the power-stroke of the myosin-complex is produced, resulting in the mechanical deformation of the myosin and the displacement of the myosin filament relative to the actin.

2.5.2.2 Sarcomere force-length relationship

The force-length relationship of a sarcomere has been experimentally determined to take the form shown in figure 2.13. At the ideal resting length for sarcomeres, the actin and myosin filaments are aligned such that there are a maximum number of cross-bridges exposed to potential binding sites. This means that, upon activation, an optimal number of cross-bridges can be formed to produce the maximal contractile force. This ideal resting length is maintained during passive stretching by reflex contractions. [74]
It is also shown that the maximal performance of the muscle deteriorates as the length of the sarcomere deviates from the ideal length. The mechanism governing the performance reduction differs for elongation and contraction. As the distance between the Z-discs of the sarcomere increases, the overlap between the actin and myosin filaments is reduced and the number of myosin-heads exposed to binding sites on the actin filament decreases. Under conditions of extreme elongation, the myosin will no longer be adjacent to the actin and no cross-bridges can be formed. The hypothesis offered for explaining the loss of a capability for contractile force generation during shortening is that, as the muscle becomes shorter and the cross-sectional area increases, the distance between the actin and myosin filaments increases. This in turn decreases the likelihood of a successful cross-bridge formation. Additionally, it is speculated that the pressure of fluid in the muscle increases, generating a force opposed to contraction. Furthermore, when the contraction is large enough for the H-band to disappear, the actin filaments overlap causing and interference with normal function and a resultant reduced performance.

2.5.2.3 Muscle force-length and force-velocity relationships

Skeletal muscle is sensitive to both its length in relation to the resting length and the rate at which its length it is changing. Figure 2.14 depicts the experimental results used to gain an understanding of the relationship between the force present in a muscle and its length and rate of change of length.

Figure 2.14a shows the typical force-stretch response for active skeletal muscle tested at a macroscopic level. This data is produced from isometric (and thus iso-velocity) stretches of a stimulated muscle. It is observed that the activated muscle responds to the elongation in two distinct stages. The initial response shows the short-range stiffness of the muscle. This has been attributed to the deformation of the passive series-elastic components, with little action of the cross-bridges. As the muscle continues to stretch, the tautness of the muscle decreases as the cross-bridges start to break and reform. In this region, the stiffness of the muscle is related to the rate at which cross-bridges detach from and reattach to the actin molecules.

Isotonic experiments performed by Hill to demonstrate the force-velocity relationship of fully tetanised skeletal muscle, are illustrated in figure 2.14b. Under conditions of a constant preload force, the clamped
muscle is maximally stimulated and released against a variable load. There is an inverse relationship between the generated contractile force and the velocity of contraction. The contractile velocity was also observed to increase as the preload increased. One physiological factor dictating this relationship is the rate at which cross-bridges can attach to the opposing moving filament.

2.5.3 The nervous system and muscle contraction

Muscle contraction occurs through a complex electro-chemical and mechanical event facilitated by the delivery of specific chemical substances at nerve endings. The activation of a varying number of neurones causes the recruitment of a varying number of muscle fibres and therefore a gradual and controlled contraction event.

The impulse controlling contraction and relaxation is delivered to each myofibre by a somatic motor nerve, a subset of the central nervous system. The motor nerve can end in several neuromuscular junctions, collectively known as a motor unit, each of which stimulates a single muscle fibre. The activation of a somatic nerve can therefore lead to the simultaneous activation of a number of muscle fibres. Through the asynchronous stimulation of several motor units, the contraction of the entire muscle can be accurately controlled. The strength of muscle contraction is determined by the number of motor units recruited (and therefore the number of muscle fibres involved in active contraction), as well as rate at which a stimulus or impulse is delivered to the muscle. The larger the group of myofibres recruited for contraction, the greater the overall contractile strength but the less the degree of fine motor control available.

Temporary stimulation of a muscle fibre results in a contraction that is not sustained. The contraction is sustained as long as the signal is delivered and when a signal ceases the muscle relaxes. This cycle of contraction and relaxation is known as a twitch. Each individual stimulus causes the muscle to twitch. The process whereby successive twitches build up contractile strength, a phenomenon known as the summation of twitches, is described with the aid of figure 2.15.

At a low stimulation frequency, the muscle contracts and then undergoes a period of relaxation and the tone reduces. Before the muscle can completely relax, it may be stimulated once more and thus reach a peak contractile force greater than in the previous twitch. Continued stimulation at a low frequency will only result in the force developing to a level less than the maximum that the muscle is physiologically capable.
Figure 2.15: Tetanisation and the summation of twitches [78, 74]. Increased stimulation frequency of muscle results in the generation of greater contractile forces. Each curve represents the force history resulting from a differing period between impulses.

of producing. Increasing the frequency of stimulation causes the muscle to twitch more rapidly until each individual twitch is indistinguishable from another. In this state, a critical stimulation frequency has been reached or exceeded, and the muscle is said to be fully tetanised or in a state of complete tetany. In this state, the muscle is able to produce its maximum contractile force. Above any critical frequency, the increase in contraction force is slight. [74]

2.6 Measured neurological response of the tongue

Due to its primary role in maintaining airway patency, the activity of the GG is commonly probed in research involving human sleep disorders. The early experimental work of Sauerland and Harper [247], EMG monitoring of the tongue muscles (by wire-electrodes) lead to the conclusion that the tonic loss of GG activity during REM sleep may lead to upper airway obstruction. Later in the important work of Remmers et al. [231], it was demonstrated that the GG response, measured with the use of EMG, is very different in patients experiencing upper airway occlusion compared to healthy subjects. In the OSA patients, is a marked decline in reflexive response of the GG to airway pressure, with lower levels of activity recorded in these cases across a range of airway pressures.

Figure 2.16 illustrates typical post-processed EMG data demonstrating the response of the GG to the changing airway pressure. Similar results under differing experimental conditions can be seen in Malhotra et al. [165], Stanchina et al. [261]. This particular dataset highlight indicates four potential apnoea events, where upon inspiration the airway pressure has lowered considerably without any additional activity being recorded in the GG response. More complex electrical studies, such as those involving manual electrical stimulation of the GG, have been performed by Oliven et al. [199], Isono et al. [126, 127] to determine the relationship between GG contraction and airway CSA.

Akahoshi et al. [3] designed experiments where the ventilation of the airway in healthy, awake subjects (in the...
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Figure 2.16: Typical raw EMG results indicating four events of decreased epiglottal pressure without a corresponding additional recruitment of the GG. Image sourced from Pierce et al. [221].

Figure 2.17: Results of a passive ventilation experiment demonstrating the relationship between the negative airway pressure and GG activity. Image sourced from Akahoshi et al. [3].

Figure 2.18: Approximation of GG activity during sleep and wake states for use in computational simulations of the tongue. Sleep state transition occurs at approximately 450 Pa, and a general reduction in muscle tone is visible. Image sourced from Huang et al. [111].
supine position) was controlled in order to determine the relationship between the GG activity and airway pressure. These results, indicating a direct link between the airway pressure and GG activity, are presented in figure 2.17. The authors noted that the loss of this reflexive response by the GG could lead to OSA. Similar trends indicating a linear response of the GG to inspirational airway pressure [164], and hysteresis in different stages of breathing, have been presented by Remmers et al. [231], Malhotra et al. [167], White [308], Fogel et al. [73]. This proportional response during the wakeful condition, as well a stagnation of the response during sleep (that is, that the GG response peaks at a threshold pressure during sleep and has no increasing response as the pressure continues to drop), is also indicated by Malhotra et al. [165].

Huang et al. [111] used the above information to estimate the activity of the GG during sleep. In figure 2.18, their approximation for the response of the GG in wakeful and sleep conditions is shown. The authors, based on information in the literature, assumed that the slow and fast (tonic and phasic) muscle reactions during sleep would be reduced by 15% for normal breathing. Furthermore, the critical pressure threshold at which there is a loss of reflexive mechanisms in the GG [231], resulting in the practically negligible change in contractile state of dilator muscles, was set at approximately −450 Pa. Using this model, the airway collapse pressure was estimated by the authors to be −490 Pa and −687 Pa for male and female subjects respectively.
3. **Continuum mechanics**

Continuum mechanics provides a basis for formulating the mathematical descriptions of materials that demonstrate complex behaviours. In this chapter, the fundamental notation, finite-strain kinematics, kinetics and balance laws governing homogenised continuous solid media are presented.

Following the description of motion and deformation, strain measures and their invariants are presented. A redefinition of the basic kinematic terms to account for the prestressing of biological materials follows. Various stress measures are defined in the context of large-deformation mechanics. Thereafter, the development of the theory of elasticity for both isotropic and transversely isotropic hyperelastic materials is summarised; and, as the modelling of biological materials involves incompressible media, the procedure to decouple the volumetric and isochoric material behaviour is described. Lastly, the kinematics of two motion-dependent boundary conditions used to approximate complex physiological conditions is developed.

### 3.1 Kinematics

The basic kinematic configuration is presented in figure [3.1]. The position of material points in $B_0 \in \mathbb{R}^3$, defined in a stationary reference configuration $\Omega_0$, are denoted by $X$. The boundary of $B_0$ is denoted as $\Gamma_0$. Upon deformation, the body $B_0$ is transformed to $B$ defined in the spatial configuration $\Omega$, with points denoted by $X$ displacing to $x$ and the surface to $\Gamma$.

The motion $\varphi$, a nonlinear map transforming points in $B_0$ to points in $B$, is defined by

$$x = \varphi (X,t).$$

The displacement and velocity fields respectively are given by

$$u (X,t) = x - X, \quad v = \dot{u}.$$

The deformation gradient associated with the motion is given by

$$F = \frac{\partial \varphi}{\partial X} = \nabla \varphi = I + \nabla \dot{u}.$$
Figure 3.1: Kinematics described by deformation of a general body. Illustrated are the bodies in the reference and current configurations, the transformation maps and operators, and the definition of boundary conditions.

where the gradient is taken with respect to the material coordinate system. The deformation gradient describes the transformation a line element in $\Omega_0$, denoted as $dX$, to $\Omega$ by

$$dx = FdX.$$ (3.4)

For consistency in the index notation used in this text, quantities defined in the $\Omega_0$ will be capitalised while quantities in $\Omega$ will be presented in lowercase. The requirement that equation 3.1 remains single valued and produces a compatible strain field implies that

$$\nabla_0 \times F = 0.$$ (3.5)

Furthermore, the requirement of the invertibility of $\varphi$ implies that the inverse map

$$X = \varphi^{-1}(x, t)$$ (3.6)

exists. The inverse of the deformation gradient is given by

$$F^{-1} = \frac{\partial \varphi^{-1}}{\partial x} = \nabla \varphi^{-1}$$ (3.7)

and the volumetric Jacobian by

$$J := \det F = \lambda_1 \lambda_2 \lambda_3 > 0$$ (3.8)

where $\lambda_i$ are the eigenvalues of $F$. Note that the spatial gradient of the motion can be represented in terms of the material quantities

$$\nabla \varphi = \frac{\partial \varphi}{\partial x} = \frac{\partial \varphi}{\partial X} \frac{\partial X}{\partial x} = \nabla_0 \varphi F^{-1}.$$ (3.9)

The velocity gradient, defined with respect to the spatial configuration, is given by

$$l := \nabla v = \frac{\partial v}{\partial x} = \frac{\partial v}{\partial X} \frac{\partial X}{\partial x} = \nabla_0 v F^{-1} = \dot{F} F^{-1}.$$ (3.10)
and the rate-of-strain tensor

\[ d = t^S = \frac{1}{2} \left( t + t^T \right) \]  

(3.11)

where the deformation rate \( \dot{F} := \nabla \dot{\varphi} \) and \((\cdot)^S := \frac{1}{2} \left[ (\cdot) + (\cdot)^T \right]\) denotes an operation that produces the symmetric part of the tensor \((\cdot)\).

At any position in the domain \( B_0 \), the change in volume of an infinitesimal volume element is related to the motion by

\[ dv = J dV . \]  

(3.12)

To define the transformation of surface normals between configurations, consider an area vector \( dA = N \, dA = dY \times dZ \) defined in the reference configuration, where \( N \) is the normal to the surface and \( dY, dZ \) are orthogonal vectors tangent to \( \Gamma_0 \) at the material point \( X \). Nanson’s formula describes the transformation of an area element to the current configuration by

\[ n \, da = dy \times dz = F dY \times F dZ = J F^{-T} N \, dA \]  

(3.13)

where \( n \) is normal to the surface \( \Gamma \) at \( x \).

The right (material) and left (spatial) Cauchy-Green deformation tensors are defined by

\[ C := F^T F \]  

(3.14a)

\[ b := F F^T \]  

(3.14b)

respectively. Utilising the polar decomposition theorem, the deformation gradient can be decomposed into two discrete motions

\[ F = UR = RV \]  

(3.15)

where \( R \) is a proper, orthogonal rotation tensor \((R^T = R^{-1}, \det R = 1)\) associated with the deformation, and \( U, V \) are the positive-definite symmetric (PDS) material and spatial stretch tensors respectively. As the Cauchy-Green tensors are [PDS], they have the spectral decomposition

\[ C = U^2 = \sum_\alpha \lambda_\alpha^2 E_\alpha \otimes E_\alpha \]  

(3.16a)

\[ b = V^2 = \sum_\alpha \lambda_\alpha^2 e_\alpha \otimes e_\alpha \]  

(3.16b)

where \( \lambda_i \) represents the principal stretch (or eigenvalue) corresponding to the principal direction (or eigenvector) \( E_i, e_i \) respectively defined in the material and spatial reference frames. The associated deformation gradient is decomposed into

\[ F = \sum_\alpha \lambda_\alpha e_\alpha \otimes E_\alpha . \]  

(3.17)

The Green-Lagrange strain tensor is related to the right Cauchy-Green tensor, and therefore the displacement gradient, by

\[ E := \frac{1}{2} \left( C - I \right) = \frac{1}{2} \left( \nabla_s u + \nabla_s u^T + \nabla_s u^T \nabla_s u \right) . \]  

(3.18)
The true strain of a line element aligned in the principal direction is related to the stretch of a line element by

\[
\varepsilon = \int_L \frac{dL}{L_0} = \ln \left( \frac{L}{L_0} \right) = \ln (\lambda)
\]

where \( \lambda \) is a principal stretch. An arbitrary unit line element originating at \( X \) with direction \( N \) is reorientated by equation 3.4 to the direction \( n \) and undergoes a stretch of magnitude \( \lambda = |FN| \) as described by

\[
\lambda n = FN
\]

The scalar invariants of a symmetric strain tensor provide measures of deformation that are reference frame-invariant. Given a symmetric deformation or strain quantity \( A \), the three commonly defined invariants of \( A \) are

\[
I^A_1 = \text{tr}(A) = \lambda_1^A + \lambda_2^A + \lambda_3^A, \quad I^A_1 = A_{ii}
\]

\[
I^A_2 = \frac{1}{2} \left( \text{tr}(A)^2 - \text{tr}(A^2) \right) = \lambda_1^A \lambda_2^A + \lambda_2^A \lambda_3^A + \lambda_3^A \lambda_1^A, \quad I^A_2 = \frac{1}{2} (A_{ij}A_{jj} - A_{ij}A_{ji})
\]

\[
I^A_3 = \det A = \lambda_1^A \lambda_2^A \lambda_3^A, \quad I^A_3 = \epsilon_{ijk}A_{ij}A_{jk}
\]

where \( \lambda_i^A \) are the principal values of \( A \).

Note that the volumetric Jacobian and the third invariant of the right Cauchy-Green tensor are related by

\[
I^C_3 = J^2
\]

and that the first three invariants of \( C \) and \( b \) are equal. An additional invariant of the Cauchy-Green deformation tensors, often referred to as \( I_4 \), is one that describes a directional value and is defined in terms of the right Cauchy-Green tensor as

\[
\lambda_2^2 = N \cdot CN = C : (N \otimes N)
\]

Here \( N \) describes a direction vector defined on \( \Omega_b \). This relationship can be derived from equation 3.20 or inferred from the principal value decomposition given in equation 3.16a. If \( N_i \) is aligned with the principal directions of its counterpart deformation tensor, then the invariants described by equation 3.23a give the principal values \( \lambda_i^2 \).

### 3.1.1 Zero strain configuration

The presence of the gravitational body force acting on the pliable tissues of the HUA implies that the configuration from which the images are extracted is not stress- or strain-free. To account for the pre-strain and prestress, an additional configuration state, namely the zero strain configuration, is introduced. Figure 3.2 illustrates the three configurations and the relationship between them.

The initial configuration, not necessarily the same as the reference configuration, is denoted \( \Omega_i \). The total displacement and deformation gradient are redefined as

\[
u^\text{CI} = x - x^i = (x - X) + (X - x^i) = u^\text{CR} + u^\text{RI}
\]

\[
F^\text{CI} := F = \frac{dx}{d\xi^i} = F^\text{CR}F^\text{RI}
\]
Figure 3.2: Deformation of a general body with a non-trivial zero strain configuration. The kinematic configurations illustrate the initial $\Omega_0$, undeformed $\Omega_0$ and current $\Omega$ configurations and the relationship between the deformation gradients.

such that

$$\text{d}x = F^{CI}\text{d}x^I$$

with $x^I = \varphi(X)|_{\Omega_0=\Omega,t=0}$ and $\text{d}x^I$ representing specifically a point and line-element in the initial configuration respectively. The subscript notation C, R, I is used to denote the current, reference and initial configurations respectively. The definitions of the deformation gradients between the various states are

$$F^{CR} := \nabla_0 \varphi = \frac{\text{d}x}{\text{d}X} \quad \text{and} \quad F^{IR} := \frac{\text{d}x^I}{\text{d}X}, \quad F^{RI} = (F^{IR})^{-1}.$$  \hspace{1cm} (3.27)

The total deformation gradient is multiplicatively decomposed into two parts with $F^{RI}$ and $F^{CR}$ respectively mapping line segments from the initial to the reference configuration and the reference to the current configuration.

The total stretch of any line element in therefore

$$\lambda^{CI} := \lambda = \lambda^{CR} \lambda^{RI} = |F\text{n}|$$

with the stretch of the line element from the reference to the initial and current configurations calculated by

$$\lambda^{CR} = |F^{CR}\text{n}| \quad \text{and} \quad \lambda^{IR} = |F^{IR}\text{n}|, \quad \lambda^{RI} = (\lambda^{IR})^{-1}$$

respectively. The updated direction of the line element in the current configuration is calculated directly from the reference direction with

$$\text{n} = \left(\lambda^{CR}\right)^{-1} F^{CR}\text{n}.$$  \hspace{1cm} (3.30)

A brief proof of the validity of the decomposition is provided in appendix [A.1].
3.2 Kinetics

The description of forces acting on bodies and stress quantities relevant to large-strain mechanics are now discussed. Work conjugacy, a key component to the development of constitutive relations between kinematic and kinetic quantities, is then presented.

3.2.1 Stress measures

The definition of stress can be produced by considering a force acting on the (internal) surface of a body to produce deformation. Figure 3.3 illustrates the forces and traction vectors acting on a body in the spatial configuration and their equivalent counterparts in the material setting. The Cauchy stress theorem states that

\[
\begin{align*}
\sigma & = \frac{d\mathbf{f}}{dA} \\
\mathbf{n} & = \mathbf{T}
\end{align*}
\]

Figure 3.3: The relationship between material and spatial normal, force and traction vectors visualised on the internal surface of a body.

force acting on a surface area \(d\mathbf{a}\) is related to the Cauchy stress through the traction vector

\[
d\mathbf{f} = t \, d\mathbf{a} := \sigma \, d\mathbf{a}
\]

where the traction \(t\) is the force per unit current surface area and the Cauchy stress \(\sigma\) is a symmetric second-order tensor that acts on a surface normal to produce the traction.

The Cauchy postulate,

\[
t \, d\mathbf{a} = t_0 \, d\mathbf{A}
\]

links the traction vectors defined in the two configurations. Through the application of Nanson’s formula (equation 3.13) to equation 3.32, the traction defined on the spatial domain in equation 3.31 can be expressed in terms of quantities in the reference domain by

\[
t \, d\mathbf{a} = \left( J \sigma \mathbf{F}^{-T} \right) N \, d\mathbf{A}
\]

with the first Piola-Kirchhoff stress, which has mixed bases, defined as

\[
P := J \sigma \mathbf{F}^{-T}
\]
To facilitate the description of the relationship between force and stress measures in the different configurations, the push-forward and pull-backward operations are introduced. For vectors, the respective operations are

\[
\chi (\bullet) := F (\bullet) \quad (3.35) \\
\chi^{-1} (\bullet) := F^{-1} (\bullet) \quad (3.36)
\]

and second-order tensors they are defined as

\[
\chi (\bullet) := F (\bullet) F^T \quad (3.37) \\
\chi^{-1} (\bullet) := F^{-1} (\bullet) F^{-T} \quad (3.38)
\]

Using equation (3.36) on the boundary force \( df \), a fictitious force describing an equivalent force acting on the reference configuration can be produced. The result of this is

\[
df_0 = \chi^{-1} (df) = \left( J F^{-1} \sigma F^{-T} \right) N d\Lambda \quad (3.39)
\]

where the second Piola-Kirchhoff stress tensor is related to the Cauchy and first Piola-Kirchhoff stresses by

\[
S := J F^{-1} \sigma F^{-T} = F^{-1} P \quad (3.40)
\]

An additional symmetric stress quantity is the Kirchhoff stress tensor, defined as

\[
t := J \sigma = \chi (S) \quad (3.41)
\]

and describes the current traction per unit reference area.

### 3.2.2 Work conjugacy

The requirement for a body in equilibrium is that there is a balance of forces acting on the body, or more precisely that the sources of momentum acting on the surface of a body and those acting on its interior are in equilibrium. This can be described mathematically by

\[
\Omega \int b \, d\Omega + \Gamma \int t \, d\Gamma - \frac{\partial}{\partial t} \Omega \int \rho v \, d\Omega = 0 \quad (3.42)
\]

Assuming that the inertial forces \( \rho \dot{v} \) are negligible, equation (3.42) reduces to

\[
\Omega \int b \, d\Omega + \Gamma \int t \, d\Gamma = 0 \quad (3.43)
\]

The divergence (or Gauss) theorem,

\[
\Gamma \int a \cdot n \, d\Gamma = \Omega \int \nabla \cdot a \, d\Omega \quad , \quad \Gamma \int a_i n_i \, d\Gamma = \Omega \int \frac{\partial a_i}{\partial x_i} \, d\Omega \quad ,
\]

provides a relationship between the flux of a vector field \( a \) through the surface of a body and the vector field within the body itself.
Testing equation \(3.43\) with an arbitrary velocity \(v\), restructuring the boundary term using equation \(3.31\) and utilising equation \(3.44\) in conjunction with the chain rule results in the description of mechanical power due to volume and surfaces forces

\[
W = \int_{\Omega} v \cdot (b + \nabla \cdot \sigma) \, d\Omega + \int_{\Omega} \sigma \cdot d \, d\Omega.
\]  

(3.45)

The terms collected in the first integral are the weak form of the equilibrium equation (equation \(3.43\)) and are consequently equal to zero. The Cauchy stress \(\sigma\) and symmetric rate-of-strain tensor \(d\) are power conjugate pairs and the domain integral of their inner-product is a measure of the work rate of internal stresses.

The domain of integration in equation \(3.43\) can be changed using equation \(3.12\) such that

\[
\int_{\Omega} \sigma \cdot d \, d\Omega = \int_{\Omega_0} \tau : d \, d\Omega_0.
\]  

(3.46)

Manipulation of equation \(3.45\) using equations \(3.34\), \(3.40\) and \(3.46\) identifies the power conjugate pairs for the first and second Piola-Kirchhoff stresses,

\[
\begin{align*}
\int_{\Omega} \sigma : d \, d\Omega &= \int_{\Omega_0} \tau : d \, d\Omega_0 \\
&= \int_{\Omega_0} P : \dot{F} \, d\Omega_0 \\
&= \int_{\Omega_0} S : \dot{E} \, d\Omega_0 \\
&= \int_{\Omega_0} S : \frac{1}{2} \mathbb{C} \, d\Omega_0 \quad \text{with} \quad \dot{E} = \frac{1}{2} \mathbb{C} \text{ from equation } 3.18.
\end{align*}
\]  

(3.47a, 3.47b, 3.47c)

The strain-rate conjugates for \(P\) and \(S\) are the deformation rate and time-rate of the Lagrangian strain tensors respectively.

### 3.3 Hyperelasticity

Hyperelastic materials are idealised elastic materials for which a constitutive model can be derived from a strain-energy function (SEF). Assuming that the scalar SEF \(\psi\) describes the stored energy per unit reference volume of a single material, it can equivalently expressed using various strain variables through application of the principle of frame-indifference

\[
\psi = \tilde{\psi} (F) = \bar{\psi} (C) = \tilde{\psi} (E) = \bar{\psi} (b) .
\]  

(3.48)

Utilising the chain rule, the time-rate of the SEF is

\[
\dot{\psi} = \frac{\partial \tilde{\psi}}{\partial \dot{F}} = \frac{\partial \tilde{\psi}}{\partial \dot{E}} = \frac{\partial \tilde{\psi}}{\partial \dot{C}} : \dot{F} .
\]  

(3.49)

Comparing equation \(3.49\) to equation \(3.34\) it is observed that the first Piola-Kirchhoff stress can be expressed in terms of the SEF by

\[
P = \frac{\partial \tilde{\psi} (F)}{\partial F} .
\]  

(3.50)

Similarly, using equations \(3.18\) and \(3.40\) it can be demonstrated that the SEF and the second Piola-Kirchhoff stress are related by

\[
S = \frac{\partial \bar{\psi} (E)}{\partial E} = 2 \frac{\partial \bar{\psi} (C)}{\partial C} .
\]  

(3.51)
Starting with \( \dot{\psi}(b) \), taking the time derivative, applying the chain rule and comparing to equation 3.47a, it is deduced that

\[
\tau = 2 \frac{\partial \dot{\psi}(b)}{\partial b} b = 2b \frac{\partial \dot{\psi}(b)}{\partial b} .
\] (3.52)

Furthermore, the application of equation 3.41 to equation 3.51 shows that the following identity holds

\[
\tau = \chi \left( 2 \frac{\partial \dot{\psi}(C)}{\partial C} \right) .
\] (3.53)

This demonstrates that equation 3.53 can be derived from equation 3.51 using equation 3.37 and noting that the invariants of \( C \) and \( b \) are the same.

### 3.3.1 Elasticity tensor

A first-order expansion of the second Piola-Kirchhoff stress for a general material

\[
\dot{S} = \frac{\partial S(E)}{\partial E} : \dot{E} = \mathbb{H} : \dot{E}
\] (3.54)

is derived from equation 3.51 using the chain rule. The referential elasticity tensor has been defined as \( \mathbb{H} = \frac{\partial S(E)}{\partial E} = 2 \frac{\partial S(C)}{\partial C} \). Due to the symmetries exhibited by the stress and strain tensors in equation 3.54, \( \mathbb{H} \) exhibits minor symmetries.

As \( S \) is derived from a scalar \( \text{SET} \) then following from equation 3.51, the referential elasticity tensor is of the form

\[
\mathbb{H} = \frac{\partial S(E)}{\partial E} = \frac{\partial^2 \psi(E)}{\partial E \partial E} = 4 \frac{\partial^2 \psi(C)}{\partial C \partial C}
\] (3.55)

which demonstrates that \( \mathbb{H} \) also exhibits major symmetry as the order in which the differential operation occurs is arbitrary.

The spatial elasticity tensor \( J\mathbb{C} = \chi(\mathbb{H}) \) can be developed from equation 3.55 using the push-forward operation

\[
\chi(\bullet) := F \circ \bullet, (\bullet) : F^T \circ \bullet^T
\] (3.56)

where the non-standard tensor product is defined as

\[
(A \circ B)_{ijkl} := A_{ik} B_{jl}
\] (3.57)

with the result that

\[
J\mathbb{C} = 4b \frac{\partial^2 \psi(b)}{\partial b \partial b} b .
\] (3.58)

The elasticity tensors discussed here are required for the linearisation of the weak form of the governing equations discussed in chapter 4.

### 3.4 Material behaviour

Following the description of general hyperelastic materials, the general form for \( \text{SETs} \) that describe isotropic and transversely isotropic materials is presented.
3.4.1 Isotropy

An elastic material is considered isotropic if the constitutive equation for the material is independent of the orientation of the body. As they are direction independent, the SEF governing the material behaviour must similarly objective (that is, independent of the reference frame of measurement). Thus, the SEF must be a function of the strain invariants or the principle stretches

\[ \psi = \tilde{\psi}(I_1, I_2, I_3) \]  
\[ = \tilde{\psi}(\lambda_1, \lambda_2, \lambda_3) \]  

(3.59a)

(3.59b)

Additionally, the SEF description in terms of the principal stretches \( \lambda_1, \lambda_2, \lambda_3 \) must be independent of the order of the function parameters, that is

\[ \psi = \tilde{\psi}(\lambda_i, \lambda_j, \lambda_k) \quad \forall \quad i \neq j \neq k \]  

(3.60)

Using the relationships presented in equations 3.51, 3.52 and 3.59a, the stresses can derived from the relevant SEF by application of the chain rule, with the result that

\[ \mathbf{S} = 2 \left( \frac{\partial \tilde{\psi}}{\partial I_1^C} \frac{\partial I_1^C}{\partial \mathbf{C}} + \frac{\partial \tilde{\psi}}{\partial I_2^C} \frac{\partial I_2^C}{\partial \mathbf{C}} + \frac{\partial \tilde{\psi}}{\partial I_3^C} \frac{\partial I_3^C}{\partial \mathbf{C}} \right) \]  

(3.61)

\[ \mathbf{\tau} = 2b \left( \frac{\partial \tilde{\psi}}{\partial I_1^b} \frac{\partial I_1^b}{\partial \mathbf{b}} + \frac{\partial \tilde{\psi}}{\partial I_2^b} \frac{\partial I_2^b}{\partial \mathbf{b}} + \frac{\partial \tilde{\psi}}{\partial I_3^b} \frac{\partial I_3^b}{\partial \mathbf{b}} \right) \]  

(3.62)

where \( I_1^C \) and \( I_1^b \) are invariants of the right and left Cauchy-Green tensors given by equations 3.21a to 3.21c.

The derivation of the elasticity tensors from equations 3.55 and 3.58 can be arrived at in a similar manner. The components of these stress and elasticity tensors are derived for a general fibrous material in appendix C.1.

3.4.2 Transverse isotropy

Transversely isotropic materials, for example those with fibre-reinforcement, have a preferred directionality. The material properties in the plane orthogonal to the preferred direction are isotropic, as shown in figure 3.4. The unit line element \( N_f = N_f(X) \), which describes the directionality of the material, is transformed to \( n_f = n_f(X, t) \) under deformation by equation 3.20.

The desire to describe the behaviour of such a material using a SEF which must be reference frame indifferent, requires that the description given in equation 3.59a and therefore equation 3.48 be modified to include additional invariants that are direction dependent. The additional directional contribution to the SEF in equation 3.59a is

\[ \psi_f = \psi_f(\lambda_f) \]  

(3.63)

with the directional stretch \( \lambda_f \) dependent on a predefined referential direction vector \( N_f \) calculable from equation 3.23a. The direction-dependent stretch is related to the traditional description of the fourth invariant by

\[ I_4^C = \lambda_f^2 \]  

(3.64)

but due to the generality of the materials to be described, the notation presented in equation 3.63 is retained.
The normal to the contours identifies the direction of material reinforcement. Material properties in the direction of the normal and tangential to the contour are dissimilar.

Figure 3.4: Depiction of a general transversely isotropic material.

The second Piola-Kirchhoff stress associated the directionally dependent component of the SEF given in equation 3.63 is

$$ S_f = \frac{\partial \psi_f}{\partial C} = \frac{\partial \psi_f}{\partial \lambda} \frac{\partial \lambda}{\partial C} = 2\psi_{,f} \frac{\partial \lambda}{\partial C} $$

(3.65)

where, as shown in equation A.11, the quantity $\frac{\partial \lambda}{\partial C}$ can be calculated from equation 3.23a by specifying the direction vector $N = N_f$.

3.5 Balance laws

The relevant classical balance laws for Newtonian systems, namely the conservation of mass and linear momentum, are summarised in this section.

3.5.1 Conservation of mass

The principle of mass conservation states that the total mass in a system remains constant, which implies that

$$ \dot{m} = 0 $$

(3.66)

An infinitesimal mass element in the reference configuration therefore retains its mass under deformation and, using equation 3.12 it follows that

$$ dm = \rho_0 dV = \rho dv = \rho J dv $$

$$ \Rightarrow \rho_0 = J \rho $$

(3.67)

where $\rho_0$, $\rho$ are the density of the infinitesimal volume as described in the material and spatial configurations respectively.
3.5.2 Balance of linear momentum

The conservation of linear momentum, which can be derived from the first law of thermodynamics, is presented in the strong form in terms of the spatial setting. It describes the balance of forces due to inertial, internal and body forces. Variational principles are applied to the linear momentum equation to produce the weak form of the equilibrium equation governing quasi-static, elastic solids.

3.5.3 Strong form

The conservation of linear momentum under the assumption of quasi-static conditions reads

$$\nabla \cdot \sigma + b = 0 \quad \text{on} \quad \Omega$$

(3.68)

where the \( b \) denotes the body force. The quasi-static conditions are relevant for this problem due to the assumption of slow movement of the anatomy. The conservation of angular momentum dictates that the Cauchy stress is symmetric, that is \( \sigma = \sigma^T \).

3.5.4 Weak form

Multiplying equation (3.68) from the left by an arbitrary test function \( \delta v \) and integrating over the current domain, the weak form of the linear momentum equation reads

$$\int_\Omega \delta v \cdot (\nabla \cdot \sigma) \, d\Omega + \int_\Omega \delta v \cdot b \, d\Omega = 0 \quad .$$

(3.69)

Application of the product rule and divergence theorem, namely

$$\nabla \cdot (Ab) = (\nabla \cdot A) \cdot b + A : \nabla b$$

and

$$\int_\Omega \nabla \cdot c \, d\Omega = \int_\Gamma c \cdot n \, d\Gamma \Rightarrow \int_\Omega \nabla \cdot (Ab) \, d\Omega = \int_\Gamma An \cdot b \, d\Gamma$$

(3.70a)

for the arbitrary tensor \( A \) and vectors \( b, c \), to the first term of equation (3.69) transfers the derivative from the stress-term to the test function, with the result that

$$- \int_\Omega \nabla \delta v : \sigma \, d\Omega + \int_\Gamma \delta v \cdot \sigma n \, d\Gamma + \int_\Omega \delta v \cdot b \, d\Omega = 0 \quad .$$

(3.71)

The test function is defined such that \( \delta v := 0 \) on the Dirichlet boundary \( \Gamma^\phi \).

Recognising that the second term of equation (3.71) namely the boundary integral, involves the surface traction, we can write the final weak form of the equilibrium equation as

$$\int_\Omega \nabla \delta v : \sigma \, d\Omega = \int_\Gamma \delta v \cdot t \, d\Gamma + \int_\Omega \delta v \cdot b \, d\Omega \quad .$$

(3.72)

The left-hand side of equation (3.72) is the rate of internal work, previously derived in equation (3.45).
3.6 Decoupling of the volumetric and isochoric contributions

In this section, the concept of separating the description of the motion into volume-preserving and dilatational components is presented. This is necessary to describe an equivalent pressure for incompressible media, for which the bulk modulus is infinite, through the use of Lagrange multipliers. Rubber-like materials and many other physical media, be they compressible or incompressible, exhibit greatly different behaviour under hydrostatic pressure versus shear stress. This methodology assists in providing a mechanism for the accurate representation of this behaviour.

3.6.1 Decomposition of deformation gradient

Assuming a multiplicative split of the motion into a volume preserving- and a dilatational part \[254\], the deformation gradient can be decomposed into

\[ F = \tilde{F} \tilde{F}^T, \]  

(3.73)

with

\[ \tilde{F} := J^{1/3} I \quad \text{(volumetric)} \quad \text{and} \]
\[ \tilde{F} := J^{-1/3} F \quad \text{(iscochoric)} . \]

(3.74a, 3.74b)

The isochoric deformation gradient \( \tilde{F} \) has a determinant \( \det \tilde{F} = 1 \). The right and left Cauchy-Green deformation tensor have isochoric counterparts, calculated using equation 3.74b and expressed as

\[ \tilde{C} = J^{-2/3} C = \tilde{F}^T \tilde{F}, \]
\[ \tilde{b} = J^{-2/3} b = \tilde{F} \tilde{F}^T . \]

(3.75, 3.76)

The invariant isochoric directional stretch derived from equation 3.23a is

\[ \tilde{\lambda}_f^2 \tilde{C} = (N_i \otimes N_i) . \]

(3.77)

3.6.2 Decomposition of strain-energy function

Under the assumption that the volumetric response of the material is independent of the isochoric response \[254, 176, 314\], the transversely isotropic SEF can be additively decomposed as

\[ \psi = \psi_{\text{vol}} (J) + \psi_{\text{iso}} (\tilde{b}, \tilde{\lambda}_f) \]

(3.78)

where \( \psi_{\text{vol}} \) describes the total energy due to volumetric deformation and \( \psi_{\text{iso}} \) describes the total energy due to the component of deformation that is volume-preserving. Note that the relationship described in equation \[3.22\] has been used to introduce the volumetric Jacobian in place of the third invariant used in equation \[3.59a\].

Using the relationship given in equation \[3.52\], the Kirchhoff stress for the decoupled SEF can be developed from equation 3.78 which results in

\[ \tau = \tau_{\text{vol}} (J) + \tau_{\text{iso}} (\tilde{b}, \tilde{\lambda}_f) \]

(3.79)
where

$$\tau_{\text{vol}}(J) = 2b \left[ \frac{\partial \psi_{\text{vol}}}{\partial J} \frac{\partial J}{\partial \bar{b}} \right]$$  \hspace{1cm} (3.80)$$

and

$$\tau_{\text{iso}}(b, \lambda_t) = 2b \left[ \frac{\partial \psi_{\text{iso}}}{\partial \bar{b}} : \frac{\partial \bar{b}}{\partial \bar{b}} \right] = 2b \left[ \left( \frac{\partial \psi_{\text{iso}}}{\partial \bar{b}} \right)_{\lambda_t} + \frac{\partial \psi_{\text{iso}}}{\partial \lambda_t} \right] : \frac{\partial \bar{b}}{\partial \bar{b}} \right] .$$ \hspace{1cm} (3.81)$$

The result of this derivation is listed in equations 3.82a to 3.82c in Table 3.1.

**Table 3.1:** Continuum mechanics relationships for volumetric-isochoric decomposition.

<table>
<thead>
<tr>
<th>Kirchhoff stresses</th>
<th>Spatial elasticity tensors</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\tau_{\text{vol}} = pJ I)</td>
<td>(JC_{\text{vol}} = J(pI \otimes I - 2pI)) \hspace{1cm} (3.82a)</td>
</tr>
<tr>
<td>(\tau_{\text{iso}} = \mathbb{P} : \bar{\tau})</td>
<td>(JC_{\text{iso}} = \frac{2}{3} \text{tr} \bar{\tau} \mathbb{P} + \mathbb{P} : JC : \mathbb{P} - \frac{2}{3} (\tau_{\text{vol}} \otimes I + I \otimes \tau_{\text{vol}})) \hspace{1cm} (3.82b)</td>
</tr>
<tr>
<td>(\bar{\tau} = 2 \frac{\partial \psi_{\text{iso}}}{\partial \bar{b}} \left</td>
<td><em>{b=\bar{b}}\right. = \tilde{\tau}</em>{\text{iso}}(b, \lambda_t)\left</td>
</tr>
</tbody>
</table>

In equation 3.82a, \(p = \frac{\partial \psi_{\text{vol}}}{\partial J}\) denotes the pressure response\(^1\) and \(I\) is the identity tensor. The tensor \(\tilde{\tau}_{\text{iso}}\) in equation 3.82c is the Kirchhoff stress derived from the isochoric parts of the material constitutive equations outlined later in Table 5.1. The deviatoric projection tensor \(\mathbb{P}\) is defined as

$$\mathbb{P} = I - \frac{1}{3} I \otimes I$$ \hspace{1cm} (3.84)$$

where the symmetric fourth-order identity tensor is given by

$$I_{ijkl} = \frac{1}{2} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) .$$ \hspace{1cm} (3.85)$$

The relationship between the elastic modulii in the current configuration and the decomposed SEF, provided in equation 3.58, results in the following definition of the elastic modulus

$$JC = JC_{\text{vol}}(J) + JC_{\text{iso}}(b, \lambda_t)$$ \hspace{1cm} (3.86)$$

which are tabulated in Table 3.1. The material tangent tensor \(\tilde{C}_{\text{iso}}\) is determined from the isochoric parts of the constitutive equations listed later in Table 5.1. The spatial elasticity tensors for the decoupled problem retain the major symmetry and minor symmetries that exist in the coupled form. A full derivation of the uncoupled model for hyperelastic materials is presented in Appendix A.3.

### 3.7 Motion-dependent boundary conditions

The geometry of the HUA is complex and capturing the dynamics of all of the components of the anatomy is an extremely challenging task. However, the challenges lie not only in geometric reconstruction, but also

\(^1\) The pressure response is simply the negative value of the hydrostatic pressure.
in representing the physical interaction between mobile and fixed parts due to muscle contraction and constrained motion by contact interaction.

The tongue uses both extrinsic and intrinsic muscles to perform a broad spectrum of movements. The extrinsic muscles have a bony attachment outside the tongue and terminate inside the body of the tongue. For example, the **styloglossus (SG)** originates at the base of the skull and inserts into the posterior surface of the tongue after traversing tissues in the neck. Direct inclusion of some of these extrinsic muscles into a computational model is difficult as the geometry of the extrinsic muscles and the tissues that surround them is challenging to define.

This section details two physically representative boundary-related models that remove the difficulties associated with incorporating these anatomical features. They necessitate the formulation of boundary conditions that provide a balance between geometric complexity, physical accuracy and computational effort. As these boundary terms are motion-dependent, their consistent linearisation is also detailed.

With reference to figure 3.1, the boundary of the reference domain is decomposed into regions with prescribed displacements and tractions such that $\Gamma_0 = \Gamma_0^p \bigcup \Gamma_0^t$. The region with prescribed traction is further decomposed into position dependent and displacement dependent portions $\Gamma_0^t = \Gamma_0^{t(X)} \bigcup \Gamma_0^{t(u)}$. The motion dependent contribution is further decomposed such that

$$ t = t(u) \quad \text{on} \quad \Gamma_0^{t(u)} = \Gamma_0^t \bigcup \Gamma_0^{t(u)} \quad \text{and} \quad \Gamma_0^t \cap \Gamma_0^{t(u)} \neq \emptyset. $$

The former component of the displacement dependent traction boundary, $\Gamma_0^{t(u)}$, is discussed in section 3.7.1 while the latter is presented in section 3.7.2.

### 3.7.1 Fictitious material layer

This boundary model describes a fictitious layer of tissue of prescribed composition and thickness that surrounds a region of the boundary $\Gamma_0^\text{t}$. The motivation for the development of this model lies in the necessity for a weak motion constraint on some of the extrinsic muscles of the tongue. **In vivo** these muscles are attached to a complex arrangement of tissues that extend through the full thickness of the throat. All the tissues (muscle, adipose tissue and others) are flexible and none are fully constrained. However, although they collectively act to support these structures, and their presence therefore is required to provide a stress condition on the tissues of interest, their complex geometric nature makes their inclusion in this study undesirable.

This boundary contribution therefore, in a simple but consistent manner, approximates the normal and shear stresses at the interface between the parts of the anatomy that have been excluded from the model and those that are directly captured in the computational domain. Appendix D.2 provides an example of the model, while a fully-detailed derivation of the model is given in appendix A.4.

#### 3.7.1.1 Kinematics of the material layer

By definition, the thickness of the material layer is measured with respect to the normal $N$, that is the outward-normal at $X$ on $\Gamma_0^\text{t}$. The opposite side of the boundary is considered to be completely fixed in space. Figure 3.5 depicts the description of the terms defined to describe the boundary traction.
An orthonormal basis at $X$ is defined such that

$$
\text{Normal: } e_N := N (X) \quad (3.88) \\
\text{Tangential: } e_{S_\alpha} := \xi_{\alpha} (X) , \quad \alpha \in \{1, 2\} \quad (3.89)
$$

The tangential basis vectors are arbitrarily chosen on the surface $\Gamma_0^h$ at $X$. Note that the bases for the calculations are defined on the reference configuration, and are therefore constant with changing displacement. The component of the displacement normal to the boundary is

$$
u_N = (u \cdot N) e_N , \quad (3.90)
$$

while the tangential displacement is given by

$$
u_{S_\alpha} = (u \cdot e_{S_\alpha}) e_{S_\alpha} . \quad (3.91)
$$

Note that when $u \cdot N > 0$, material compression occurs. Given the prescribed thickness of surface material layer $h_0$, the current thickness of surface material layer under deformation is

$$
h = h_0 - u \cdot N . \quad (3.92)
$$

Consistent with equation (3.90) from equation (3.92) it is observed that $h < h_0$ if $u \cdot N > 0$, which implies that compression occurs.

From the definitions of displacement, strain measures can be formulated. The 1-d true strain in the direction of the normal is

$$
\varepsilon = \varepsilon (u) = \ln \left( \frac{h (u)}{h_0} \right) \quad (3.93)
$$

and the 1-d shear strain, aligned with the corresponding tangential basis, is given by

$$
\gamma = \gamma (u) = \tan \theta = \frac{u_{S_\alpha} e_{S_\alpha}}{h} = \frac{u \cdot e_{S_\alpha}}{h} . \quad (3.94)
$$

It should be noted that the sign changes in $\varepsilon$ and $\gamma$ can be used to orientate the traction with respect to the normal and tangential basis vectors. Ultimately it is expected that the traction opposes the motion.
3.7.1.2 Kinetics of the material layer

The traction vector acting on the boundary can be resolved into normal and tangential components

$$t_{i}^{\text{ext}} = t_N + t_S$$  \hspace{1cm} (3.95)

with each component decomposed into a scalar value and direction vector

$$t_i^N := t_N N$$  \hspace{1cm} (3.96a)
$$t_i^S := \sum_{\alpha} t_{S_{\alpha}} e_{S_{\alpha}}, \quad \alpha \in \{1, 2\} .$$  \hspace{1cm} (3.96b)

The 1-d normal stress is

$$t_N = \sigma_N (\varepsilon) \approx \frac{\partial \sigma}{\partial \varepsilon} \varepsilon = E (\varepsilon) \varepsilon$$  \hspace{1cm} (3.97)

while the 1-d shear stresses are given by

$$t_{S_{\alpha}} = \sigma_{S_{\alpha}} (\gamma_{\alpha}) \approx -G (|\gamma_{\alpha}|) \gamma_{\alpha} = -\frac{E (|\gamma_{\alpha}|)}{2 (1 + \nu)} \gamma_{\alpha} .$$  \hspace{1cm} (3.98)

Here $E$ and $G$ represent the small strain Young and shear modulus respectively, and $\nu$ is the material Poisson’s ratio. Another observation concerning the signs in equations 3.97 and 3.98 must be made. For the normal component, $\sigma_N > 0$ if $\varepsilon > 0$ (that is, tension occurs as the normal displacement is anti-parallel to normal basis) and $\sigma_N < 0$ if $\varepsilon < 0$ (implying that compression occurs). In the shear direction, $\sigma_{S_{\alpha}} > 0$ if $\gamma < 0$ (tangential displacement is anti-parallel to tangential basis). Given the current formulation, the material is considered isotropic in shear and therefore exhibits a transversely isotropic behaviour overall.

3.7.1.3 Linearisation of the material layer traction contributions

The linearisation of the traction vector given in equation 3.95 with respect to the displacement yields the stiffness contribution

$$C_{i}^{\text{ext}} = \frac{\partial t_{i}^{\text{ext}}}{\partial \varepsilon} = \frac{\partial t_{i}^N}{\partial \varepsilon} + \sum_{\alpha} \frac{\partial t_{i}^S_{\alpha}}{\partial \varepsilon}$$  \hspace{1cm} (3.99)

where the tangent\(^2\) for the normal part of the traction vector

$$C_N^{i} = \frac{\partial t_{i}^N}{\partial \varepsilon} = -\left( \frac{\partial E}{\partial \varepsilon} \varepsilon + E \right) h^{-1} N \otimes N$$  \hspace{1cm} (3.100)

and that of the tangential part of the traction vector is

$$C_{\alpha}^{i} = \frac{\partial t_{i}^{S_{\alpha}}}{\partial \varepsilon} = -\left( \frac{\partial G}{\partial |\gamma_{\alpha}|} |\gamma_{\alpha}| + G \right) h^{-1} e_{S_{\alpha}} \otimes (e_{S_{\alpha}} + \gamma N)$$  \hspace{1cm} (3.101a)

$$\approx -\left( \frac{\partial G}{\partial |\gamma_{\alpha}|} |\gamma_{\alpha}| + G \right) h^{-1} e_{S_{\alpha}} \otimes e_{S_{\alpha}} \quad \text{for} \quad \gamma_{\alpha} \ll 1 .$$  \hspace{1cm} (3.101b)

The term in equation 3.101a involving the shear strain does not have a symmetric counterpart so it is removed with a small shear strain assumption\(^3\) resulting in equation 3.101b.

\(^2\) Although the local tangent contribution is negative definite, its contribution to the global tangent matrix will be a positive definite one due to a sign change in the global contribution. This can be observed in table 4.1.

\(^3\) Alternatively, this term could be symmeterised, leading to an alternative tangent approximation that suits the symmetric formulation utilised in this work.
3.7.2 External fibres

The external fibre model developed in this section provides a simplified representation of the region of the muscles that extends beyond the computational domain. This allows the force-generating effect of an excluded volume of muscle tissue to be captured while reducing the complexity of the model geometry. Although applied specifically to muscle fibres in this work, the model is derived for fibrous structures in general. A full derivation of the model is presented in appendix A.4.2, and an example demonstrating its use is presented in section 7.2.1.1.

3.7.2.1 Kinematics of external fibres

A schematic of the kinematics for a single fibre is shown in figure 3.6. The origin or permanent fixture point for the fibre is represented by $X^0$, and the insertion point $X^1$ on $\Gamma_0$ that, under deformation, is displaced to $x^1 = \varphi (X^1)$.

![Figure 3.6: Representation of external fibres attached at the model boundaries. Note that the fibres are not necessarily orthogonal to the surface, but by definition $N \cdot N_t > 0$. Additionally, due to the physical scenario being represented, it should be ensured at the condition $n \cdot n_t > 0$ is always met.](image)

The fibre direction is defined to be in the direction of the surface outwards normal. The original and current fibre length vector is given by

\[
L_0^f = L_0^f N_t := X^0 - X^1 \tag{3.102a}
\]

\[
L_f = L_f n_t = X^0 - x^1 \tag{3.102b}
\]

with $N_t, n_t$ unit vectors in the direction of the material and spatial fibre directions. Using the relationship between the displacement and current position given in equation 3.2, the current configuration vector quant-
tities can be redefined in terms of the displacement, namely that

\[ L_i := L_i^0 - u \]  
\[ n_i = n_i(u) := \frac{1}{L_i} (L_i^0 - u) \]  

(3.103)  
(3.104)

Using the defined length measures, the motion-dependent fibre stretch is therefore

\[ \lambda_i = \lambda_i(u) := \frac{L_i}{L_i^0} \]  

(3.105)

3.7.2.2 Kinetics of external fibres

It is expected that the line of action of the force generated by the fibre be aligned with the fibre direction. To this end, the external fibre traction vector is defined as

\[ t_i^{\text{ext}} := \phi_i \lambda_i T_i n_i = \sigma_i n \]  

(3.106)

as motivated by equation 5.4c. The magnitude of the traction, \( t_i^{\text{ext}} = \phi_i \lambda_i T_i \), results naturally from the description of direction-dependent hyperelastic materials. The nominal fibre stress \( T_i = T_i(\lambda_i) \) is governed by the fibre constitutive model.

3.7.2.3 Linearisation of external fibre traction contributions

The linearisation of the current traction equation 3.106 results in the material stiffness contribution

\[ C_i^{\text{ext}} = \frac{dT_i^{\text{ext}}}{du} = -\frac{\phi_i}{L_i^0} \left[ \lambda_i \frac{dT_i}{d\lambda_i} n_i \otimes n_i + T_i I \right] \]  

(3.107)

This second-order tensor is symmetric and contains stiffness contributions in the fibre direction as well as the directions orthogonal to the fibre direction. A comment on the validity of the negative definite nature of the tangent is made in footnote 2 on page 47.
As many biological materials are incompressible, it is necessary to utilise a \textit{FE} formulation that does not exhibit the locking behaviour that standard low-order formulations exhibit in the incompressible limit. Motivated by these considerations, a robust, stable and computationally efficient three-field formulation for incompressible media is presented in section 4.1. The \textit{finite element method (FEM)} implementation of the mixed problem is described in section 4.2. The resulting mean-dilatation Q1-P0-P0 element, proposed by Nagtegaal et al. [189] and developed by Simo et al. [254], has all of the required characteristics. It alleviates the issues of volumetric locking in incompressible materials and shear-locking in bending dominated problems experienced by standard low-order elements [176]. Coupled with an augmented Lagrangian method, it has been successfully used to model incompressible biological soft tissues [306, 82].

4.1 Variational functional: A mixed formulation for incompressibility

The equation describing the incompressibility condition is

\[ J - 1 = 0 \quad \text{on} \quad \Omega \]  

4.1

Satisfaction of the incompressibility condition naturally ensures that conservation of mass (equation 3.67) occurs. An extra variable \( \theta \), namely the dilatation describing the volume change due to hydrostatic loading, is introduced to prevent ill-conditioning of the tangent matrices [176]. Equation 4.1 is replaced with the amended equations

\[ J - \theta = 0 \quad \text{on} \quad \Omega \]  

4.2a

\[ \theta - 1 = 0 \quad \text{on} \quad \Omega \]  

4.2b

where equation 4.2a describes the equivalence of the volumetric Jacobian and the dilatation in the incompressible limit, and equation 4.2b is used to enforce incompressibility.

A three-field functional that describes total stored energy in the system and incorporates equations 4.2a and 4.2b was developed [253, 176]. This functional, which exploits the additive split of the SEF, is given by

\[ \Pi = \Pi (\varphi, \theta, \Lambda, p) := \Pi_{\text{int}} (\varphi, \theta, \Lambda, p) + \Pi_{\text{ext}} (\varphi) \Rightarrow \text{stationary} \]  

4.3a

\[ \Pi_{\text{int}} (\varphi, \theta, \Lambda, p) := \int_{\Omega_0} \left\{ \left[ \psi_{\text{vol}} (\theta) + \psi_{\text{iso}} (b (\varphi), \lambda (\varphi)) \right] + p (J (\varphi) - \theta) + \Lambda (\theta - 1) \right\} \, d\Omega_0 \]  

4.3b

\[ \Pi_{\text{ext}} (\varphi) := \int_{\Omega_0} \varphi \cdot b_0 \, d\Omega_0 - \int_{\Gamma_0^e} \varphi \cdot t_0 (\varphi) \, dl_{\Gamma_0^e} \]  

4.3c
where the leading terms in the square bracket describe the elastic potential, $p$ is a Lagrange multiplier interpreted as the pressure response, $\Lambda$ is a Lagrange multiplier enforcing the incompressibility constraint, and $b_0, t_0$ are the referential body and traction forces. It should be noted that $\psi_{\text{vol}}$ is now a function of the dilatation.

### 4.1.1 Weak form of equilibrium equation

The stationary point of equation 4.3a is the equilibrium solution to the problem. Minimisation of the energy functional leads to the weak form of the equilibrium equation, which satisfies the strong form of the governing equations.

The Frechét derivative (or, more generally, the Gâteaux derivative), defined for vector and scalar quantities by

$$
D_x \Pi (x, y, z) \cdot \delta x = \left. \frac{d}{dx} \right|_{x=0} \Pi (x + \varepsilon \delta x, y, z) , \quad D_z \Pi (x, y, z) \cdot \delta z = \left. \frac{d}{d\gamma} \right|_{\gamma=0} \Pi (x, y, z + \gamma \delta z) ,
$$

(4.4)
gives the directional derivative of a potential function $\Pi$ with respect to a dependent variable. The stationary point of the problem is the solution where the total derivative of the potential function is zero. The variation of equation 4.3a using the Frechét derivative leads to the weak form of three-field formulation, namely

$$
R^{\delta \varphi}_{\text{int}} = D_{\varphi} \Pi_{\text{int}} \cdot \delta \varphi = \int_{\Omega_0} (\nabla \cdot \delta \varphi) : [\tau_{\text{iso}} + p J I] \, d\Omega_0
$$

(4.5a)

$$
R^{\delta \varphi}_{\text{ext}} = D_{\varphi} \Pi_{\text{ext}} \cdot \delta \varphi = - \int_{\Omega_0} \delta \varphi \cdot b_0 \, d\Omega_0 - \int_{\Gamma_0^s} \delta \varphi \cdot t_0 (\varphi) \, d\Gamma_0^s
$$

(4.5b)

$$
R^{\delta p}_{\text{int}} = D_p \Pi_{\text{int}} \cdot \delta p = \int_{\Omega_0} \delta p (J - \theta) \, d\Omega_0
$$

(4.5c)

$$
R^{\delta \theta}_{\text{int}} = D_\theta \Pi_{\text{int}} \cdot \delta \theta = \int_{\Omega_0} \delta \theta (\psi'_{\text{vol}} (\theta) + \Lambda - p) \, d\Omega_0 .
$$

(4.5d)

Equations 4.5a and 4.5b collectively give the weak form of the balance of linear momentum, identical to equation 3.72, while the addition of equations 4.5c and 4.5d ensures that a configuration satisfying material incompressibility is attained. The procedure of deriving equations 4.5a to 4.5d is detailed in appendix B.2.1.

As these equations have a nonlinear nature, the stationary point cannot be determined directly. An iterative nonlinear solution algorithm was employed to linearise the governing equations and solve them. The procedure of linearisation and a nonlinear solution algorithm is presented in section 4.2.

### 4.2 Linearisation

To illustrate the linearisation process, consider the one vector-field functional $\tilde{\Pi} (\varphi)$. The stationary point of $\tilde{\Pi}$ is found at

$$
\frac{\partial \tilde{\Pi} (\varphi)}{\partial \varphi} = 0 ,
$$

(4.6)

This quantity is related to the hydrostatic pressure in that the one is the negative of the other. Written in terms of the hydrostatic pressure, equation 4.5b would take the form of a saddle point problem.
which can be solved for using an iterative method. The first-order Taylor expansion of equation 4.6 is

\[ \frac{\partial \tilde{\Pi} (\varphi)}{\partial \varphi} + \frac{\partial^2 \tilde{\Pi} (\varphi)}{\partial \varphi^2} \Delta \varphi + O (\Delta \varphi^2) = 0 \] (4.7)

Ignoring the higher-order terms, the resulting linearisation of \( \tilde{\Pi} \) provides the incremental update for the Newton-Raphson method, namely

\[ \frac{\partial \tilde{\Pi} (\varphi)^n}{\partial \varphi} \Delta \varphi^n = - \frac{\partial \tilde{\Pi} (\varphi)^n}{\partial \varphi} \Rightarrow \Delta \varphi^n = \left[ \frac{\partial \tilde{\Pi} (\varphi)^n}{\partial \varphi^2} \right]^{-1} \left( - \frac{\partial \tilde{\Pi} (\varphi)^n}{\partial \varphi} \right) \] (4.8)

where the Newton increments \( n \) occur at a chosen and constant time \( t \). The vector \( \Delta \varphi^n \) is a predicted approximation for the solution update from the configuration \( \varphi^n \). The updated configuration for the next Newton step is therefore

\[ \varphi^{n+1} = \varphi^n + \Delta \varphi^n \] (4.9)

The quantities \( \frac{\partial \tilde{\Pi} (\varphi)^n}{\partial \varphi} \) and \( \frac{\partial^2 \tilde{\Pi} (\varphi)^n}{\partial \varphi^2} \) are the residual and tangent respectively, both of which are evaluated at the \( n \)th Newton increment.

From the three-field functional (equation 4.3a), a full variation results in a residual equation that can be further linearised for implementation in a Newton-Raphson solution algorithm, as demonstrated by Simo et al. [254]. The procedure and result of linearising equations 4.5a to 4.5d using the Frechét derivative (equation 4.4) is described in appendix B.2.2. As the implementation will be carried out solely for Q1-P0-P0 elements, a simplification of the resulting equations can be performed. The dilatation and pressure field are considered piecewise constant on each finite element and can therefore be condensed out of the formulation at the element level. Simo and Taylor [253] show that substitution of the known dilatation and pressure variables into the full residual and tangent equations leads to a reduced formulation given in equations 4.16a and 4.17a. The steps taken to attain this result are shown in appendix B.3.

The result of the linearisation of the free-energy functional given in equation 4.3a and subsequent static-condensation procedure is summarised in table 4.1. The dilatation and pressure variables are determined for the displacement configuration using equations 4.12 to 4.15. The dilatation is first calculated as the ratio of the current to reference cell volume, and the calculation of the pressure follows using the value of the dilatation and the volumetric SEF defined by equation 5.7. As the pressure response is no longer a field variable, the volumetric Kirchhoff stress term and its associated tangent are defined as

\[ \tau_{\text{vol}} := p^e J I , \quad JC_{\text{vol}} := p^e J (I \otimes I - 2 \Pi) \] (4.10)

### 4.2.1 Enforcement of incompressibility condition

The field variable \( \Lambda \) is treated as an augmented Lagrange multiplier in order to effectively enforce incompressibility without creating an overly stiff system that is computationally expensive to solve. Use of the Uzawa update scheme [255] allows the field to be treated as constant within a Newton-Raphson loop and then updated for the next Uzawa iteration as

\[ \Lambda^{u+1} = \Lambda^u + \kappa^u (\theta^u - 1) \] (4.11)
Table 4.1: Linearisation of three-field functional and static-condensation of piecewise constant pressure and dilatation fields.

<table>
<thead>
<tr>
<th>Element reference and current volumes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V^e = \int_{\Omega_0^e} d\Omega_0^e$</td>
</tr>
<tr>
<td>$V^e = \int_{\Omega_0^e} J d\Omega_0^e$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Element dilatation and pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta^e = \psi_1' (\theta^e) + \Lambda^e$</td>
</tr>
<tr>
<td>$p^e = \psi_2' (\theta^e) + \Lambda^e$</td>
</tr>
</tbody>
</table>

Residual

\[
R (\delta \varphi, \varphi) = R_{\text{int}} (\delta \varphi, \varphi) + R_{\text{ext}} (\delta \varphi, \varphi) \tag{4.16a}
\]

\[
R_{\text{int}} (\delta \varphi, \varphi) = \int_{\Omega_0} \nabla (\delta \varphi) : [\tau_{\text{vol}} + \tau_{\text{iso}}] d\Omega_0
\]

\[
R_{\text{ext}} (\delta \varphi, \varphi) = -\int_{\Omega_0} (\delta \varphi) \cdot \tau_{\text{ext}} d\Omega_0 - \int_{\Gamma_0^{(X)}} (\delta \varphi) \cdot X d\Gamma_0^{(X)} - \int_{\Gamma_0^{(u)}} (\delta \varphi) \cdot X_{\text{ext}} (\varphi) d\Gamma_0^{(u)} \tag{4.16c}
\]

Linearisation of residual

\[
K (\delta \varphi, \Delta \varphi, \varphi) = K_{\text{mat}} + K_{\text{geo}} + K_{\text{vol}} + K_{\text{t}} \tag{4.17a}
\]

\[
K_{\text{mat}} = \int_{\Omega_0} \nabla (\delta \varphi) : [J C_{\text{vol}} + J C_{\text{iso}}] : (\Delta \varphi) d\Omega_0 \tag{4.17b}
\]

\[
K_{\text{geo}} = \int_{\Omega_0} \nabla (\delta \varphi) : (\nabla (\Delta \varphi) [\tau_{\text{vol}} + \tau_{\text{iso}}]) d\Omega_0 \tag{4.17c}
\]

\[
K_{\text{vol}} = \sum_{u=1}^{n_{\text{sub}}} \frac{1}{\Omega_0^u} \int_{\Omega_0^u} \nabla (\delta \varphi) : J I d\Omega_0^u \left[ \psi_2' (\theta^e) V^e \right] \frac{1}{\Omega_0^u} \int_{\Omega_0^u} J I : \nabla (\Delta \varphi) d\Omega_0^u \tag{4.17d}
\]

\[
K_{\text{t}} = -\int_{\Gamma_0^{(u)}} (\delta \varphi) \cdot C_{\text{t}} (\Delta \varphi) d\Gamma_0^{(u)} \tag{4.17e}
\]

For incompressible materials, the effective bulk modulus at each Uzawa iteration is calculated by

\[
\kappa^u = \kappa \times 1.5^u \tag{4.18}
\]

where $\kappa = \frac{E}{3(1-2\nu)}$ represents an initial approximation material bulk modulus that, in the incompressible limit, tends to $\infty$. This function increases exponentially with each iteration to accelerate the enforcement of the condition. Incompressibility is considered to be attained when the overall dilatation error is less than 0.1%.

### 4.2.2 Boundary conditions

The boundary $\Gamma := \partial \Omega$ is decomposed into non-overlapping Dirichlet and Neumann parts $\Gamma^\varphi$ and $\Gamma^t$ such that

\[
\Gamma = \Gamma^\varphi \bigcup \Gamma^t \quad \text{with} \quad \Gamma^\varphi \bigcap \Gamma^t = 0 \tag{4.19}
\]

The essential boundary condition

\[
\varphi = \bar{\varphi} \quad \text{on} \quad \Gamma^\varphi \tag{4.20}
\]
is imposed on degrees-of-freedom for which a prescribed displacement exists.

The natural boundary condition, imposed on all other surfaces, is

$$
t = \begin{cases} 
\sigma n & \text{on } \Gamma(X) \\
t_{\text{ext}} & \text{on } \Gamma(u)
\end{cases}
$$

(4.21a)

where $\sigma$ represents external stresses acting on the body, $n$ is the outward normal at the surface of the body in the spatial configuration. Nanson’s formula (equation 3.13) is used to transform the traction description given above to the referential form used in equation 4.16c. For surfaces that experience the influence of fluid pressure, $\sigma = -pI$ and free boundaries have no traction, i.e. $t = 0$. The external traction conditions that $t_{\text{ext}}$ encompasses are described in sections 3.7.1.2 and 3.7.2.2.

### 4.3 Finite element implementation

In solid mechanics, a Lagrangian framework is commonly used. The natural description of the governing equations is one in which the coordinate system remains stationary. In particular, this work uses the total Lagrangian formulation where all calculations are performed on a permanent and unchanging reference domain.

Setting the body configuration to the current configuration, the motion $\varphi = x$ is related to the material points by equation 3.2 and the variation and increments of the motion are

$$
\delta \varphi = \delta x = \delta (X + u(\varphi)) = \delta u, \quad \Delta \varphi = \Delta u.
$$

(4.22)

The gradients of the motion are therefore

$$
\nabla (\delta \varphi) = \nabla (\delta u), \quad \nabla (\Delta \varphi) = \nabla (\Delta u).
$$

(4.23)

The motion can be approximated in terms of the FE shape functions. The FE approximation/interpolation for the displacement field $u$ is given by 114

$$
\varphi(X, t) \approx \varphi^h(X, t) = \sum_{i=1}^{n_{\text{node}}} N^i(X) \, u^i(t)
$$

(4.24)

where $N^i(X)$ represents the standard continuous scalar piecewise-linear finite element shape functions defined on $\Omega^h$ and the vector $u^i(t)$ gives the nodal values of the unknown displacement field at a given time $t$. That continuous shape functions are used for the displacement field, the compatibility condition (equation 3.5) is naturally satisfied. Figure 4.1 illustrates the form of the linear shape functions associated with the central node of a domain discretised into 4 regular elements. Similarly, the virtual and incremental nodal displacements can be represented as

$$
\delta \varphi^h = \sum_{i=1}^{n_{\text{node}}} N^i \delta u^i, \quad \Delta \varphi^h = \sum_{i=1}^{n_{\text{node}}} N^i \Delta u^i
$$

(4.25)

respectively. Given the identity

$$
\nabla (ca) = c \nabla a + a \otimes \nabla c,
$$

(4.26)
for the scalar quantity $c$ and vector $\mathbf{a}$, the discretised gradient of the motion with respect to the reference configuration becomes

\[
\nabla_0 \varphi \approx \sum_{l=1}^{n_{\text{node}}} \mathbf{u}^l \otimes \nabla_0 N^l = \sum_{l=1}^{n_{\text{node}}} \mathbf{u}^l \otimes \hat{\mathbf{B}}^l
\]

(4.27)

due to the independence of $\mathbf{u}^l (t)$ on position. The material shape function gradient vector is

\[
\nabla_0 N^l = \hat{\mathbf{B}}^l = \left\{ \frac{\partial N^l_1}{\partial X_1}, \frac{\partial N^l_1}{\partial X_2}, \frac{\partial N^l_1}{\partial X_3} \right\}^T.
\]

(4.28)

Similarly, the discretised gradient of the motion with respect to the current configuration is

\[
\nabla \varphi = \frac{\partial}{\partial \mathbf{x}} (\varphi) \approx \sum_{l=1}^{n_{\text{node}}} \mathbf{u}^l \otimes \hat{\mathbf{B}}^l
\]

(4.29)

where $\hat{\mathbf{B}}^l = \nabla N^l$.

However, as the total Lagrangian formulation is utilised, the spatial gradient shape functions used in equations 4.16b, 4.17b and 4.17c are not directly available during computation. On the other hand, the reference gradient shape functions can be pushed forward into the current configuration by

\[
\nabla \varphi = \frac{\partial \varphi}{\partial \mathbf{X}} \frac{\partial \mathbf{X}}{\partial \mathbf{x}} = \nabla_0 \varphi F^{-1} \approx \sum_{l=1}^{n_{\text{node}}} \mathbf{u}^l \otimes \hat{\mathbf{B}}^l F^{-1} \quad \text{with} \quad F^{-1} = (F^{CR})^{-1},
\]

(4.30)

thereby keeping the shape function gradient evaluations on the reference domain. The virtual and incremental nodal gradients can thus be represented as

\[
\nabla \left( \delta \varphi^h \right) = \sum_{l=1}^{n_{\text{node}}} \delta \mathbf{u}^l \otimes \hat{\mathbf{B}}^l, \quad \nabla \left( \Delta \varphi^h \right) = \sum_{l=1}^{n_{\text{node}}} \Delta \mathbf{u}^l \otimes \hat{\mathbf{B}}^l \quad \text{with} \quad \hat{\mathbf{B}}^l = \hat{\mathbf{B}}^l F^{-1}
\]

(4.31)

respectively.

Applying the finite element decomposition, the finite element approximation of the residual and linearised stiffness are

\[
R (\delta \mathbf{u}, \mathbf{u}) = \sum_{l=1}^{n_{\text{node}}} \delta \mathbf{u}^l \cdot \mathbf{R}^l, \quad \text{(4.32a)}
\]

\[
K (\delta \mathbf{u}, \Delta \mathbf{u}, \mathbf{u}) = \sum_{l_1 l_2=1}^{n_{\text{node}}} \delta \mathbf{u}^{l_1} \cdot \mathbf{K}^{l_1 l_2} \cdot \Delta \mathbf{u}^{l_2}
\]

(4.32b)
respectively.

Since equations 4.32a and 4.32b should hold for arbitrary \( \delta u \), it follows that equation 4.8 can be rewritten in matrix form as

\[
K \Delta u = -R
\]

(4.33)

where \( R, K \) are the global residual vector and tangent stiffness matrix respectively.

Table 4.2 presents the discrete form of the linear problem. The symmetry of the Kirchhoff stress tensor and the elasticity tensors have been exploited and the tangent matrix described by equations 4.35b to 4.35d is PDS.

Though equation 4.35e appears negative, the local tangent contribution \( C_{1}^{\text{ext}} \) is negative definite, resulting in the overall positive definite contribution from the term.

**Table 4.2:** FE description of the linearised problem at time \( t \) and Newton step \( n \).

<table>
<thead>
<tr>
<th>Residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R^I (\delta \varphi, \phi) = R_{\text{int}}^I (\delta \varphi, \phi) + R_{\text{vol}}^I (\delta \varphi, \phi) )</td>
</tr>
<tr>
<td>( R_{\text{int}}^I (\delta \varphi, \phi) = \sum_{v=1}^{n_v} \int_{\Omega_v^0} \hat{B}^I : \left[ \tau_{\text{vol}} + \tau_{\text{iso}} \right] d\Omega_v^0 )</td>
</tr>
<tr>
<td>( R_{\text{vol}}^I (\delta \varphi, \phi) = \sum_{v=1}^{n_v} \int_{\Omega_v^0} N^I \left( \mu_0 g d\Omega_v^0 - \int_{\Gamma_0} N^I \left( \mu_0 g d\Omega_v^0 \right) \right) \ - \int_{\Gamma_0^{\text{ext}}(X)} N^I \left( \mu_0 g d\Omega_v^0 \right) d\Gamma_0^{\text{ext}}(X) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tangent stiffness matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K^I (\delta \varphi, \Delta \varphi, \phi) = K_{\text{mat}}^I + K_{\text{geo}}^I + K_{\text{vol}}^I + K_{\text{(u)}}^I )</td>
</tr>
<tr>
<td>( K_{\text{mat}}^I = \sum_{v=1}^{n_v} \int_{\Omega_v^0} \hat{B}^I : \left[ J C_{\text{vol}} + J C_{\text{iso}} \right] : \hat{B}^I d\Omega_v^0 )</td>
</tr>
<tr>
<td>( K_{\text{geo}}^I = \sum_{v=1}^{n_v} \int_{\Omega_v^0} \hat{B}^I : \left[ \tau_{\text{vol}} + \tau_{\text{iso}} \right] : \hat{B}^I d\Omega_v^0 )</td>
</tr>
<tr>
<td>( K_{\text{vol}}^I = \sum_{v=1}^{n_v} \int_{\Omega_v^0} \frac{1}{V} \hat{B}^I : \left[ J I d\Omega_v^0 \right] \left[ \psi_{\text{vol}}^\phi (\theta') V^\phi \right] \frac{1}{V} \int_{\Omega_v^0} \left[ J I \cdot \hat{B}^I d\Omega_v^0 \right] )</td>
</tr>
<tr>
<td>( K_{\text{(u)}}^I = \sum_{v=1}^{n_v} \int_{\Gamma_0^{\text{ext}}(X)} N^I \ C_{1}^{\text{ext}} N^I \ d\Gamma_0^{\text{ext}}(X) )</td>
</tr>
</tbody>
</table>

### 4.4 Implementation of the finite element problem

The finite element method, in conjunction with a Newton-Raphson algorithm, was used to solve for the displacement field. The FEM problem was solved using the open-source finite-element library *deal.II* [13, 14]. The most computationally costly portions of the algorithms were the assembly and solving of the linear system, as well as the update of discontinuous local variables performed by solving complex nonlinear equations. In this section, a brief description of some of the practical aspects of the implementation of the FEM.
problem is given. A study was also performed to validate the implementation of quasi-incompressible finite-strain elasticity using the Q1-P0-P0 element. This is presented in appendix D.1.

The following points pertaining to the assembly and information update operations are relevant:

**Multithreading:** Modern technologies provide frameworks with which to perform computational tasks while utilising multiple CPU cores simultaneously. The threaded building blocks [123, 142] framework was used here to share discrete and computationally expensive tasks between cores on a large shared memory processor (SMP) machine. In particular, this was applied for the assembly process and to update information at computational points. Implementing this framework saved much time as the local problem solved at computational (quadrature) points is expensive performed regularly and problem dependent.

**Precomputation and optimisation:** Minimising the number of redundant calculations at the expense of memory results in faster algorithms being produced. The valgrind [193] toolbox in conjunction with KCachegrind [303] were used to optimise the workflow and minimise computation as much as possible.

**Symmetry:** The numerous symmetries in the global system, and various stress and elasticity tensors, were exploited as often as possible. Data was stored in a symmetric form frequently as the algorithms integrated into deal.II utilise the nature of symmetric tensors to perform computations more rapidly. A significant reduction in the computational expense of system assembly was attained by exploiting the symmetry of the global problem.

The linear system resulting from the incompressible solid problem is symmetric and may under certain circumstances be stiff. With regards to solving the linearised system of equations, the following details are pertinent:

**Solver:** For small problems (usually those being test cases) the direct solver UMFPACK [55] was utilised. For mid-size problems, the conjugate gradient (CG) solver (valid for symmetric systems) provided by deal.II was used. To minimise the linear solver time for large problems or those that were anticipated to take extended periods of time to solve, the Trilinos [100] CG solver in conjunction with multi-core communication framework OpenMPI [29] and the domain decomposition toolbox Metis [136] was used.

**Preconditioner:** The use of a preconditioner assisted with attaining convergence and reducing the amount of computational effort required for convergence (i.e. minimise iterations in linear solver). The symmetric successive over-relaxation (SSOR) solver was used in conjunction with the CG solver as it was found

---

2 At each computational point in muscle tissue, there may exist a number of fibres that have a discrete equilibrium problem to be solved. In finding this solution, there are many nested computations in the muscle model which make it an expensive operation to perform.

3 The non-linearly varying fibre variables are not solved as field variables, but rather using a staggered approach. At each state change, Newton and linesearch iterations, it is required that the equilibrium solution for fibres at all computational points be recomputed. As the stability of the problem relies heavily on the use of a damping procedure, the linesearch operation becomes an expensive procedure.

4 The domain is composed of numerous materials which make effective domain decomposition difficult for CPU load balancing difficult. It is desirable that the time spent performing local updates involving the complex muscle problem be minimised. This implies that the CPU usage should maximised.

5 During assembly operations, stress and elasticity tensors were precomputed at each calculation point. The spatial shape function gradients were precomputed values for each cell using equation 4.30.

6 The global stiffness matrix was produced by assembling its diagonal contributions and lower half. The latter was subsequently copied into the upper half upon the completion of the assembly process.
that the simple Jacobi preconditioner was not suitable for the biological problem at the core of this work. An algebraic multigrid (AMG) preconditioner was used to reduce linear iterations when using the Trilinos CG solver. Since the inertial terms are ignored, the problem is elliptic, and the AMG preconditioner was optimised for this property.

**Step control:** It was observed that step-size control was critical in order to attain reasonable convergence rates for the highly nonlinear problems being solved. This point is discussed in section 4.4.1.

### 4.4.1 Damped Newton method

Due to the highly nonlinear nature of the governing and constitutive equations, there is a need for some form of step optimisation. This is to ensure optimal convergence in the Newton-Raphson algorithm, as well as prevent possible divergence. However, using the full-step, or an arbitrary choice of damping parameter, may result in solution instability or sub-optimal convergence rates. The backtracking linesearch algorithm was implemented to determine the optimal step size at each Newton increment.

The updated displacement solution can be written in terms of the previous solution and the damped Newton update

\[ u^{n+1} = u^n + \beta \Delta u^n \]  

for the damping parameter bounds

\[ 0 < \beta_{\text{min}} \leq \beta \leq \beta_{\text{max}} \]  

where the choice \( \beta_{\text{max}} \leq 1 \) is appropriate for the Newton-Raphson algorithm. Here \( \Delta u^n \) is guaranteed to be the direction of steepest descent to minimise the residual \( R(u^n) \) as the exact tangent is evaluated for each displacement configuration.

It is desired that the optimum step-size \( \beta \) is determined as to ensure that the residual at each Newton iteration \( n \) is less than that of the previously evaluated step. That is,

\[ |R(u^n + \beta \Delta u^n)| < |R(u^n)| \]  

This is achieved by minimising the total system energy with respect to the step size

\[ \frac{\partial \Pi(\varphi)}{\partial \beta} - \frac{\partial \Pi(\varphi)}{\partial \varphi} \frac{\partial \varphi}{\partial \beta} = R(u^n + \beta \Delta u^n) \cdot \Delta u^n = 0 \]  

This implies that the step-size should be chosen such that the displacement update and new residual vectors are orthogonal. Solving this problem is the same as minimising the energy function

\[ g(\beta) = -R^0 \cdot R^i = 0 \]  

with

\[ R^0 = R(u^n) \quad , \quad R^i = R \left( u^n + \beta^i \Delta u^n \right) \]  

A new value of the step-size \( \beta^{i+1} \) must be iteratively selected within each Newton step \( n \) until the optimum step-size is determined. There are a number of methods to solve for the appropriate value of \( \beta \). For example, Bonet and Wood approximate \( g(\beta) \) as quadratic, Press et al. assume the function is cubic, and
both solve for the roots and update the approximation iteratively. Since the functions involved in this work are highly nonlinear, these methods exhibit poor convergence characteristics, and we find that the linear approximation suggested by Wriggers [314] works better in practise for this particular problem. The updating for the step-size parameter was calculated using the secant method [314]

$$\beta^{i+1} = \beta^i - \frac{g^i \beta^i - \beta^{i-1}}{g^i - g^{i-1}}$$

(4.42)

was found to work best in practise. If \( g(0) \cdot g(1) \leq 0 \), then, assuming that \( g(\beta) \) is continuous, by the intermediate value theorem there must be a value of \( \beta \) such that \( g(\beta) = 0 \). If \( g(0) \cdot g(1) > 0 \), then extrapolation occurs to find a minimum value for \( g(\beta) \) within the bounds set by equation 4.37. The initialisation values for the algorithm are

\[
g^{i-1} = g(0) = -R^0 \cdot R^0 \quad \text{with} \quad \beta^0 = 0
\]

(4.43)

\[
g^i = g(1) = -R^0 \cdot R^1 \quad \text{with} \quad \beta^1 = 1
\]

(4.44)

In order to minimise the number of linesearch iterations \( i \), we define a termination tolerance with an acceptable value for \( \beta \) being one that satisfies the strong Wolfe conditions. The two conditions that compose the Wolfe conditions are the Armijo rule [184]

$$g^i \leq g^0 + c_1 \beta \Delta u^n \cdot R^0$$

(4.45)

that checks whether a sufficient decrease in residual is attained and the modified curvature condition [184]

$$|\Delta u^n \cdot R^i| \leq c_2 |\Delta u^n \cdot R^0|$$

(4.46)

which prevents too short a step from being taken. The parameters for the Wolfe conditions were chosen to be \( c_1 = 1 \times 10^{-4} \), \( c_2 = 0.9 \).
Now that the continuum framework has been discussed, the constitutive models that govern material behaviour are presented. The general constitutive equation for a decoupled fibrous hyperelastic material is developed, followed by the constitutive models of biological tissues. The constitutive model for muscular tissue is defined separately in chapter 6.

### 5.1 Constitutive equations for fibrous hyperelastic materials

A strain-energy function (SEF) that governs the behaviour of a general fibrous hyperelastic material, described in terms of the invariants of the left Cauchy-Green tensor and the fibre stretch, is given by

\[
\psi = \psi(J, \lambda_f) = \psi(J) + \phi_M \psi_M (\bar{I}_1, \bar{I}_2) + \sum_i \phi_i \psi_i (\lambda_i)
\]

where \( \psi \) describes the strain-energy per unit volume. This description is an altered form of that presented by Humphrey and Yin [116], Martins et al. [170], Holzapfel et al. [107] that was modified to include an arbitrary collection of fibre families and the volumetric contribution of fibres as presented by Baaijens et al. [9], Planas et al. [222], van Oijen [290].

The rule of mixtures [9, 222], valid for incompressible materials, is applied to describe the volume fractions of the constituent components

\[
\phi_M + \sum_i \phi_i = 1.
\]

The first term of equation 5.1b describes the volumetric response of the material, while the second term describes the isochoric response of a general bulk material. The third term introduces isochoric anisotropic contributions from any fibres that may be embedded in the bulk material.

Note that this allows for the presence of multiple interweaving fibre families at any point in the domain [107]. The bulk material can therefore be one that is isotropic, uniaxially orthotropic, transversely isotropic or...
Table 5.1: Continuum mechanics relationships for general fibrous hyperelastic materials.

<table>
<thead>
<tr>
<th>Tensor invariants</th>
<th>Kirchhoff stresses</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_b^1 = \text{tr} (b)$</td>
<td>(5.3a)</td>
</tr>
<tr>
<td>$I_b^2 = \frac{1}{2} \left( \text{tr} (b^2) - \text{tr} (b) \right)$</td>
<td>(5.3b)</td>
</tr>
<tr>
<td>$I_b^3 = J^2 = \det (F)^2$</td>
<td>(5.3c)</td>
</tr>
<tr>
<td>$\lambda_i^2 = C : (N_i \otimes N_i)$</td>
<td>(5.3d)</td>
</tr>
</tbody>
</table>

Spatial elasticity tensors

$J C_J = J \left[ (\psi_J' + J \psi_J'' ) I \otimes I - (2 \psi_J'^2 ) I \right] \quad (5.5a)$

$J C_M = 4 \left[ \frac{\partial^2 \psi_M}{\partial I_1^1} + \frac{2 I_1^1}{I_2^2} \frac{\partial^2 \psi_M}{\partial I_1^1 \partial I_2^2} + I_1^2 \frac{\partial^2 \psi_M}{\partial I_2^2} \right] b \otimes b$

$- \left( \frac{\partial^2 \psi_M}{\partial I_2^2} \right) \left( b^2 \otimes b + b \otimes b^2 \right) + \left( \frac{\partial^2 \psi_M}{\partial I_2^2} \right) \left( b^2 \otimes b^2 - \frac{\partial \psi_M}{\partial I_2^2} \right) b \otimes b \quad (5.5b)$

$J C_F = \sum_i \phi_i (\psi_i'' - \psi_i' \lambda_i^{-1}) \lambda_i^2 n_i \otimes n_i \otimes n_i \otimes n_i \quad (5.5c)$

completely anisotropic. Fibre families are assumed not to interact with one another through friction or any other direct mechanism. The overall response is, however, coupled.

Table 5.1 provides the definitions of the Kirchhoff stresses and tangent matrices for general fibrous hyperelastic materials given in equation 5.1b in terms of the governing SEF. These relationships are defined for the appropriate parts of equations 3.79 and 3.86. It should be noted that the elasticity contributions presented in equations 5.5a to 5.5c display both major and minor symmetries.

5.2 Volume-averaged stress

As observed in those micro-histological specimens illustrated in section 2.2.2, a major portion of muscle tissue consists of muscle fibres as opposed to interstitial tissue. The infinitesimal fibre volume models used by Humphrey and Yin [116], Martins et al. [170], Holzapfel et al. [107] are not appropriate when representing materials with large fractions of embedded fibres. Because the fibres now have a finite volume, they are required to sustain transverse and shear loads. However, the material model for the muscle fibres, presented in chapter 6 describes only the axial loading response of the one-dimensional fibres which can hold no load in compression or shear. It is assumed that the transverse and shear loading response of a fibre bundle is the same as that of the underlying matrix. However, they are still presumed to have no compressive load bearing

These equations, the development of which is shown in appendix C.1, are consistent with the definitions provided by Weiss et al. [53], Martins et al. [170], Duster et al. [59].
5.3 General constitutive models

The following section outlines the hyperelastic constitutive models used to describe the biological materials applied in the computational model and provides material parameters for each material. The bulk material models used in the main body of this work and the validation studies performed for the work were derived from three general material types. They are all described in terms of deformation tensor invariants and therefore fit into the framework listed in table 5.1. In addition to those models described below, the Yeoh and two parameter Mooney-Rivlin models were also implemented for the purpose of evaluating material data presented in the literature.

5.3.1 Volumetric function

The polyconvex volumetric SEF used in this work, which satisfies the criteria outlined in [253], is defined by

\[ \psi_J(\theta) = \frac{1}{4} (\theta^2 - 1 - 2 \ln(\theta)) \]

and is valid for both compressible and quasi-incompressible materials. This is a specialisation of the general function proposed by Ogden [106], namely

\[ \psi_J(\theta) = \beta^{-2} (\theta^{-\beta} - 1 + \beta \ln(\theta)) \]

with \( \beta = -2 \). Such a function satisfies the conditions that \( \psi_J(\theta) \big|_{\theta \to 0^+} = \infty, \psi_J(\theta) \big|_{\theta \to \infty} = \infty \) and \( \psi_J'(1) = 0 \).

5 It has been noted that further consideration should be given to the matrix-fibre model. Effects, such as the stiffness ratio between the fibres and matrix, have been shown by Lu et al. [160] to play a prominent role in the overall response of the constitutive model. Sharafi and Blemker [257] also demonstrate that the model used to represent the underlying histology affects the material response.
5.3.2 Neo-Hookean model

The Neo-Hookean model is a specialised form of the Mooney-Rivlin model. Having only a single parameter, it makes it easy to characterise materials that the model fits. The small strain behaviour of the Neo-Hookean material is nearly linear, so this model can be used to represent stiff materials that experience low magnitude strains under load. The single material constant is given by

\[ c_0 = \frac{\mu}{2} \]

(5.9)

where the shear modulus is related to the Young’s modulus by

\[ \mu = \frac{E}{2(1 + \nu)} . \]

(5.10)

5.3.3 Fung model

The Fung material model \[78, 240\], in this instance presented as a two-parameter model, can be used to represent materials that exhibit exponentially increased stiffening at large strains, such as the isotropic bed matrix for muscular tissue \[116, 170, 107\].

According to Humphrey and Yin \[116\], a SEF that describes the Fung model is

\[ \psi_{\text{Fung}} = A_1 \left( e^{B_1(I_1^{\text{iso}} - 1)} - 1 \right) . \]

(5.11)

Note that the material nominally has a hydrostatic prestress \( p = -A_1B_1 \) as the first derivative of equation 5.11 is non-zero when \( I_1^{\text{iso}} = 1 \), i.e. for \( F = I \). However, the decoupling of the volumetric and isochoric stresses and specifically the isochoric projection equation 3.82b removes this prestressing.

5.3.3.1 1-d model for representation of external tissues

The materials that are used in the model outlined in section 3.7.1 are all of the Fung-type. Uniaxial tests give Young’s modulus for adipose and muscle (which is presented in the next chapter). Due to the difference in stiffness in compression and tension, the uniaxial stiffness of these materials can be approximated by

\[ E_{\text{Fung}} = \begin{cases} E_0 e^{b_0 |\varepsilon|^\alpha} & \text{if } \varepsilon \geq 0 \\ E_0 e^{b_1|\varepsilon|^\beta} & \text{otherwise} \end{cases} \]

(5.12)

where \( E_0 \) is the zero strain Young’s modulus.

5.4 Tissue models

A brief description of the choice of material models and the properties of various tissues represented in this work is given below.
5.4.1 Bone

For the loading conditions considered, the hard tissues are expected to undergo significantly less deformation than soft tissues. Both bone and cartilage are considerably stiffer materials in comparison to muscle and adipose tissue. For this reason, a simple Neo-Hookean model given in section 5.3.2 is adopted as it is able to capture the small strain nature of their deformation adequately.

Bone is assumed to have a zero strain Young’s modulus of 15 GPa [219] (with a range of 0.76 – 42.1 GPa based on bone location, species and test conditions [219, 230]), Poisson’s ratio of 0.4 [230] (with a tested range of between 0.08 – 0.482 depending on species, bone type, specimen location and test conditions as bone is strain-rate dependent [230]) and density of 1900 kg/m$^3$ (with a range of 1100 – 3217 kg/m$^3$ dependent on bone type and specimen location [124]).

5.4.2 Cartilage

For the cartilage of the epiglottis, the zero strain elastic modulus was assumed to be 3 MPa for the slow load changes exerted on the tissue [219] and a Poisson’s ratio of 0.42 [152], although documented values range between 0.31 [233] and 0.47 [34] depending on the location of the specimen tested. The density of the cartilage was assumed to be 1000 kg/m$^3$ as it is comprised mainly of water.

The Neo-Hookean material model has been chosen to best represent cartilage due to the expectation that these tissues will experience a low degree of deformation.

5.4.3 Adipose tissue

A Fung free-energy function, presented in section 5.3.3 was used to describe the behaviour of the adipose tissue. Although it exhibits viscoelastic effects [180], for the sake of simplicity these have been ignored.

The parameters $A_1 = 2.5$ kPa and $B_1 = 2.75$, were chosen to fit uniaxial compression test data for the plantar region of the foot [65]. A density of 920 kg/m$^3$ [69] was assumed. Figure 5.1 provides a comparison between the experimental data presented by Erdemir et al. [65] and the model parameters chosen to describe fatty tissue. Parameters were chosen to fit the average stress-strain data provided in the literature.

5.4.3.1 1-d material model to represent external tissue

An equivalent 1-d material model for adipose tissue must be developed for use in the boundary model presented in section 3.7.1. For this purpose, the model given in section 5.3.3.1 was appropriate. The uniaxial test data presented in figure 5.1 was used to develop a nonlinear model of the strain-dependent stiffness modulus. Assuming a Poisson’s ratio of $\nu = 0.5$ for incompressible tissue, the parameters presented in

---

4 In the uniaxial tests, displacement control is provided in the axial direction $E_1$, while the surfaces in orthogonal $E_2 - E_3$ plane remain traction-free such that $\sigma_{22} = \sigma_{33} = 0$. This provides one with a direct relationship between $\sigma_{11}$ and $\varepsilon_{11}$ and can therefore be used to determine Young’s modulus $E = \frac{\sigma_{11}}{\varepsilon_{11}}$. Here, the true strain $\varepsilon_{11} = \ln \sqrt{E_{11}}$. Additional literature, such as [146, 147, 180], provided further insights into the nature of adipose tissue behaviour. However, the data presented in these texts was not suitable for the determination of model parameters as they do not specify which stress and strain measures have been used.
Figure 5.1: Comparison of adipose tissue model against compression test data given in Erdemir et al. [65]. Model results were obtained using a uniaxial FEM test.

determine to best represent the uniaxial behaviour of fatty tissue. Figure 5.2 reflects the uniaxial stiffness of adipose tissue as represented by a full constitutive model and the 1-d material model. It is demonstrated that the chosen parameters provide an accurate estimate for the uniaxial stiffness of the adipose tissue model. A practical demonstration of its functioning is provided in appendix D.2.

Table 5.2: Parameters for 1-d model of adipose tissue.

<table>
<thead>
<tr>
<th>True strain</th>
<th>$E_0$</th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon \geq 0$</td>
<td>10kPa</td>
<td>1.6</td>
<td>14.6</td>
</tr>
<tr>
<td>$\varepsilon &lt; 0$</td>
<td></td>
<td>1.6</td>
<td>9.6</td>
</tr>
</tbody>
</table>

Figure 5.2: Young’s modulus for 1-d adipose tissue model. Data plotted against measured results from uniaxial FEM test.
6. Muscle model

There are two facets to modelling muscles that need careful consideration. These are the constitutive relationships governing the fundamental behaviour of muscular tissue, and the signals to the muscle that influence its contractile behaviour. Chapter 7 deals with the latter, while this section focuses on the former issue.

Key to the development of constitutive models is the concept of homogenisation, where the non-uniform multi-scale effects are smoothed out to produce descriptions that approximate the average properties of the material in the locale. Figures 2.10 and 2.12b depict the macro- and microscopic anatomical components of general skeletal muscle. Using this as a point of departure, it becomes apparent that the following anatomical structures are likely to affect the physiological functioning of muscle and need to be considered when developing a material model for muscle:

Tendon: Collagenous structures that connect muscle to bone must be pulled taut before muscle movement can occur.

Connective tissue: The epimysium and perimysium prevent overextension and offer additional passive resistance to movement.

Actin-Myosin complex: The foundation of muscle contraction here represented in a manner that is consistent with experimental analysis of the function of the sarcomere.

Titin filament: Fine structures that hold the myosin filament in place contribute and to the elastic response of muscle whilst offering passive resistance to muscle extension.

Z-disc: Like the titin filament these have passive elastic effect during tensile loading but also may provide compressive resistance.

Firstly, we provide a brief introduction into the experimental research in the field of muscle mechanics. It is this work that has formed the basis for development of theories of muscle contraction and the mathematical models that describe these theories.

Experimental analysis of the behaviour of muscle during cyclic loading indicates that some secondary considerations must be made. These include hysteresis, creep, relaxation and fatigue [78]. The first three phenomena are categorised as viscoelastic and viscoplastic effects as they result in a difference in stress response during loading and unloading conditions.
6.1 History of muscle models

6.1.1 Experimental research

Seminal work on understanding the basic functioning of muscular tissue was conducted by Hill [103] through isometric and isotonic tests on a frog sartorius. It was demonstrated that the force generated by a tetanised muscle during contraction and the velocity of contraction have a hyperbolic relation. It was also determined that the tension depended on the resting length of the muscle and the number of active cross-bridges. From this, it became clear that the response of a muscle in active contraction is vastly different to the passive muscle, which displays a viscoelastic behaviour. Hill [104] later went on to further document the fundamentals of active muscle mechanics and the length-tension relationship. In this work, a description of the passive and active contributions to the total muscle force is provided.

Huxley proposed the sliding filament theory, describing the configuration of the functional active unit of muscular tissue, the actin-myosin complex, based on research conducted in 1954 [78]. Detailed experiments were conducted by Gordon et al. [90, 91] to accurately measure the length-tension relationship in striated muscle and determine the state of the actin-myosin complex in terms of the sliding filament theory. Corroborating results were obtained by ter Keurs et al. [274]. Huxley [118] provides a detailed summary of experimental findings and their links to the sliding filament theory.

As seen in these landmark studies, with evolving research tools comes an evolution in our understanding of the functioning of muscles from a number of viewpoints. At the most fundamental level, the biochemistry involved in the actin-myosin complex is now well understood; this is detailed by Herzog and Ait-Haddou [101] in their summary of Huxley’s models. Accurate rate-control in experimental analysis of active and passive tissue, such as those performed by Grover et al. [94], have further developed the macroscopic viscoelastic properties of the tissue.

6.1.2 Fundamental models for the representation of muscle contraction

6.1.2.1 Cross-bridge theory

Cross-bridge theory, a mathematical representation of the sliding-filament theory proposed by Huxley [78, 218, 324, 312], describes the interaction of actin and myosin filaments. The underlying hypothesis of the model is that the tensile stress in the contractile element can be expressed in terms of a probability frequency function that is dependent on the activation, the number of active cross-bridge sites and several physical parameters. Kinetic theory is used to predict the response of the contractile element. It describes the probability of a cross-bridge having been bonded to its activation site on the myosin filament, facilitating contraction in the element.

Although this model makes several assumptions about the functioning of the cross-bridges [78, 324], it provides a good mathematical correlation between microscopic modelling and the macroscopic functioning of the muscle and is widely considered to provide the most accurate description of the muscular contraction process [145, 280]. However, other elastic muscle structures are ignored and the transmission of forces between muscle fibres is not accounted for. The cumulative effect of deformation of one part of the muscle on another is also neglected and its ability to model fast activation has been questioned [38, 319].
Additions to the model were provided by Mijailovich et al. [178], wherein they accounted for the extensibility of the actin and myosin filaments measured during isometric contraction. The mechanics of individual sarcomeres have also been explained by Cooke et al. [48] using cross-bridge theory. Both classical and modified forms of the Huxley model have been used to explain mechanics and characteristics present at the level of a single muscle fibre by Wu and Herzog [316], Rassier et al. [228].

6.1.2.2 Distribution moment model

The distribution moment model (DMM) was originally proposed by Zahalak in 1981 as an enhancement of cross-bridge theory. The enhancements, which account for the effects of calcium activation on the cross-bridges, are presented by Zahalak and Ma [324] (and also in [78]). Each cross-bridge can bond to its nearest actin site provided that it has been activated by a calcium ion. The kinetic model of the Huxley model is reinterpreted as the probability of finding an active cross-bridge at a binding site at any given time, and is coupled to equations governing the concentration of calcium ions in the vicinity of cross-bridges.

Based on the Huxley-model, the distribution moment retains its benefits (and limitations [315]) and, in addition, can potentially describe the change in muscle properties during a rapid stretch in the muscle. However, much experimental work is required to determine model parameters and, due to its derivation, requires that the contractile tissue is considered incompressible.

Work performed by Zahalak and Ma [324] validated the accuracy of the model against cross-bridge theory and experimental results, and demonstrated its application in modelling isometric contraction. Zahalak [323] extended the application to the evaluation of muscle fibres, placed in the presence of solutes, in compressive and tensile states.

6.1.2.3 Hill’s model

Hill [103] provided a simple, accurate representation of tetanised muscle. However, the application of this model was limited due to the conditions under which it was produced. The model was unable to describe a single twitch, wave-summation, the mechanical behaviour of unstimulated muscle or the force-velocity relation when the tetanised muscle is released slowly or when strain varies with time.

The Hill three-element model, a phenomenological model which is an evolution of Hill’s model, was developed to correct some of its fundamental limitations. Fung [78] presented a version of the Hill three-element model, shown in figure 6.1, which is consistent with the 1-d model as described by Hill and is widely adopted. The arrangement of the elements used to describe the model are not unique as they can be used to represent different parts of muscle physiology at different length scales. The configuration shown here has three separate components which together describe the motion of a single sarcomere. The representation of muscle-tendon systems, for which it appears to be the most common model used in musculoskeletal modelling applications [45], requires an alternate arrangement.

The equations that govern the motion of each element is derived from isometric and isotonic contractions of muscle. The contractile component provides the active shortening of the muscle and is governed by force-length and force-velocity relationships. Additionally, the dynamics of active state of the element can be modelled using differential equations [280]. This model has been described as a “black-box model”, since the equations for the contractile element, although at a high-level consistent with sliding-filament theory, provide
Figure 6.1: Schematic of the Hill three-element model for the sarcomere, showing the arrangement of the elements that represent components sarcomere physiology.

a relationship between input parameters and output results without directly representing the mechanism of muscle force production [280].

The three-element model has been used to successfully predict the movement of muscle under various scenarios. However, some of the fundamental assumptions leading to the construction of the model are flawed and it remains valid for only tetanised muscle. It must be modified further in order to describe single twitches and wave-summation, and is unable to simulate yielding in muscles that are stimulated by low frequencies during stretch [45]. The methods used for experimental evaluation are dependant on chosen assumptions. Furthermore, the division of forces between contractile and parallel elements, as well as that of the strain between contractile and series elements, is arbitrary. It has also been noted that the complex interaction of force-length, force-velocity and activation dynamics may cause the Hill-model to be unreliable in complex contractile conditions [280].

6.1.2.4 Comparative studies of micro-physiological models for muscle

Cole et al. [45] evaluated the transient force response of a Hill-based muscle-tendon model and a DMM during stretches at different velocities. The results were compared to experimental data taken from a cat soleus during iso-velocity stretches at maximal activation. The authors were able to accurately reproduce the force-time and force-length response of the muscle at the set velocities using the Hill-model with a single set of parameters. They did not succeed in doing similar using the DMM and it was determined that a single set of parameters were not sufficient to describe the kinetic behaviour of muscle beyond the short-range stiffness region at different velocities of stretch.

van den Bogert et al. [280] reviewed the methods for developing mathematical models to represent human anatomy. They used both mechanistic (DMM) and phenomenological (Hill-based) models to describe the iso-velocity dependence of muscle-tendon system of a maximally activated cat soleus. It was concluded that the Hill-model was superior in its ability to predict muscle forces under different conditions using the same model parameters. The Hill model was able to successfully simulate both slow and fast stretches with a single set of input parameters, whereas the DMM was greatly inaccurate for fast stretches. However, Hill-models were unable to reproduce the observed effect of muscle force decreasing below the isometric force when lengthening occurs at submaximal activation. Overall, it was decided that the Hill-model is able to reproduce experimental results, and is the better option to simulate accurate muscle behaviour.

Wu and Herzog [315] demonstrated that in some cases discrepancies arise in results produced by the DMM when compared to the exact solution Huxley-model. The authors contend that, with respect to describing the
fundamental characteristics of muscle contraction observed in experimental analysis, the cross-bridge model remains unrivalled.

Further enlightenment on the differences between the Hill- and Huxley-models, from the perspective of cardiac modelling, is provided by Peskin [218].

Direct modelling of the underlying histology of muscle samples allowed Sharafi and Blemker [251] to explore the ability of muscle models to accurately describe passive tissue in shear. A representative cell unit, describing either a collection of fibre or fascicle bundles, was deformed in shear. It was found that the behaviour of the models in terms of the overall shear stiffness of the modelled sample could differ considerably. Transversely isotropic behaviour was exhibit by the fibre-level model, while models aimed at the fascicle-level displayed transversely anisotropic behaviour.

### 6.2 Constitutive formulations of fibrous materials

Due to the presence of some similarities in the physiology of cardiac tissue (striated muscle) and skeletal muscle, approaches and principles used from a continuum-mechanics and muscle-mechanics view-point are often similar. Due to this and that some skeletal models are derivative works of cardiac models, a brief survey of the cardiac models was conducted. The various descriptions for skeletal muscle in the literature were also surveyed. This literature, along with that which makes critical analysis of these approaches, is appraised.

#### 6.2.1 Cardiac, arterial and collagenous fibrous models

The seminal work on which many fibrous constitutive models are derived is that performed by Spencer in 1984. This model was developed further by Humphrey and Yin [116] and combined the features of phenomenological and microstructural modelling to provide a unified continuum description of incompressible pseudo-elastic tissues in which embedded fibres exist. The authors describe their aim as being to develop a pseudo-SEF for fibrous materials from which the form is inspired by experimental data. These fibres are considered to be non-interacting, with a fibre family having the same directionality and material description, and contribute stiffness only when in a state of tension. This SEF was assumed to be additively decomposed into homogeneous matrix and fibre components, with the fibre component representing the total strain energy of all fibre families and only the matrix having a hydrostatic contribution. The matrix was considered to be a function of the first and second invariants of the right Cauchy-Green tensor, and the fibres were assumed to be dependent on the deformation only through the definition of their stretch, also an invariant quantity. The fibres only contributed to the material stiffness in their current direction. Formulation of a biaxial test for a thin-sheet of material with two perpendicular fibre families lead to the formulation of three plausible constitutive models for fibres, with one chosen on the basis of experimental data. The resulting framework was used to describe the pleura, consisting of collagen and elastin fibres. The SEF for the matrix was chosen to have an exponential dependence on the first invariant, while that of the collagen had an exponential dependence on the fibre stretch. Similar material models were also used to represent myocardial tissue, with the resulting constitutive model accurately reproducing experimental data.

---

2 These are viscoelastic materials that can be represented by a single material model using two different sets of material parameters to describe the loading and unloading characteristics.
The basic decomposition of the SEF and the form of the constitutive models for incompressible, anisotropic fibrous materials developed by Humphrey and Yin [116] are regularly used in the literature. The exponential form of the fibre SEF was used by Holzapfel et al. [107], Gasser and Holzapfel [82], van Oijen [290], Stålhand et al. [260], Driessen et al. [58], in the development of arterial models, Driessen et al. [58], Baaijens et al. [9] in describing collagen in vascular leaflets and Weiss et al. [305] in their model of the human medial collateral ligament. Zulliger et al. [329] used a SEF linear in engineering strain, to model fibres in arteries under the influence of active vascular smooth muscle. Federico and Gasser [70], modelling articular cartilage, expressed the fibre SEF in terms of a Taylor-series of the fibre stretch. Further development by Humphrey et al. [117] has lead to a more complex description of the response of passive myocardial tissue which did not take the form of any of their previously presented models. A SEF which couples the fibre and matrix contributions was utilised by Weinberg and Kaazempur-Mofrad [304] to model mitral valve leaflets.

More advanced concepts of fibre modelling include the addition of cross-fibre terms, which is discussed by Holzapfel et al. [107]. Consideration for multiple fibre families is made in [107, 290]. Gasser and Holzapfel [82] included a strain-rate independent plasticity model to incorporate the effects of relative slip between fibres under deformation and plastic hysteresis. Holzapfel et al. [107] also discusses the inclusion of residual stresses or prestressing, important in the simulation of arteries, which was subsequently used by Driessen et al. [58]. Fibres may be considered to be of finite volume if they form a large component of the overall material volume. A framework for the inclusion of the concept of the fibre volume-fraction was presented by van Oijen [290], and later used and discussed in [58, 70]. An alternate description of the volume-fraction concept is provided by Federico and Gasser [70]. Zulliger et al. [329] weighted the components of the additively decomposed SEF by their cross-sectional area. Active muscle mechanics, accounting for muscle tone and response to the deformation, and the length-tension relationship of individual contractile elements were also introduced in [329]. In their development of a heart valve model, Li et al. [151] utilised a nonlinear, anisotropic stiffness modulus where the elastic modulii were expressed by independent nonlinear functions of the strain and the shear modulii calculated from these.

### 6.2.2 Skeletal muscle models

In the area of skeletal muscle modelling, Hill-based models have proved to be most popular in terms of providing a mathematical description of muscle functioning [286]. Examples of their use in the development of musculoskeletal models include the works of Pandy et al. [208], Pandy [207], Lloyd and Besier [158]. Hyperelastic continuum models based are regularly developed using the concept of additive strain-energies for matrix and fibre contributions as described by Humphrey and Yin [116]. Martins et al. [170] demonstrated how the definition of the muscle fibre contribution in [116] could be modified such that it fitted with the physical definitions described by the Hill-model. This permits the inclusion of the force-length, force-velocity relationships as well as the effects of activation in the constitutive relations for muscular tissue. This concept, leading to the additive decomposition of the total stress tensor derived from a SEF, has since been used to model the human biceps brachii [170], the pelvic floor [52, 171] and squid tentacles [272].

Spyrou and Aravas [258] forgo the use of a phenomenological model to represent muscle and tendinous tissue of squid tentacles and a portion of the human hamstring, but do however include the force-length

---

3 Holzapfel et al. [107] also provides a comprehensive review of- and description of a framework for fibrous hyperelastic materials.

4 It should be noted that the description of these relationships and numerical implementation of the Hill-model varies considerably in the literature.
and force-velocity relationships. A similar procedure was followed by Johansson et al. [133] in their model of squid tentacles and simple pennate muscles. Alternate methods for the inclusion of active muscle contributions, which do not rely specifically on Hill-elements, are provided described by Lemos et al. [149] in the modelling a cat medial gastrocnemius, as well as in [24, 235]. In the above papers, the total stress tensor is decomposed without any specific link between the fibre constitutive model and a SEF being described. Röhrle [234], although utilising a free-energy function for both active and passive contributions, also did not utilise phenomenological models in their work. More recently, complete SEF descriptions of muscle mechanics which forgo some of the assumptions made in [116] as well as phenomenological models have been developed by Odegard et al. [197], Ehret et al. [62].

The literature does contain numerous examples of models created on the bases of completely different descriptions of muscle tissue. The Huxley model, in combination with the DMM, has been utilised by Oomens et al. [201] to simulate contraction of the rat tibialis anterior. A less conventional linked fibre-matrix mesh model, which uses two separate meshes to represent the extracellular matrix and muscle fibres, has been developed by Yucesoy et al. [322] to more accurately represent the interaction between constituents of the myofibres and the surrounding matrix. Following from the work of Li et al. [151], Van Loocke et al. [286] describe a nonlinear transversely isotropic constitutive model of passive skeletal muscle using strain-dependent Young’s moduli (SYM) thus negating the use of a phenomenological model. This model has since been improved by incorporating the effects of viscoelasticity [288, 289].

Pertaining specifically to modelling of muscles in the HUA, Wilhelms-Tricarico [311] included the force-length and force-velocity relationship in their continuum model of muscle contraction. As no phenomenological model was used, the fibre constitutive model was based on the stretch of the representative fibres. An isotropic exponential SEF was used to represent the passive elastic components of tissue. Mention was made of inclusion of fibre density, but no details were provided. A similar representation of the muscle force-length relationships has been used by Wu et al. [317], however an additional passive contribution from the muscle fibres was included. Baker [11] describe a force-length relationship based on the length-change of sarcomeres.

A Hill-model, representative of muscle sarcomeres, was also used by Huang et al. [111, 112, 113] to model the GG of the tongue. Specifically, the GG was modelled using a nonlinear relation in the axial direction of its constituent fibres. Further use of the Hill-model is made in by Kojic et al. [143] in a model of the uvula. Notable in this work is that Kojic et al. also scaled the stress generated in the muscles by their volume fraction.

Another representation of muscles is that of the force effectors [263]. With this technique, muscles are represented as line segments connecting nodes, and forces are applied directly to the nodes of a FE model. In some instances, muscles are modelled using a macro-scale representation of fibres that were positioned on the edges of the FEM elements. Prescribed muscle forces, under the assumption of spatial uniformity, was used by Fujita et al. [77], Vogt et al. [293], Vogt [292], Gérard et al. [85, 87], Perrier et al. [215]. Leading from the description of motor-control mechanisms (discussed in some depth in section 7.1), an exponential force-activation relationship, which is stated to describe the effects of the Hill-model series element (SE) and contractile element (CE) [244], was used by Perrier et al. [214], Sanguineti et al. [244, 245] to produce active muscle forces. Buchaillard et al. [29] made additions to this model to take into account the changing CSA of the muscles and the force-velocity relationship. Phenomenological models can also be represented by force effectors. The Artisynth project incorporates a Hill-model in their muscle model [263, 159]. Both active and viscoelastic passive components of muscles were modelled by Dang and Honda [50, 51], Fang et al. [53] using a complex rheological model that incorporated a Hill-model. Perrier et al. [215] included active local stiffening of the tissue surrounding contracting myofibres.
6.2.3 Comparative studies of continuum-based implementations of muscle models

Van Loocke et al. [287, 286] provide a valuable discussion on the topics of the available experimental data for passive skeletal muscle and the literature relevant to modelling it, both in terms of microstructural and continuum models. Experimental data was obtained under quasi-static conditions, from which two material models were developed and evaluated. A multi-parameter hyperelastic transversely isotropic model, dependent on the stretch ratio in the fibre direction and the first invariant of the right Cauchy-Green tensor, was derived from the work of Humphrey et al. [117]. This model was compared to a SYM model based on the work of Li et al. [151].

It was determined that the Humphrey et al. SEF accurately fitted the experimental data in the fibre direction up to 20% strain and in the non-fibre direction up to strains of 40%. The model was unsuccessful in predicting muscle behaviour at 45° from the fibre direction. In contrast, the SYM model provided a good correlation to the experimental data at strains of up to 40%, as well as in the direction 45° from the fibre orientation.

6.2.4 Discussion on the methods of modelling skeletal muscle

A review of the literature has determined that the use of a continuum approach in conjunction with SEFs (be they active or only passive) is an overwhelmingly popular approach to modelling large deformations of muscular tissue. This method allows for the incorporation of phenomenological models and can be used to describe an arbitrary geometries with an arbitrary arrangement of muscle histology. However, the accuracy of material response in cross-fibre direction remains questionable. Furthermore, for models such as that of Humphrey et al. [117], there exist difficulties in the estimation of input parameters, although this could be partially accounted for by the breadth of the experimental results obtained to date [286].

The direct application of nodal forces through force effectors provides an alternative method to modelling active tissue to the continuum approach. The resulting material model appears to be simple to implement and computationally inexpensive. However, they are strongly linked to the geometry of the FE mesh, which provides further difficulties in the development of a geometric model. There also exists a disconnect between response of the muscle model and the underlying physiology of muscle tissue in terms of its local deformation. The SYM method, the third alternative approach, uses model constants that have a physical interpretation and are directly correlated to experimental data [287]. However, it has only been demonstrated for transversely isotropic (1-fibre family) passive tissue. As the histology of the tongue is complex, there exists the need for a completely anisotropic material model. Furthermore, the inclusion of muscle activation within a SYM model not yet been demonstrated.

Regarding the simulation of the mechanism of force-production in the tongue, the Huxley and DMM are not particularly popular for this purpose due to their complexity and level of detail. The Hill model, which models muscle on a functional level and incorporates all of the major features of passive and active muscle response, provides a good balance between model detail and complexity of implementation.

6.3 Muscle as a composite

Muscle tissue is composed of a largely homogeneous and isotropic bed matrix consisting of adipose and interstitial tissue in which muscle fibres are embedded. Each group of muscle fibres is made up of several
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sub-units, of which the smallest functional unit is the sarcomere. Figure 6.2 depicts the arrangements of the sarcomeres in a muscle fibre. By assuming that in a small control volume all sarcomeres belonging to a fibre family behave identically, one can describe the local motion of the fibre by describing the motion of a single sarcomere.

**Figure 6.2:** Physiology of a skeletal muscle fibre: Macro-scale (muscle fibre) to micro-scale (sarcomere). The Hill three-element model, overlaid on a muscle fibre, represents the behaviour of a collection of sarcomeres. The PE and SE are passive and the CE is responsible for the active reduction of muscle length.

In producing a mechanical model for muscle, individual fibres are considered to have a negligible cross-sectional area in comparison to their length. No restriction is placed on the number of muscle fibre families present at each point in the muscle. This allows for the notion of crossing and interweaving muscle groups, a histological feature found in the tongue. Adjacent fibre families are assumed to slide over each other, so no cross-terms and direct interaction are modelled in the constitutive equations.

### 6.3.1 The Hill three-element muscle model

In section 2.5.1.1 it was mentioned that the sarcomere is the smallest physiological unit of muscle tissue. The Hill three-element model, illustrated within the muscle fibre in figure 6.2 and described by Fung [78], is a representation of muscle at a sarcomere level. Each of the elements represent a collection of different physical components of the sarcomere.

It is assumed that, locally, all sarcomeres belonging to a muscle group behave identically. More particularly, it is assumed that these sarcomeres undergo identical deformation, receive the same neurological input and have the same force-generation capabilities as one another. Since the serial and parallel arrangement of sarcomeres that comprise a muscle fibre behave identically, through homogenisation the net action of the numerous components of varying physiological scales within the muscle fibre can be represented locally by a single Hill element.

The Hill element used to model the composition of skeletal muscle, as adopted by Fung [78], Martins et al. [170], comprises of three individual units with an arrangement and constitutive relation that characterises the underlying physiology that it represents. Two of the elements, the SE and CE, are in series with one another and collectively in parallel with the parallel element (PE). Both the PE and SE are passive components of the model and respond to the deformation of the surrounding tissue. The components of the Hill model represent the following aspects of skeletal muscle tissue [78, 170]:

- **PE:** Connective tissue and collagenous sheaths such as the perimysium and epimysium.
- **SE:** Z-bands, titin-filaments, connective tissues and passive components of the actin-myosin complex.
Active components of the actin-myosin complex.

The PE accounts for the resting elasticity of tissue. A further contribution to the PE may be necessary, dependent on the contraction or stress-strain history of the muscle due to residual coupling of the actin-myosin complex. The difference between the properties of the whole muscle and the parallel component characterises the properties of the contractile and series elements. It should be noted that the effect of the collagenous tendons have been ignored. Muscles of the tongue (although categorised as skeletal muscle) do not have tendon components of any significance.

The SE captures the intrinsic nonlinear elastic characteristics of the sarcomere. Contributions to the elasticity of this component may also include the non-uniform activation of myofibril filaments and non-uniformity of the sarcomeres themselves. This element is known to have an exponential length-tension relationship [78].

The contractile force, which results in the active shortening of muscle, is generated by the CE in response to a neural stimulus. It has zero tension at rest, and is capable of shortening when activated due to the sliding action of the actin-myosin complex. An increase in tension in this component is developed by increasing the number of active cross-bridges. It is required that the relationships that govern the response of the CE capture the length and velocity relationships presented in section 2.5.2.3.

A detailed comparison between the model chosen for this work, which is presented in the following paragraphs, and that in the literature is provided in appendices D.3 and D.4. Some initial observations concerning the reinforcing properties of the passive muscle fibres, as well as the proportion of the tissue volume that they occupy, are also included therein. Representative mathematical models for the components of the Hill three-element model are presented in section 6.5.2. A discussion of the active components of the model is presented in section 7.2.1 that is subsequent to the presentation of the model that governs neural input to the muscle groups.

### 6.4 Muscle matrix

There are numerous models (e.g. [293] [111] [244] [86] [28]) that have been used to describe the isotropic skeletal muscle matrix of the tongue, each with significantly different characteristics.

Martins et al. [170] [171] consider the muscle matrix to be a Fung-type hyperelastic material. This model is also used in [116] [311]. The parameters for the muscle matrix, given in table 6.1, were chosen such that Young’s modulus at zero strain and high strain, as approximated under uniaxial tension conditions, would be within the range of values described in the literature.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Muscle</th>
<th>Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_0$</td>
<td>kg/m$^3$</td>
<td>$B_1$</td>
</tr>
<tr>
<td>Units</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value</td>
<td>1060</td>
<td>0.625</td>
</tr>
</tbody>
</table>

The hyperelastic model used does not account for significant features of viscoelastic and high strain-rate effects [288] [289] nor directly the increased stiffness observed during compression tests of muscle with transverse-
orientated fibres [286]. However, these simplifications can be justified as low strain-rates are expected in the scenarios being modelled and the contraction of muscle increases its stiffness by a substantially greater margin than the mentioned effects. The scenarios being modelled in this work have a limited number of contraction cycles. Therefore, the viscoelastic and hysteresis effects will not have sufficient time to reduce to the steady state which would be present in a real-world scenario of cyclic loading and contraction[5].

6.4.1 1-d material model to represent external tissue

As with adipose tissue, simplified models of regions of the HUA require that the bedding tissue of skeletal muscles be represented as a one-dimensional model. Since the Fung model was used to as the constitutive model for muscle matrix, equation [5.12] was applicable to this material. The model parameters, shown in table [6.2] were set such that the material stiffness matched that obtained from uniaxial tests for the parent material. The Poisson’s ratio set to 0.5 as the tissue is incompressible. Figure [6.3] demonstrates that the 1-d material model and the uniaxial stiffness of muscle matrix determined by a full constitutive model match with sufficient accuracy.

### Table 6.2: Parameters for 1-d model of muscle matrix.

<table>
<thead>
<tr>
<th>True strain</th>
<th>$E_0$</th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon \geq 0$</td>
<td>6.2kPa</td>
<td>1.5</td>
<td>5.3</td>
</tr>
<tr>
<td>$\varepsilon &lt; 0$</td>
<td></td>
<td>2.4</td>
<td>4.35</td>
</tr>
</tbody>
</table>

Figure 6.3: Young’s modulus for 1-d muscle matrix model. Data plotted against measured results from uniaxial FEM test.

6.5 Muscle fibres

The presentation of the constitutive model for active muscle fibres is decomposed into two parts. In the first, section 6.5.1, the method of quantifying the volume of fibres occupying a control volume in muscle tissue is presented. Section 6.5.2 details the mathematical description applied to each of the Hill elements used to represent active skeletal muscle fibres.

Rodrigues et al. [232] noted that in their simulations of laryngoscopy, the limited experimental data they acquired was better matched by a hyperelastic material model than a viscoelastic material for simulations of the order of 10s in duration.
6.5.1 Volume fraction

The concept of fibres occupying finite space within a control volume in muscular tissue was introduced in section 5.2. This representation requires the quantification of the fibre volume fraction within each region of the muscular tissue. Histological samples of tongue, such as those shown in figures 2.7 to 2.9 suggest that the volume fraction of fat and interstitial space is relatively large and varies in quantity throughout the muscle tissue. Furthermore, as noted in Nashi et al. [191], the quantity of adipose tissue present in the tongue increases considerably with BMI. A brief survey of the estimated fibre volume fraction for the tongue, extracted from various studies, is presented in table 6.3.

Table 6.3: Literature survey of skeletal muscle total fibre volume fraction \( \sum \phi_f \) for the tongue. In studies where \( \phi_{Adipose} \) is listed, the total fibre volume fraction is estimated as \( \sum \phi_f = 1 - \phi_{Adipose} \).

<table>
<thead>
<tr>
<th>Study</th>
<th>Anterior</th>
<th>Posterior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miller et al. [179]</td>
<td>0.44 – 0.64</td>
<td>0.74[F]</td>
</tr>
<tr>
<td>Humbert et al. [115]</td>
<td>0.9[F]</td>
<td>0.87 – 1[F]</td>
</tr>
<tr>
<td>Liang [153]</td>
<td>0.74[F]</td>
<td></td>
</tr>
<tr>
<td>Lieber et al. [155]</td>
<td>0.87 – 1[F]</td>
<td></td>
</tr>
<tr>
<td>Nashi et al. [191]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on the data described in the literature, the chosen parameter for the total fibre volume fraction for the tongue model is \( \sum \phi_f = 0.7 \). This value appears suitable for the average adult with a healthy BMI. The spatial variation of the adipose tissue concentration in the tongue is not accounted for.

6.5.1.1 Local fibre volume fraction

Throughout the tongue and the other muscular anatomy presented in section 2.1 numerous muscle groups weave and interact at a micro-histological level. As multiple fibre families occupy the same control volume, the total fibre fraction has to be divided amongst the locally present muscle groups. Due to the lack of spatial
data, the local volume fraction of each fibre family that occupies a position in space is equally split such that

\[
\phi_f = \frac{\sum \phi_i}{f}
\]

where the denominator \( f \) represents the total number fibre families (different to \( M \), the total number of muscles represented in the geometry) present at each point. The packing of fibres at a micro-scale varies throughout the anatomy and equation 6.1 provides a first-estimate in lieu of better data to build a more comprehensive model. Figure 6.4 provides a visual description of the idealised packing that is assumed at the micro-scale of muscular tissue.

![Figure 6.4: Idealised fibre packing scenario for multiple non-intersecting cylindrical fibre families within a representative volume. Each of the muscle fibres are assumed to be of the same functional-diameter.](image)

The consequence of this representation is that the contractile force generated in regions where a large quantity of fibre families are present will be less than those where few muscles intersect. For fibre families that are parallel to one another this is a reasonable outcome as, in a control volume under ideal packing situation, the CSA of each muscle must be reduced. Off-axis rotation of any fibre family depicted in figure 6.4 results in a similar but shifted packing arrangement with the same total volume fraction of each fibre group in the control volume. This indicates that, for fibres of the same size, there is no requirement of orthogonality for the model to be valid. However, the simplified model is invalid when different size fibres are present or upon the introduction of a fourth fibre family to the scenario represented by figure 6.4c where clearly the fibres aligned in one direction would have to be divided between the two muscle groups. Histological sections shown in figures 2.7 and 2.8 as well as [251], indicate that the muscle fibres must have a more complex packing arrangement than is represented here, due to their bundling and non-uniformity.

### 6.5.2 Constitutive model of active skeletal muscle fibres

The material behaviour of muscle fibres is described in terms of a general, but undefined, SEF \( \psi_f \) that is dependent on the stretch in the fibre direction. The resulting equation for stress, equation 5.4c, involves the derivative of the SEF with respect to the fibre stretch; this term is interpreted as the one-dimensional tensile force in the muscle fibre [171] as described in equation 6.3.
As the Hill three-element model assumes identical behaviour of sarcomeres in a near vicinity to one another, we use the terms sarcomere, myofibre and muscle fibre interchangeably as, locally, they all behave identically. In this instance, locally is defined as at each independent representative computational point.

Using this phenomenological model, the total force in the muscle fibre can be additively decomposed into the sum of the tension in the parallel and series element: that is to say that

$$\psi_i'(\lambda_f) := T_i = T_i^p(\lambda_f) + T_i^s(\lambda_f, \lambda_c),$$

where $$T_i$$ is the nominal stress generated in the Hill element, with the additional relationship that the series and contractile tension are equal

$$T_i^s(\lambda_f, \lambda_c) = T_i^s(\lambda_c, \alpha).$$

As the skeletal muscle to be modelled has no pennation, the fibre force vector (the magnitude of which is given by equation 6.3) is completely aligned with the line of action of the muscle. However, given that $$\lambda_f$$ is a function of the deformation gradient, the generated stress in the Hill-element, and thus the local contractile force generated by the muscle fibres, is in general spatially non-uniform. From equation 6.3, the SEF governing the muscle model can be defined by

$$\psi_i := \int_1^{\lambda_f} \left( T_i^p(\lambda_f) + T_i^s(\lambda_f, \lambda_c) \right) d\lambda_f$$

and the fibre contribution to the Kirchhoff stress by

$$\tau_i = \lambda_f T_i n_i \otimes n_i$$

with the form of the structure tensor $$n_i \otimes n_i$$ indicating that zero dispersion of the fibres is present.

In [171], a multiplicative split of the contractile and series strain is assumed; that is, the total fibre stretch in the two-element branch can be described as a composition of the stretch of the series element superimposed on that of the contractile element:

$$\lambda_f = \lambda_p, \quad \lambda_f = \lambda_s \lambda_c.$$

The split considered here is the one-dimensional equivalent of the deformation gradient decompositions presented in equations 3.25 and 3.73. Using the implicit relationship given in equation 6.7b, the SE stress equation $$T_i^s(\lambda_s) = T_i^s(\lambda_f, \lambda_c)$$ presented in equations 6.3 and 6.4 has been posed in terms of the fibre and contractile element stretches by removing the second unknown stretch variable $$\lambda_s$$. Section 6.5.3 presents a method of solving for the internal fibre variable $$\lambda_c$$ using equations 6.4 and 6.7b.

Because the muscle tissue consists of a conglomeration of fast and slow twitch fibres (shown in figure 2.11), the total fibre stress due to the recruitment of each fibre type is

$$\phi(T_i) = \phi_{\text{fast}} T_i^{\text{fast}}(\lambda_f, \\lambda_c, \alpha) + \phi_{\text{slow}} T_i^{\text{slow}}(\lambda_f, \\lambda_c, \alpha),$$

where the total fibre volume fraction is decomposed into the contributions from either fibre type

$$\phi_i = \phi_{\text{fast}} + \phi_{\text{slow}}.$$

However, it is assumed that the LHS of equation 6.2a provides a sufficiently accurate representation of its decomposition, and thus the actual decomposition does not need to be modelled directly. It represents the homogenisation of the properties of the different fibre types. Knowledge of the recruitment strategy of each fibre type under different dynamic scenarios is therefore not necessary.
The aforementioned relationships are presented in detail in equations 6.8a to 6.8c. Martins et al. [171] describe the force in each element in terms of $T_{0}^\max$, the maximum tensile force that can be attained in the element, and experimentally determined scaling functions by

$$T_p^\ell (\lambda_t) = T_0^\max f_p (\lambda_t),$$

(6.8a)

$$T_s^\ell (\lambda_t, \lambda_c) = T_0^\max f_s (\lambda_t, \lambda_c),$$

(6.8b)

$$T_c^\ell (\lambda_c, \alpha, \dot{\lambda}_c) = T_0^\max T_0^s f_c (\lambda_c, \lambda_c, \alpha).$$

(6.8c)

Here, $T_{0}^\max = \frac{F_{0}^\max}{A_0}$ represents the peak nominal isometric stress that can be attained in the muscle at resting length [171]. The scalar value $T_{0}^\max T_0^s := T_0^s$, motivated and described in chapter 7, gives the maximum contractile stress that can be developed.

The parallel element representing the connective tissue and collagenous sheaths surrounding the fibre have an exponential constitutive law [104, 171]

$$f_p (\lambda_t) = \begin{cases} 2\alpha A (\lambda_t - 1) \exp(\alpha (\lambda_t - 1)^2) & \text{if } \lambda_t > 1 \\ 0 & \text{otherwise} \end{cases}$$

(6.9)

The intrinsic elastic properties internal to the sarcomere are represented by the series element. It also has an exponential stretch-tension relationship [104] described by [171]

$$f_s (\lambda_t, \lambda_c) = \begin{cases} c_1 \exp(\alpha (\lambda_t - \lambda_c) - 1) & \text{if } \lambda_s > 1 \\ 0 & \text{otherwise} \end{cases}$$

(6.10)

It should be noted that both the parallel and series elements function only when under tension and therefore provide no reinforcement under compression. The parameters used in the relationships governing the passive components of muscle fibres are listed in table 6.4.

| Table 6.4: Material parameters for muscle fibres, and the Hill model PE and SE |
|-----------------|-----------------|-----------------|-----------------|
| **Parameter**   | **Fibre**       | **PE $f_p$**    | **SE $f_s$**    |
| **Units**       | **$T_{0}^\max$**| **$a$**          | **$A$**          | **$c_1$**  | **$c_2$**  |
| **Value**       | 668.8 kN/m²     | 8.568 x 10⁻⁴    | 12.43           | 0.1       | 100        |

The estimation of muscle properties is a difficult task [280]. A value of 220 kN/m² is suggested by Wilhelms-Tricarico [311] for the GH muscle. Fung [78] also documents the tensile strength of the actin filament to be at least 2.2MPa. van den Bogert et al. [280] note that values of between 20 and 100 N/cm² have been used in literature, while Martins et al. [170] quotes that the figure ranges from 0.16 – 1MPa. Kojic et al. [143] used a figure of $2.2 \times 10^5$ N/m² in their model of the soft palate. Röhrle and Pullan [235] utilised a value of 0.3MPa in their human mastication model.

The contractile element has a dependence on its stretch, rate of stretch and the level of activation (tetany) of the muscle. The force-length and force-velocity relationships are well defined in the literature (see [105]).

---

Currently modelled as an elastic component, an alternative constitutive model might include the effects of viscoelasticity.
but exhibit discontinuous behaviour. In order to overcome this, Gaussian-type mollifier functions are proposed. These match the experimental data closely while being infinitely differentiable functions and easier to use in algorithms. The governing equation for the contractile element is

\[ f_c (\lambda_c, \dot{\lambda}_c, \alpha) = f_c^L (\lambda_c) f_c^L (\lambda_c) \alpha (u(t)) \]  

(6.11)

where the length and velocity\(^8\) dependent functions are described by

\[ f_c^L (\lambda_c) = \begin{cases} \sum n_L g_n (\lambda_c) & \text{if } \lambda_c^{\text{min}} < \lambda_c < \lambda_c^{\text{max}} \\ 0 & \text{otherwise} \end{cases} \]  

(6.12)

\[ f_c^V (\dot{\lambda}_c) = \begin{cases} \sum n_V g_n (\dot{\lambda}_c) & \text{if } \dot{\lambda}_c^{\text{min}} < \dot{\lambda}_c < \dot{\lambda}_c^{\text{max}} \\ 1.5 & \text{otherwise} \end{cases} \]  

(6.13)

or \( f_c^V = 1 \) in the completely quasi-static (non-dynamic) case.

A backward Euler time discretisation for the rate of stretch of the contractile element was assumed, giving

\[ \dot{\lambda}_c := \frac{\lambda_c^t - \lambda_c^{t-1}}{\Delta t} = \frac{\Delta \lambda_c}{\Delta t} . \]  

(6.14)

The Gaussian-mollifier function is defined as

\[ g_n (\lambda) = \begin{cases} (A_n e^{-B_n (\lambda - \mu_n)^p_n}) \left( [\lambda - \mu_n]^q_n - R_{n}^q \right) & \text{if } |R_n| - |\lambda - \mu_n| > 0 \\ 0 & \text{otherwise} \end{cases} \]  

(6.15)

In equation 6.15 the terms in the first bracket define the shape of the curve in most of the region of interest, while the terms in the second bracket forces the function towards zero at a selected radius from a chosen epicentre so that the function is closed. The condition prescribed in equation 6.15 is crucial as the function has a zero-tangent at the cut-off radius but is non-zero beyond its extents.

Table 6.5 lists the parameter values used in the above equations. These parameters were tuned according to data and functions described in literature.

Figure 6.5a illustrates the correlation of equation 6.12 to the force-length data described in Herzog and Aith-Haddou [101] (which is identical to that shown in Gordon et al. [91]), while figure 6.6a shows the degree to which equation 6.13 matches data from Lieber [154]. Some newer models, such as those used by Ehret et al. [62], provide more accurate approximations to the experimental data than those to which comparison of this model was first drawn.

### 6.5.3 Internal equilibrium: Solving for fibre element stretches

In sections 4.2 and 4.3, the solution methodology of the global equilibrium equation was presented. As only equation 6.3 is considered, the satisfaction of global equilibrium does not ensure that the each local Hill three-element system that is coupled to, but discontinuous from, the global problem is in equilibrium. There

\(^8\) Regardless of the constitutive model used for the muscle matrix, active muscle tissue is often classified as a viscoelastic media due to the temporal dependence of this term.
Table 6.5: Material parameters for muscle fibres, and the Hill model CE.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CE ( f^L_c )</th>
<th>CE ( f^N_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>1 2 3</td>
<td>1 2 3</td>
</tr>
<tr>
<td>( \mu )</td>
<td>0.8 1.3 1.325</td>
<td>-0.75 0.4 2.3</td>
</tr>
<tr>
<td>( p )</td>
<td>2 2 1</td>
<td>2 4 0</td>
</tr>
<tr>
<td>( A )</td>
<td>0.475 0.1 4830.635</td>
<td>3 \times 10^{-5} 2.5 \times 10^{-4} 5 \times 10^{-4} 1662.25</td>
</tr>
<tr>
<td>( B )</td>
<td>90 10 3</td>
<td>0.01 0.01 0.5</td>
</tr>
<tr>
<td>( R )</td>
<td>1 1 0.75</td>
<td>10 6 4</td>
</tr>
<tr>
<td>( q )</td>
<td>4 2 4</td>
<td>2 2 2</td>
</tr>
<tr>
<td>( s )</td>
<td>8 8 8</td>
<td>2 2 2</td>
</tr>
<tr>
<td>( \lambda_{c \text{min}} )</td>
<td>0.5</td>
<td>( \lambda_{c \text{min}} ) -10</td>
</tr>
<tr>
<td>( \lambda_{c \text{max}} )</td>
<td>2</td>
<td>( \lambda_{c \text{max}} ) 0.5</td>
</tr>
</tbody>
</table>

remains the need to ensure that the fibre stress equilibrium condition given in equation 6.4 is satisfied at each global equilibrium state. The achieve this total equilibrium state, a staggered method is employed to solve the set of local \( \{\lambda_c\} \) for a prescribed field variable \( u \) and resulting local variable \( \{\lambda_f\} \).

As \( \lambda_f \) is derived directly from the field variables, the remaining unknown to be solved for in each decoupled local problem is \( \lambda_c \). The algorithm used to solve for local equilibrium in the active Hill element branch is a bracketed safe-search Newton/bisection method derived from that described by Press et al. [224]. It has proved to be a robust technique that is well-suited to solving the highly nonlinear local residual equation. It provides a measure of algorithmic stability as the relationships describing the contractile element are, under certain circumstances, highly sensitive to perturbations.

Assuming a fixed value of \( \lambda_f \) as determined from equilibrium of macro-problem, the scalar function that is derived from equation 6.4 and minimised using the hybrid method is given as

\[
R^f \left( \lambda_c, \lambda_f \right) \bigg|_{\lambda_f, \alpha} = f_s \left( \lambda_f, \lambda_c \right) - T^f_0 f^f_c \left( \lambda_c \right) f^N_c \left( \lambda_f \right) \alpha \left( u \left( t \right) \right) \rightarrow 0 \quad (6.16)
\]
The first derivative of the Gaussian-mollifier function is

\[ \frac{\partial R^n}{\partial \lambda_c} = \frac{\partial f_s}{\partial \lambda_c} - T_0 \left( \frac{\partial f_s}{\partial \lambda_c} f_s^{\alpha} + \frac{\partial f_s}{\partial \lambda_c} \frac{\partial \lambda_c}{\partial \lambda_c} \right) \alpha. \]  

(6.17)

The first term can be evaluated using the definition given by equation 6.10

\[ \frac{\partial f_s}{\partial \lambda_c} = \begin{cases} -c_1 s e^{c_2 (\lambda_f - \lambda_c)} & \text{if } \lambda_s > 1 \\ 0 & \text{otherwise} \end{cases} \]  

(6.18)

while the derivative of the length and velocity functions can be calculated using

\[ \frac{\partial f_L}{\partial \lambda_c} = \sum_{n_L} \frac{\partial g_L}{\partial \lambda_c} \left( \lambda_c \right), \quad \frac{\partial f_v}{\partial \lambda_c} = \sum_{n_v} \frac{\partial g_v}{\partial \lambda_c} \left( \lambda_c \right) \]  

(6.19)

where seen appropriate from the fundamental description of the functions presented in equations 6.12 and 6.13.

The first derivative of the Gaussian-mollifier function is

\[ \frac{\partial g_n(\lambda)}{\partial \lambda} = \begin{cases} \left(A_ne^{-B_n(\lambda - \mu_n)^p_n}ight) \left(-p_nB_n(\lambda - \mu_n)^{p_n-1}\right) & \text{if } s = 0, |R_n| - |\lambda - \mu_n| > 0 \\ \left(A_ne^{-B_n(\lambda - \mu_n)^p_n}\right) \left((\lambda - \mu_n)^q_n - R_n^{p_n}\right)^{s_n-1} \times \left(p_nB_nR_n^{p_n}(\lambda - \mu_n)^{p_n-1} - p_nB_n(\lambda - \mu_n)^{p_n+q_n-1}\right) & \text{if } s \neq 0, |R_n| - |\lambda - \mu_n| > 0 \\ 0 & \text{otherwise} \end{cases}. \]  

(6.20)

Figure 6.7 shows the first derivative of the length and velocity functions. Although the derivative of the force-length function is smooth in the usual region of operation for the models used in this work, the force-velocity function has a highly nonlinear first-derivative in the positive portion of the range with a large gradient change near the y-intercept. This could result in poor convergence properties of equation 6.16 but in practise this has not occurred when using the hybrid Newton/bisection method.
From equation \(6.14\), the derivative of the contractile velocity with respect to the contractile stretch at the current time is simply
\[
\frac{\partial \dot{\lambda}_c}{\partial \lambda_c} = \frac{1}{\Delta t}.
\] (6.21)

For muscles that are inactive or have become deactivated due to over-extension or over-contraction, by definition
\[
\lambda_c|_{\alpha=0} := \lambda_c|_{\lambda_c > \lambda_c^{\text{max}}} := \lambda_c|_{\lambda_c > \lambda_c^{\text{min}} := \lambda_f} \quad \alpha \lambda_s = 1.
\] (6.22)

The history for the contractile element length is critical for the correct calculation of \(\dot{\lambda}_c\) and so the evolution of the CE stretch must be tracked even when the muscle is not active or the local fibre bundle deactivates.

Rewriting equation \(6.16\) in terms of an update increment, the residual for a given \(\tilde{\lambda}_c = \lambda_c^{t-1} + \Delta \tilde{\lambda}_c^t\) where \(\lambda_c^{t-1}\) is the CE stretch at the previous equilibrium solution is given by
\[
R_t^f (\tilde{\lambda}_c) = f_s (\lambda_f, \tilde{\lambda}_c) - T_0 f_c^f (\tilde{\lambda}_c) f_c^v (\Delta \tilde{\lambda}_c, \Delta t) \alpha (u).
\] (6.23)

Using algorithm \(1\), it is possible to solve for the CE stretch update \(\Delta \tilde{\lambda}_c^t\) to attain local equilibrium between the SE and CE. Figure \(6.8\) illustrates the procedure of bracketing the root of the equation and decreasing the distance between the brackets as trial solutions closer to the root are found. An event of solution divergence in the preferred Newton-method is depicted in the diagram. In this scenario, the algorithm switches to a bisection method that moves one of the brackets and recommends a restart position for the Newton algorithm on the next iteration of the inner solver loop.

Although the hybrid algorithm is robust, it is possible that the solution may be so highly nonlinear that the bracketing process may falsely skip over the position of a root and may present a case where no root is found. Such a case should be dealt with using an even more robust, and likely more costly algorithm. A further potential complication which is not accounted for in this algorithm is the existence of multiple roots. However, for the purposes of this work, algorithm \(2\) worked as expected as long as control over the global displacement solution step was maintained through the use of load and step limiting methods.
**Algorithm 1** Calculate \( \lambda_c = \lambda_c^{t-1} + \Delta \lambda_c \) for internal stress equilibrium at time \( t \) using safe-search hybrid Newton/bisection method derived from Press et al. [224].

**Require:** \( \lambda_c^{t-1}, \Delta \lambda_c^{t-1}, \alpha^{t-1} \)  
\( \Rightarrow \) Values from previous time-step

**Require:** \( u^t, \Delta t, \lambda_c^t \)  
\( \Rightarrow \) Values from the current time-step global solution and neural algorithm

**Calculate:** \( \alpha^t = \alpha^t (\alpha^{t-1}, u^t, \Delta t) \)  
\( \Rightarrow \) Determine muscle activation levels

**Choose:** \( \Delta \lambda_c^* \)  
\( \Rightarrow \) Uncertainty of initial value of \( \Delta \lambda_c^t \)

\( \Delta \lambda_c^{t-1} = \Delta \lambda_c^{t-1} - \Delta \lambda_c^* \)  
\( \Rightarrow \) Calculate initial brackets

\( R_1^t = R^t (\Delta \lambda_c^{t-1}) \), \( R_2^t = R^t (\Delta \lambda_c^{t-1}) \)  
\( \Rightarrow \) Calculate function values at brackets using equation 6.23

While \( R_1^t \cdot R_2^t > 0 \) do

**Update initial bracket positions according to table 6.6**  
\( \Rightarrow \) Increase bracket size until root is enclosed

if \( R_1^t < \text{tol} \) then \( \Delta \lambda_c^t = \Delta \lambda_c^{t-1} \)  
\( \Rightarrow \) Bracket is located on the root
else if \( R_2^t < \text{tol} \) then \( \Delta \lambda_c^t = \Delta \lambda_c^{t-1} \)  
\( \Rightarrow \) Bracket is located on the root
else  
\( \Rightarrow \) Brackets enclose root. Use Newton / bisection method to solve for root.

Set up bracketing conditions and initial guess

\( \Delta \lambda_c^h = \max (\Delta \lambda_c^{t-1}, \Delta \lambda_c^{t-1}), \Delta \lambda_c^l = \min (\Delta \lambda_c^{t-1}, \Delta \lambda_c^{t-1}) \)  
\( \Rightarrow \) Record high and low bracket values

\( R_2^t = \min (R_1^t, R_2^t) \)  
\( \Rightarrow \) Orient search such that \( R_1^t < 0 \)

\( \Delta \lambda_c^l = \frac{1}{2} (\Delta \lambda_c^{t-1} + \Delta \lambda_c^{t-1}) \)  
\( \Rightarrow \) Choose initial values for the root search

Perform search for root while residual is unacceptable

while \( R_1^t \cdot R_2^t > 0 \) do

\( R_1^t = R^t (\lambda_c^{t-1} + \Delta \lambda_c^t) \)  
\( \Rightarrow \) Not converged on root. Calculate residual using equation 6.23

\( R_1^t = R^t (\lambda_c^{t-1} + \Delta \lambda_c^t) \)  
\( \Rightarrow \) Calculate Jacobian using equation 6.17

if \( ((\Delta \lambda_c^t - \Delta \lambda_c^l) \cdot R_2^t - R_1^t) \times ((\Delta \lambda_c^t - \Delta \lambda_c^l) \cdot R_2^t - R_1^t) > 0 \) then  
\( \Rightarrow \) Newton method overshoots brackets

\( \Delta \lambda_c^t = \Delta \lambda_c^{t-1} + \frac{1}{2} (\Delta \lambda_c^l - \Delta \lambda_c^l) \)  
\( \Rightarrow \) Use bisection method for this inner iteration

else  
\( \Rightarrow \) Use Newton method for this inner iteration

Tighten brackets around solution

if \( f < 0 \) then \( \Delta \lambda_c^l = \Delta \lambda_c^l \)  
\( \Rightarrow \) Shift lower bracket
else \( \Delta \lambda_c^h = \Delta \lambda_c^l \)  
\( \Rightarrow \) Shift upper bracket

end if

end while

Check for element stretch violations (equation 6.22) and consequent muscle deactivation

if \( \lambda_c^{t-1} + \Delta \lambda_c^t > \lambda_c^\text{max} \) then

\( \Delta \lambda_c^t = \lambda_c^t - \lambda_c^{t-1} \)  
\( \Rightarrow \) Over-extension of CE

else if \( \lambda_c^{t-1} + \Delta \lambda_c^t < \lambda_c^\text{min} \) then

\( \Delta \lambda_c^t = \lambda_c^t - \lambda_c^{t-1} \)  
\( \Rightarrow \) CE deactivation: \( f_c = 0 \)

else if \( \frac{\lambda_c^{t-1} + \Delta \lambda_c^t}{\lambda_c^t} < 1 \) then

\( \Delta \lambda_c^t = \lambda_c^t - \lambda_c^{t-1} \)  
\( \Rightarrow \) Over-compaction of CE

else if \( \frac{\lambda_c^{t-1} + \Delta \lambda_c^t}{\lambda_c^t} < 1 \) then

\( \Delta \lambda_c^t = \lambda_c^t - \lambda_c^{t-1} \)  
\( \Rightarrow \) Over-compaction of SE

else if \( \frac{\lambda_c^{t-1} + \Delta \lambda_c^t}{\lambda_c^t} < 1 \) then

\( \Delta \lambda_c^t = \lambda_c^t - \lambda_c^{t-1} \)  
\( \Rightarrow \) SE deactivation: \( f_s = 0 \)

end if

Update values for current time-step

\( \lambda_c^t = \lambda_c^{t-1} + \Delta \lambda_c^t \)

end if

---

*a* The degree to which \( \lambda_c \) is expected to change relies on too many variables to accurately and reliably predict whether the CE will extend or contract, even when muscle contraction \( (\alpha^t > \alpha^{t-1} \geq 0) \) is specified.

---

**cerecam**
by the scalar function

The material-dependent contribution to the stiffness modulus in equation 5.5c from the muscles is described

6.5.4 Linearisation of Hill three-element components

The slope of the parallel function with respect to fibre stretch is determined from equation 6.9 to be

Although equal, the SE nominal stress is preferentially utilised over the CE as the functions governing this
element are less computationally intensive than that of the CE.

The material-dependent contribution to the stiffness modulus in equation 5.5c from the muscles is described
by the scalar function

\[ \psi'_f (\lambda_f) = \frac{\partial T_f}{\partial \lambda_f} = \frac{\partial T_f^p}{\partial \lambda_f} + \frac{\partial T_f^q}{\partial \lambda_f} \]

\[ = T_f^{\text{max}} \left( \frac{\partial f_p}{\partial \lambda_q} + \frac{\partial f_q}{\partial \lambda_q} \right). \]

Table 6.6: Initial hybrid-method bracket updates using a search acceleration factor \( A \).

<table>
<thead>
<tr>
<th>Case</th>
<th>Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R'_1 &lt; 0 ) and ( R'_2 &lt; R'_1 ) and ( \Delta \lambda_c &gt; \Delta \lambda_c^2 )</td>
<td>( \Delta \hat{\lambda}_c^2 = \Delta \lambda_c^1 + A \Delta \lambda_c )</td>
</tr>
<tr>
<td>( R'_1 &gt; 0 ) and ( R'_2 &gt; R'_1 ) and ( \Delta \lambda_c^1 &gt; \Delta \lambda_c^2 )</td>
<td>( R'_2 = R'( \lambda_c^{t-1} + \Delta \hat{\lambda}_c^2 ) )</td>
</tr>
<tr>
<td>( R'_1 &lt; 0 ) and ( R'_2 &lt; R'_1 ) and ( \Delta \lambda_c^2 &gt; \Delta \lambda_c^1 )</td>
<td>( \Delta \hat{\lambda}_c^2 = \Delta \lambda_c^1 - A \Delta \lambda_c )</td>
</tr>
<tr>
<td>( R'_1 &gt; 0 ) and ( R'_2 &lt; R'_1 ) and ( \Delta \lambda_c^1 &gt; \Delta \lambda_c^2 )</td>
<td>( R'_2 = R'( \lambda_c^{t-1} + \Delta \lambda_c^2 ) )</td>
</tr>
<tr>
<td>( R'_1 &gt; 0 ) and ( R'_2 &lt; R'_1 ) and ( \Delta \lambda_c^1 &gt; \Delta \lambda_c^2 )</td>
<td>( \Delta \hat{\lambda}_c^1 = \Delta \lambda_c^2 - A \Delta \lambda_c )</td>
</tr>
<tr>
<td>( R'_1 &lt; 0 ) and ( R'_2 &lt; R'_1 ) and ( \Delta \lambda_c^2 &gt; \Delta \lambda_c^1 )</td>
<td>( R'_1 = R'( \lambda_c^{t-1} + \Delta \lambda_c^1 ) )</td>
</tr>
<tr>
<td>( R'_1 &lt; 0 ) and ( R'_2 &gt; R'_1 ) and ( \Delta \lambda_c^2 &gt; \Delta \lambda_c^1 )</td>
<td>( \Delta \hat{\lambda}_c^1 = \Delta \lambda_c^2 + A \Delta \lambda_c )</td>
</tr>
<tr>
<td>( R'_1 &lt; 0 ) and ( R'_2 &lt; R'_1 ) and ( \Delta \lambda_c^1 &gt; \Delta \lambda_c^2 )</td>
<td>( R'_1 = R'( \lambda_c^{t-1} + \Delta \lambda_c^1 ) )</td>
</tr>
</tbody>
</table>

The slope of the parallel function with respect to fibre stretch is determined from equation 6.9 to be

\[ \frac{\partial f_p}{\partial \lambda_f} = \begin{cases} 
2a A (1 + 2a (\lambda_f - 1)) e^{a (\lambda_f - 1)^2} & \text{if } \lambda_f > 1 \\
0 & \text{otherwise}
\end{cases} \]  

(6.25)

while the implicit relationship of the series function derivative with respect to fibre stretch, derived from
equation 6.10 is

\[ \frac{\partial f_s}{\partial \lambda_f} = \begin{cases} 
c_1 c_2 \left( 1 - \frac{\Delta \lambda_c}{\Delta \lambda_q} \right) e^{c_2 (\lambda_f - \lambda_c)} & \text{if } \lambda_c > 1 \\
0 & \text{otherwise}
\end{cases} \]

(6.26)
as from equation 6.7: $\lambda_c = \lambda_c (\lambda_f, \alpha)$. To solve for the derivative of contractile element stretch with respect to fibre stretch, $\lambda_c$ is determined at perturbed values of $\lambda_f$ using the internal equilibrium equation 6.16 and a second-order central difference method:\footnote{A more computationally expensive fourth-order central difference method was also tested, but no significant gain in accuracy or convergence rate of the global or local solution was observed.}

\[
\frac{\partial \lambda_c}{\partial \lambda_f} \bigg|_{\lambda_f, \alpha} = \frac{f(\lambda_f + \delta \lambda_f) - f(\lambda_f - \delta \lambda_f)}{2\delta \lambda_f} \tag{6.27}
\]

is used to determine the derivative. The perturbation was specified as $\delta \lambda_f = \frac{\lambda_f}{100}$.

### 6.6 External muscles

Since the DG, SH, SG muscles insert into the body of the tongue, the portion of the muscles that are within the tongue are treated as internal fibres whilst acknowledging that both the internal and external components collectively constitute the extrinsic muscle group. The action of external muscle regions are incorporated into the geometry through the traction boundary conditions described in section 3.7. The insertion region on the boundary, $\Gamma_{i0}$, on which the muscles act define the interface where the external fibres transition to internal fibres. $X_i$ in equation 3.102a defines the insertion points on this transition surface. The traction exerted by any external muscle is represented by equation 3.106 with the nominal stress in the fibre defined by equation 6.3. The values of $t_i^{ext}, t_i^{ext}$ are continuously updated as the displacement solution is updated, ensuring that the displacement-dependent load is consistently linearised.

### 6.7 Discussion of convergence and stability of the muscle model

The following observations were made with respect to the use of the muscle model for the simulation of test cases, as well as the muscles in the [HUA](#).

**Convergence:** Quadratic convergence of the Newton-Raphson algorithm is attained if the geometric and material parameters are simple, such as activation of a single muscle embedded in a regular computational domain. However, complex scenarios may result in a superlinear convergence rate. An explanation for this behaviour is that the fibre model is very sensitive to the solution, as well as material and geometric parameters governing equilibrium. The local interaction of multiple fibre families is complex and the staggered global-local algorithm is not suited to these cases. It therefore takes a number of Newton iterations for a local equilibrium to be established between contracting muscle groups.

**Stability:** It is possible to produce a bifurcation problem where the solution is unstable. Any scenario where antagonistic muscle groups are simultaneously active and producing a force of the same order of magnitude may fit into this category. For example, two axially-aligned muscles of the same properties and cross-sectional area acting on opposite sides of a common interface should result in the interface not moving, but is very sensitive to perturbations in the generated solution. In these cases, the unstable equilibrium solution is the correct solution. A better load and solution limiting procedure, as well as more accurate computational and numerical algorithms, must be implemented to cope with such a scenario.
Computational expense: The muscle model described here can be very computationally expensive. The local or inner problem, namely that of equation 6.16, must be solved for each displacement update (and numerous times if a linesearch algorithm is employed). It must be solved several more times when calculating the tangent stiffness contributions in equation 6.27. Each of these involve the evaluation of numerous Gaussian-mollifier functions, although the incorporated cut-off radius does assist in reducing the number of their evaluations.
7. **Neural model**

Achieving efficient task-based motor control in a system is a complex matter. The *motor equivalence problem*, first formally described by Bernshtein [16], maintains that there exists no one-to-one map between the motor coordination problem and the motor solution to a task. Simply stated, in a multiple degree-of-freedom system, there is more than one way to coordinate muscle movements in order to achieve a desired motor-driven goal. In a body of intricate construct, the problem complexity is increased as not only do physical DOFs representing locations catering for bending and rotation exist, but also kinematic DOFs that introduce flexibility in the velocity state. Although this is the case, during early childhood development we learn the muscle synergies required for lifelong coordinated movement and function. Muscle synergies, as defined by Ting and McKay [278], are the “pattern of relative levels of muscle activation”. It has been suggested that movements are a result of a combination of muscle synergies invoked through muscles controlled by the central nervous system [278 [277].

In this chapter, we address the issue of neural control in two steps, in which the model describing the mechanism for muscle activation is presented alongside a neural control model. The neural model is decomposed into two parts, the first of which is the definition of neural stimulus in the context of the muscle activation model. The second part is a neural control model that governs the selection of active and inactive sets of muscles, that is the muscle synergies required to complete a desired task. This model is devised to overcome the difficulties arising from the need to produce a configuration for soft tissues in the presence of geometric and material complexities, as well as traction forces that are not known a priori.

7.1 Models and algorithms for muscle activation and control

As noted by Sanguineti et al. [245], the main issue in modelling the tongue musculature is that “no direct empirical evidence exists on which to identify the organization of control signals to spatially distributed muscles”. That is to say that the activation patterns for the individual functional muscle groups in the tongue, and which are required in order to perform some task, have not yet been fully documented. Therefore, control algorithms have been developed to circumvent the lack of experimental data. Different fields of research classically use differing approaches to describing the excitation of muscle tissue. Here, an overview of the methods available for consideration are presented.
7.1.1 Electro-potential and state equations for activation

For the modelling of the heart physiology, a detailed description of the electrophysiology is required in order to accurately simulate the propagation of the electrical signal from the nerves to the tissue. This is important to capture as the basic pulsatile motion of the heart that is produced by the rhythmic excitation of cardiac muscle fibres propagating outwards from the source of innervation.

Clayton et al. [44] provide a detailed review of the methods routinely used to calculate the spatially variable potential difference (electrical voltage) that drive muscular contraction. The implementation of these models, namely the bidomain and monodomain equations, is not trivial and requires numerous physiological parameters as input. Recently Röhrle [234] developed an electro-potential description of skeletal muscle contraction using the bidomain equations to govern each motor-unit controlling numerous muscle fibres. An additional model was utilised to determine the ion concentrations in the muscle which were then correlated to the muscle activation level by describing the number of active cross-bridges during and after contraction cycle.

In contrast, activation models more aligned with the implementation in this work are those that use a discrete signal to directly drive a Hill-type model. These signals are assumed to instantaneously propagate through space and can therefore be used as a direct input to control the muscles without the need for an intermediate model. These models assume a multiplicative split in the functions governing the contractile force, with one term representing the activation level. Direct prescription of the activation was used in application by Stavness et al. [263] in a hybrid jaw-tongue-hyoid model, Röhrle and Pullan [235] to control the muscles of the masseter in a lower jaw model, Kojic et al. [143] in a model of the soft palate, d’Aulignac et al. [52] in a pelvic model, Blemker et al. [24] in a model of the biceps brachii and the tongue models of Wilhelms-Tricarico [311], Fujita et al. [77], Wu et al. [317], Baker [11]. Further constitutive models that make use of this decomposition include that of Odegard et al. [197] and Spyrou and Aravas [258].

To link the concepts of neural excitation and muscle activation, Pandy et al. [208], Pandy [207] describe a first order differential equation that governs the build-up of the muscle activation level. Such a model captures the delay between muscle excitation and activation, approximating the chemical (ionic) changes in the tissue. Detailed later, this model has been used to simulate jumping [208, 207], jumping and walking [207] in musculoskeletal models, as well as continuum models of the brachialis [170], the pelvis [171] and in this work.

As an alternative, cross-bridge modelling has been used by Williams [312] in their implementation of the Huxley-model of muscle contraction. Zahalak and Ma [324] included the rate-dynamics of calcium uptake and bonding in their activation model for the Huxley-model. Murtada et al. [187] also used the number of active cross-bridges as a scaling factor in their active constitutive model. Ehret et al. [62] utilised an activation parameter in their model, but assume a more complex relationship between the active portion of the constitutive model and the activation parameter. This method allows for a kinematic interpretation of this parameter.

7.1.2 EMG data as input to computational models

The experimental data attained from [EMG] studies provides insight into the activity of muscles used to perform a specified task. By defining some correlation between data extracted from these studies and the acti-
vate level, the EMG data can be used as a direct input into computational models. Lloyd and Besier\cite{158} produced an EMG-driven musculoskeletal model to estimate muscle forces and knee joint moments in vivo.\textsuperscript{158} Filtered EMG data was used as input to a nonlinear activation function which, in conjunction with a Hill-type muscle model, was used to describe muscle forces.

Huang et al.\cite{111, 112, 113} developed a constitutive model for the CE that describes the contractile stress as a linear function of the contractile strain. The contractile stress was also considered directly proportional to the stiffness and number of active cross-bridges, which in turn were inferred from the EMG level. This experimental data was further correlated to the epiglottal pressure, making the GG response proportional to the assumed airway pressure. It also accounted for the different response during the sleep and awake states of the subject. It was assumed that fully awake, the number of attached cross-bridges increases continuously as the pressure decreases in the airway, thus maintaining patency. During sleep the rate of cross-bridge binding decreases, reducing the reflex mechanism that maintains the airway open.

7.1.3 Forward and inverse simulation

Detailed multi-body musculoskeletal models have been developed on the basis of rigid-body dynamics. Anthropomorphic data is collected to recreate an anatomically accurate model of a system consisting of rigid elements, which represent bones, and active deformable elements representing muscles. There exist various methods to describe the dynamics of these systems, some general examples of which are provided in Murray-Smith\cite{186}, Otten\cite{204}. The works of Delp et al.\cite{57}, Prilutsky and Zatsiorsky\cite{225}, Neptune et al.\cite{192} demonstrate that this class of model has application in gait, surgical and athletic performance analysis\cite{57}.

In forward kinematic models, prescribed internal forces and torques are provided as an input from which to calculate the motion of the system. The converse occurs in inverse kinematics, where the internal forces and joint torques are calculated from experimentally measured displacement and angle data. This data consists of both forces applied to the system (reaction forces) and the joint angles. These internal forces can then be resolved into a plausible set of muscle activations that constitute the neurological impulses to the controlling muscles. Muscle contraction in the model of Delp et al.\cite{57} is governed by first-order differential equation relating the muscle activity to the neural signal.

A major issue that must be resolved in the both approaches is that of muscle redundancy. Due to the biological complexity of the modelled system, the number of input variables (namely the muscles being controlled) is often larger than the number of unknowns (joint angles and forces), leading to an indeterminate system of equations. The addition of further constraints, in the form of metabolic cost minimisation (work and fatigue performance)\cite{192, 225}, assist in this regard.

Recently, inverse simulation using a forward-dynamics model was introduced by Stavness\cite{264} (also documented in\cite{159}) into a FEM model of the tongue. Recognising the muscle activations as unknown quantities, the potential function to be minimised included a term relating to the goal movement with constraints on the unknown muscle activations. This required that the internal forces be decomposed into passive and active components, and leveraged the linear relationship between the force generated in the CE of the Hill-model and the muscle activation level. The muscle redundancy problem was solved using an advanced optimisation algorithm\cite{61}. Using this technique, very good spatial-tracking characteristics in the tongue model, constructed with many functional motor units, was achieved. Forward simulation with two optimal-
ity conditions has been used by Wang et al. [301] to deduce the activation of muscle groups corresponding to prescribed motions of the tongue.

### 7.1.4 The EPH and the $\lambda$-theory

The equilibrium point hypothesis (EPH), as described by Bizzi et al. [22], is a hypothesis developed by Feldsman in 1966 suggesting the way that the CNS generates movement in the body. In summary, it was hypothesised that, with specific reference to articulatory joints, posture is attained through the equilibrium of antagonistic muscle groups that have a spring-type nature and length-dependent characteristics. To initiate a change in posture, the CNS is assumed to change the relative activation levels that have maintained the current equilibrium position, thus leading to the development of a new equilibrium position. Although the ideas for the EPH were derived from behavioural experiments, it has since been in part confirmed by measured neurological data [22].

Two models of the control mechanism were proposed by Feldsman, one of which is the $\lambda$-theory that is popularly applied in the field of speech research. In this model, the feedback mechanism for muscle activation is described as a function of the difference between the muscle length and a control parameter, $\lambda$, which describes some threshold length. This control parameter can, in turn, be a function of the desired equilibrium position. In this way, the model describes reflexive contractions of the muscles due to a shift in the equilibrium configuration with respect to the desired configuration: the muscles act like “tunable springs”. For each muscle group, the overall force developed is described by a family of length-tension curves, each of which is characterised by the threshold length [244]. Although the theory has undergone much scrutiny and debate [92, 129, 71], some doubts as to the validity of the $\lambda$-model and the applicability of it and the EPH exist [105, 215]. Further criticism of the $\lambda$-theory is given in [22] and all control models in general in [203].

In their model of the tongue, Sanguineti et al. [244] used the $\lambda$-theory as a control mechanism for the intrinsic and extrinsic muscles of the tongue. An activation function identical to that described in [22] was utilised and the norm of the muscle force vector was minimised to deal with muscle redundancy. The control parameters were defined in terms of a smaller set of control parameters, as well as the jaw and hyoid displacements. The model was later advanced by Sanguineti et al. [245], wherein a rate-dependent term was introduced into the activation model to account for delays in muscle reflexes and muscle damping. The control parameters were determined by correlating the movement of the tongue to data extracted from an imaging process. A muscle-control model of the same description had been used previously by Perrier et al. [214] to model jaw-articulation and Buchaillard et al. [29] to control the tongue for the purpose of speech formation. The tongue model of Perrier et al. [215] includes a control model consistent with that described in [244]. Other models that make use of the EPH include [28, 564].

### 7.1.5 The muscle control workspace and equilibrium point map

As an alternative to the EPH-based models, Dang and Honda [50] proposed the concept of muscle workspace. This concept is a follow-on from Honda [108] who describe the equilibrium position as the sum of EMG vectors and their mapping onto the muscle force space. In this method, the effect of activation of each individual muscle on the displacement of a single observation point from its current equilibrium position is probed. A set of displacement vectors are used to determine which muscles contribute positively towards the goal motion. From this map, a plausible set of muscle activations can be developed as a linear combination of the
individual contributions. Developing this set is an iterative procedure, with a revision of the displacement vectors required as the trajectory of the observation point is realised. A optimal activation combination is found by minimising a cost function, defined by the summation of the norm of the difference between the optimal trajectory of the displacement resulting from the activation of each individual muscle component. Although this methodology proved successful for their work, the authors conceded that zero contraction of agonist-antagonist muscle pairs was assumed and that the inclusion of multiple observation points was therefore not tested. Advancement of these ideas, including the co-contraction of muscle pairs, was discussed by Dang and Honda [51].

7.1.6 Learning algorithms

Neptune et al. [192] use simulated annealing as an optimisation algorithm in a forward kinematic model of the lower limbs, which solves for the muscle excitations to minimise the error corresponding to experimentally derived displacement data. A similar result was achieved by Ibrahim et al. [120], where a genetic algorithm (GA) was utilised to determine the active properties of the muscles controlling the angle of the knee joint. Ibrahim et al. [121] later used a multi-objective GA to optimise the number of constraints on the model thus reducing its complexity.

Baker [11] developed a neural network to learn the muscle activations required to attain a prescribed tongue posture. The model learned, under static conditions, the displacement due to contraction of individual and combinations of muscles. Special techniques involving the projection of parameter spaces were used to enable the reduction of the parameter search-space. The neural network, in association with statistical models, was then able to predict the combination and activation level of muscle groups to obtain the desired tongue posture.

7.1.7 Discussion on muscle control models

Active constitutive models such as that described by Huang et al. [111], are ideal for use in research of sleep disorders as they are simple to integrate into a model and directly correlate experimentally obtained information to the muscle response. However, the question of robustness of such a model exists:

1. Under which physical conditions does the model remain valid?

2. If the physical conditions are altered, can the model be adapted to account for the change in environment?

3. How does the activity of the other muscles, which may not be experimentally corroborated, relate to the same environmental factors?

It is these issues that drive the need for adaptive models such as the others that have been described. Ultimately, the neural model implemented in this work is of the forward-kinematic type, which has some issues of its own [203]. To ratify this choice, a brief commentary on some of the predicted issues with implementing the alternative approaches is presented.
**Inverse dynamics:** The driving force behind muscle activation is the airway pressure that is applied over the surface of the tongue. This same surface is one that we assume to remain stationary during the course of application of the load. This zero-constraint of the traction-surface would lead to a trivial solution in the equations of motion, and therefore similar in the predication for muscle activation. Infinite solutions exist to the state of isometric contraction as the stress-state depends on the muscle activation level.

**EPH/\(\lambda\)-model:** The primary issue with utilising the \(\lambda\)-model is that, in its current form, it and continuum based approaches to muscle modelling appear incompatible. The inconsistencies between the two models and implementation difficulties are summarised as follows: The view of the length-scale of the representative model for muscles does not match, in that the \(\lambda\)-model assumes that fibres are macro-scale elements. Although stated in \cite{244} that it remains consistent with the Hill-model, the constitutive equation for the contractile force in the \(\lambda\)-model lacks a direct link to the rate-based dynamics (force-velocity relationship) inherent to muscular tissue. Values characterising the representative lengths of the muscle do not exist in the continuum-based approaches. A length scale is required for the activation function used for the \(\lambda\)-model employed by Sanguineti et al. \cite{245}, amongst others. Furthermore, a functional CSA is required to link the measured peak muscle stress and the force generated in the model’s muscle elements. Due to the arbitrary arrangement of the collection of fibres that constitute a muscle, these values cannot be directly attained without further assumptions. Lastly, describing the control parameters is challenging. As stated by Dang and Honda \cite{50}, “the most commonly used version of this theory requires length parameters and firing information of the muscles, which are difficult to obtain empirically... observation of EMG signals is limited to only a few large muscles such as the extrinsic tongue muscles.”

**Muscle-workspace control strategy:** The strategy adopted by Dang and Honda \cite{50} as an alternative to the EPH models is appealing, but issues arise in its application to large, 3-d FEM models. Due to the various nonlinearities incorporated in the model, epistasis is prevalent in the process of active tongue mechanics. Therefore small steps towards optimal activation pattern would be required. As each step requires re-evaluation of all individual muscle contributions, this remains computationally expensive. The introduction of multiple control points may require conflicting activation strategies, leading to additional evaluation as the effect of antagonistic muscle contraction is resolved. Furthermore, there appears no simple manner in which to introduce further optimisation arguments, such as those based on metabolic and energetic minimisation.

**Quadratic modelling:** The minimisation of a total energy functional, as achieved by Stavness \cite{264}, appears most viable and could be directly applied to this muscle model. Although not described in this work, a vector of nodal forces generated through muscle contraction could be expressed using a manipulation of equations 4.16b and 5.6c and the additive decomposition equation 6.3 and constitutive relation equation 6.4. Realisation of this method of solving the problem relies on the complex algorithm described by Edelsbrunner and Mücke \cite{61}. Fang et al. \cite{68} also employ a gradient method to minimise a cost function, based on the spatial orientation of the tongue, to determine the muscle activity required to attain the prescribed tongue configuration. The Jacobian of the cost function was computed using a perturbation procedure, which would be prohibitively expensive for a highly detailed geometry.
7.2 Muscle activation model

The CE is an active element, so the contractile stress developed by the element, as defined by equation (6.8c), is related to the level of activation $\alpha_M$ in each muscle group $M$. The activation level, a quantity directly proportional to the contractile force, is dependent on the electrical stimulus applied to the muscle.

The dynamics of the active state of the element can be modelled using differential equations [280]. Such a model represents the concentration of calcium ions that controls the extent of muscle contraction. Pandy et al. [208], Pandy [207] present a time-dependent ordinary differential equation, which approximates the activation function under simplified conditions. This is defined, for each muscle $M$, by

$$\alpha(t) = \frac{1}{\tau_R} [1 - \alpha] u + \frac{1}{\tau_F} [\alpha_{\text{min}} - \alpha] [1 - u] \quad (7.1)$$

where $\alpha$ is the muscle activation level, $\alpha_{\text{min}}$ is the minimum muscle activation level and $u = u(t) = \{0, 1\}$ is the net neural control signal to the muscle. This description of muscle activation does not account for the differing degrees of maximal muscle contraction determined by signal frequency. With the chosen material parameters, the zero strain stiffness of the matrix model accounts for the resting muscle tone [29], thus the appropriate value of $\alpha_{\text{min}}$ is zero. Section 7.3 further discusses the excitation or neural input, $u$, to each muscle family.

Although it can be solved directly using the two possible values of $u$ and the temporal evolution of its value for each muscle, in practise equation (7.1) is solved using a backward Euler method. The activation level at the current time is given by

$$\alpha_t = \alpha_{t-1} + q(u) \Delta t \quad (7.2)$$

with the scalar functions

$$q(u) = b \cdot u + c \quad , \quad p(u) = d \cdot u + e$$

and values

$$b = \frac{1}{\tau_R} - c \quad , \quad c = \frac{1}{\tau_F} \quad , \quad d = \frac{1}{\tau_R} - e \quad , \quad e = \frac{\alpha_{\text{min}}}{\tau_F} \quad .$$

The state of contraction of the muscle depends on the frequency of the electrical impulse transmitted to the muscle [78]; the concept is illustrated in figure 2.15. Maximal muscle activation, where the muscle becomes tetanised, requires a high impulse frequency, while a low impulse frequency results in a lower force of contraction. Regular motions of the tongue do not require extreme forces to be generated by its muscles; this statement is confirmed computationally in section 10.1.

Since the contraction model collectively described by Martins et al. [171] and Pandy et al. [208] does not cater for this concept, we decompose the peak contractile stress into two components, namely

$$T_0^c = T_0^c T_0^\text{max} \quad . \quad (7.3)$$

Now $T_0^\text{max}$ is the absolute maximum isometric stress that can be produced by the muscle and $T_0^c \in [0, 1]$ is a scaling factor specified for each muscle $M$ that reduces the maximum contractile stress that can be developed. The product of this scaling factor and the muscle activation level describe the degree of contraction as a fraction of full muscle response (FFMR) namely

$$\text{FFMR} := T_0^c \alpha \quad . \quad (7.4)$$
With this decomposition of the parameters, three noteworthy cases can arise:

1. $T_0^* = 1, \alpha = 1$: The muscle is producing the maximum contractile stress at the given deformation rate.

2. $T_0^* < 1, \alpha = 1$: The muscle is fully activated at a lower impulse frequency. This case describes the asymptotic values of figure 2.13 for the majority of the depicted stimulation frequencies.

3. $T_0^* \leq 1, \alpha < 1$: The muscle has not yet developed a maximum allowable state of contraction.

By altering the values of $T_0^*, \tau_R$ and $\tau_F$, more precise control of movement is developed by the neural model.

### 7.2.1 Combination of orthogonal muscle contraction with incompressible matrix

Now that the activation model has been presented, the functioning of the active portions of the muscle model can be demonstrated. Comparison of the active model against examples presented in the literature is provided in appendix D.4. To further illustrate the functioning of internal muscle model, a simple experiment was devised. This problem configuration will be used later to demonstrate further functionality of the tissue and neural models.

A block of incompressible muscle tissue of size $1 \times 1 \times 1 \text{mm}^3$, with one vertex at the origin, has a planar motion constraint on the coordinate planes. The other three sides are nominally traction-free, but a provision to impose a traction force on the $e_1$ and $e_3$ faces is made. Three orthogonal internal muscle families, each aligned with a coordinate direction, are embedded and a fourth external muscle inserts into the +y surface of the block from an origin plane 2mm away from the surface. The origin of each external fibre is governed by a spacing rule

$$P_0^Q = c_s P_0^l, \quad P_1^Q = h + P_1^l, \quad P_2^Q = c_s P_2^l \quad (7.5)$$

with $h = 2\text{mm}$ the height above the surface and $c_s$ a spacing constant that controls the angle of insertion (AOI) of the fibre into the surface. The basic geometry is shown in figure 7.1a.

For all cases, the block was discretised into $8^3$ equally sized cells. The time-step size was 5ms, with a cumulative time of 500ms, and the activation parameters $\tau_R = \tau_F = 150\text{ms}$ and $T_0^* = 0.1$ for all active muscle groups. Each scenario presented has no prescribed activation histories and nominally no applied traction.

Simultaneous activation of the transverse orthogonal muscle groups leads to motion in the their mutually orthogonal direction. The $e_1$ and $e_3$ aligned fibres are activated by setting $u_M = 1$, resulting in the y-displacement depicted in figure 7.1b. The incompressible nature of the material ensures that the displacement must be perpendicular to enforce the preservation of the material volume.

---

1. In this example, the matrix contribution $T_0^* \text{ext}$ was not included.

2. This point relates directly to the main topic of this thesis. The human tongue relies on this phenomenon to function correctly and achieve its full range of motion. This experiment demonstrates that the incompressibility of the material is enforced sufficiently well to capture this effect.
7.3 Control of neural input signals

During a cycle of inhalation and exhalation, pressure within the airway fluctuates and distorts the soft tissue of the oropharynx, thereby altering the airflow within the upper airway. In response to this, various muscle groups contract and relax in order to minimise movement of the soft tissues and a blockage of the airway as a consequence.
Figure 7.2: Contraction of external muscles at differing AOl to the insertion surface. Increase of insertion angle results in greater lateral displacement of insertion surface and prominent length-effects. Results are shown at $t = 500\text{ms}$.

In a healthy subject, the tongue is held forward and down in the mouth throughout the respiratory cycle. Cheng et al. [38] observed a posterior displacement of less than $2\text{mm}$ on the distal surface of the tongue during the respiratory cycle. A complex sequence of neural activation in both the GG and other muscles of the HUA is triggered in response to the changing forces acting on the tongue. This autonomic response with the muscular tissues is mediated primarily through the action of the GG and a very distinct pattern of electrical activity can be observed in EMG readings of the GG during any respiratory cycle [3, 165, 261, 221, 10].

To accommodate changing forces acting on tissues due to posture, intra-airway pressures, muscular contraction and the spatial position of the tissues, muscle input and activation levels cannot be known a priori. In the case of OSA, it is considered that muscle activation, particularly for the tongue, depends on several factors:

**Desired motion or configuration:** Specific muscles contribute to specific motions of the tissues. To achieve this motion, a muscle or combination of muscles must be recruited to displace the tissues as necessary.

**Current position and state of activation of the muscle:** If the tissues are positioned unfavourably, conceivably it may be impossible for a muscle to produce active contraction (by virtue of the length of the CE), necessitating some other combination of muscles first moving the body into an optimal position. Additionally, and hypothetically, should an antagonistic muscle body be highly activated, then plausibly either this would need to be deactivated in order to prevent resistance to motion or the primary muscle would be required to have a greater contractile force than antagonistic muscle body.

**Previous activation history:** The rate of change of activation level is a function of the current activation level. There is a lag between the initial signal to a completely inactive muscle and the time at which it becomes tetanised. This may affect the ability of the tissue to respond in the desired manner with respect to the stimulus.

**Sleep state:** Muscles have been shown to respond differently when a patient is asleep compared to when
awake. This is demonstrated in data highlighted in section 2.6.

The section that follows details the mathematical descriptions of two points salient to the problem of the moving soft tissue bodies, and a method for determining the appropriate combination of active muscles to produce a prescribed motion during complex loading conditions.

7.3.1 Control of spatial orientation of soft tissues

Proprioception provides a physiological mechanism for an awareness of the spatial orientation of the body’s tissues without processing visual data. Thus the body is aware of the configuration of the tongue at all times and is able to recruit the necessary muscles to perform a task. Coupled with this is the learned information regarding which muscles should be used to carry out the given task optimally in terms of speed and energy expenditure.

7.3.1.1 Spatial control function

An alternative to the methods described in the literature for continuum models is the minimisation of a spatially-dependent function similar to those used for forward kinematic models. This hinges on the idea that there exists a combination of muscles that, when activated simultaneously, move the tissues into an orientation close to that specified by a position-dependent function. Due to the complexities of the model, namely the highly nonlinear material models and the geometric complexity, no guarantee of such a solution is assured. However, it is hypothesised that a suitable combination of muscles could be activated to produce a spatial configuration close to the desired state.

The idea of mimicking the proprioceptive capabilities of the tongue was explored by capturing information regarding the current three-dimensional position of the surface of the tongue in relation to the desired position of those points. The resulting motion is dependent on the action of the muscles whose selection is variable, and seemingly a consequence of the current orientation of the tongue. Using this method, a simplified form of proprioception thus would assist in the tongue predicting the consequence of muscle activation before it is performed and thus precisely controlling the motion of the tongue through space.

In general, an objective function that defines this motion (or lack there-of) is

$$O^\varphi = \min \left[ f^\varphi (x, \{u\}, t) \right]$$

(7.6)

where the spatial function, influenced by the set of neural signals \( \{u\} \), is defined by

$$f^\varphi (x, \{u\}, t) := \sum_p \left\| w_p \left[ x_p (X_p, \{u\}, t) - \dot{x}_p (X_p, t) \right] \right\|.$$  

(7.7)

This function provides a measure of the distance of a number of points \( x_p \) away from their respective goal positions, scaled by a weighting factor. The weighting factor introduces a method to place greater significance on the accuracy of some points over others. The standard choice \( w_p = 1 \) was made for all control points unless explicitly stated.

For the simulation of breathing in particular, equation 7.7 was specified such that a number of points on the surface of the soft tissues were to remain as close to their original position as possible; that is, we seek
position maintenance. The objective function was therefore chosen to be one that is to keep the tongue in its reference state, that is \( \dot{x}_p (X_p, t) = X_p \). However, the minimisation of such a function does not ensure that an energetically optimal solution is found. To account for this, we introduce a second objective function in section 7.3.2.

### 7.3.2 Minimisation of energy expenditure

The problem of energy minimisation has been considered in the context of one-dimensional skeletal models. Neglecting constraints not valid for this work, an energy minimisation parameter is presented by Epstein and Herzog [64], Herzog and Binding [102] as

\[
\phi = \sum_M \left( \frac{F_M}{\dot{M}} \right)^a = \sum_M \sigma_M^a \quad (7.8)
\]

with the exponent \( a \geq 1 \) a value debated in the literature. Bhargava et al. [20] provide a phenomenological model describing the total energy expenditure rate during contraction by a decomposition into physically motivated components. Their description,

\[
\dot{E} = \dot{A} + \dot{M} + \dot{S} + \dot{B} + \dot{W} \quad ,
\]

includes contributions from activation heat rate, maintenance heat rate, shortening heat rate, basal metabolic rate and work done during shortening. The contractile work done was defined as

\[
\dot{W} = f^c \left( L_c, L_c, \alpha \right) \dot{L}_c \quad (7.10)
\]

where \( L_c \) is the length of the muscle and \( F^c \) is a contractile force function.

Inspired by the description given by Bhargava et al. [20], a continuum description of the muscle work rate was developed. It was assumed that, given a small enough time-step, the contribution from the work component of equation 7.9 dominates and the other terms could be neglected.

Minimisation of the total contractile work is the same as minimising the total contractile work done for a specified time-step for a problem discretised in time. So, for each muscle \( M \)

\[
\min [\dot{W}_c] = \min \left[ \int_t \dot{W}_c \, dt \right] = \min \left[ \sum_t \dot{W}_c \Delta t \right] = \sum_t \min \left[ \dot{W}_c \right] \Delta t \quad .
\]

(7.11)

To achieve this, we define an objective function

\[
\mathbf{O} = \min \left[ f \dot{W}_c (x, \dot{x}, u) \right] \quad (7.12)
\]

in terms of a work rate function. The function to be minimised is presented below after a short digression, as a brief review of the source of energy required to institute motion is necessary to motivate its form.

Length change of the muscle and thus the sarcomere CE is always a mechanically based mechanism. However, chemical energy in the form of ATP is required to break and reattach cross-bridges (briefly discussed in section 7.3.2.1 and detailed in Chapman and Gibbs [36]). The state of the muscle at the time when CE length change occurs gives insight into the sources of energy that induce the motion:

1. \( \alpha = 0 \): No cross-bridges are active or attached, meaning that the CE is a free sliding element and \( \lambda_c \) can change freely with the change in \( \lambda_t \). No chemical energy (from the muscle itself) is required to institute any length change.
2. \( \alpha > 0 \): Cross-bridges are active and chemical energy is required to break bonds between myosin heads and actin filaments before length change can occur. Chemical energy must be expended once more to reattach cross-bridges. In this state, the contractile element may be lengthening or shortening depending on the neural stimulus:

(a) \( \dot{\lambda} < 0 \): Contraction of the CE occurs. Mechanical energy is expended by the muscle during the power stroke of the cross-bridge cycle.

(b) \( \dot{\lambda} > 0 \): Elongation of the CE occurs. After the cross-bridges are broken, an external source (e.g., tissue elasticity or an active antagonistic muscle) expends energy causing a change in the relative position between the myosin and actin filaments.

Based on the above, from continuum principals, the mechanical work rate for any muscle group \( M \) can be derived. The full derivation, presented in appendix C.2, is summarised here. Starting from equation 3.45, the work rate for the muscle tissue can be decomposed into the volumetric, matrix and fibre contributions. The power due to fibre contributions,

\[
\dot{W}_f = \int_{\Omega_f} \phi_i \tau_i : \dot{t} \, d\Omega_f
\]  

(7.13)

can be reduced to the scalar computation

\[
\dot{W}_f = \int_{\Omega_f} \phi_i T_i \dot{\lambda}_f \, d\Omega_f
\]  

(7.14)

using the definition of the fibre stress (equation 6.6), the transformation of fibre elements (equation 3.20) and the identities

\[
(FN_i) = \dot{F}N_i = \dot{\lambda}_f n_t + \lambda_t \dot{n}_t
\]

(7.15)

\[
1 = n_t \cdot n_t \implies 0 = n_t \cdot \dot{n}_t
\]

(7.16)

The Hill stretch (equation 6.7b) and stress (equations 6.3 and 6.4) decompositions are used in conjunction with the time derivative of the fibre stretch with

\[
\dot{\lambda}_f = (\lambda_n \lambda_c) = \lambda_n \lambda_c + \lambda_n \lambda_c
\]

(7.17)

to produce the final result that the contributions of the Hill three-element components to the fibre work rate are

\[
\dot{W}_f = \dot{W}_p + \dot{W}_s + \dot{W}_c
\]

(7.18)

Motivated by the argument in the paragraphs above the derivation of equation 7.18, a modification of the CE
work rate is made. The active mechanical contribution to contractile work is defined as:

\[ \dot{W}_c^A := \int_{\Omega_0} \left[ H \left( \lambda_c \right) \cdot \phi I T_{c \lambda_c} \lambda_c^{-1} \right] \ d\Omega_0^f , \ H \left( \lambda_c \right) = \begin{cases} 1 & \text{if} \quad \lambda_c < 0 \\ 0 & \text{if} \quad \lambda_c \geq 0 \end{cases} \]  

(7.19)

where the function \( H \left( \lambda_c \right) \) is similar to the discrete form of the heaviside function. Note that the contractile work rate is always negative as energy is expended by the muscle to produce a mechanical motion only if contraction occurs. Therefore, minimisation of the function

\[ f \dot{W}_c^A (x, u) := - \sum M \dot{W}_c^A \left( \lambda_f, \lambda_c, \alpha, u \right) \]  

(7.20)

results in the least amount of mechanical energy being expended by the specified collection of muscles actively involved in the production of the desired displacement configuration.

### 7.4 Genetic algorithms with multi-objective optimisation

A number of alternative strategies exist that can be employed to simultaneously minimise equations 7.6 and 7.12. As both of these functions depend on \( \alpha (u) \), direct minimisation of the problem, such as that implemented by Stavness [264] is possible. However, as noted by Fang et al. [68], it is challenging to describe an analytical relationship between these functions as the interplay between the tongue configuration and muscle activation is complex.

For this study, a customised GA [88, 89, 182, 309, 98] was implemented to optimise the active muscle set based on several conditions. This choice of solution method was made as it is relatively simple to describe and implement the problem and conditions in the framework of a GA. It has been shown to be a suitable choice for constrained and unconstrained uni- and multi-objective optimisation of nonlinear general [150, 194] biological [158, 35, 140, 37, 321] engineering problems.

Other metaheuristic methods, such as random hill-climbing, neural networks [11] or particle swarm optimisation could be utilised, and, like GAs, these require careful configuration in terms of evolution parameters and weighting factors. Swarm methods, however, rely on having a large number of sample points, which made them too computationally expensive to be utilised in this application. Less suitable are gradient methods, such as Newton and conjugate-gradient methods, Kuhn-Tucker theory and constrained optimisation [145, 19] as these rely on the calculation of derivatives with respect to the the functional parameters. Due to the multiple levels of nonlinearity of the given problem, this was considered too difficult a task to perform analytically and expensive to approximate by perturbation methods.

---

3 It is noted that the potential sign change in the contractile work rate function as the difference between the muscle performing work on the system (negative work rate as the CE shortens) or the system expending energy to lengthen the CE (positive work rate). We need to remember that a positive work rate does not imply work being put back into the muscle resulting in a cumulative increase in muscle chemical energy - energy is required to make cross-bridges or break them, both of which occur during lengthening or shortening of the CE. For this reason, we must discard quantities involving a positive work rate in order to ensure that we keep track of the energy expended by the muscle during contraction to produce motion. A more complete model of the actin-myosin complex could be used to create a more accurate description of the energy expenditure of the element length change. Such a model could be based on the statistical distribution moment model [224] which could be used to relate the number of broken and reattached cross-bridges to the quantity of chemical energy involved to alter the state of the cross-bridges, and/or the forementioned work of Bhargava et al. [20].
7.4.1 Background

Genetic algorithms mimic the evolutionary processes of selection and recombination to probe a search space for the optimum combination of input parameters to minimise a selected function [309]. Therefore, they fall into the category of metaheuristic evolutionary algorithms.

The fundamental formula of a Genetic algorithm, depicted in algorithm 2, is the following:

An initial population of candidate solutions, each known as a genome, is produced. The genome is decomposed into a number of genes, each of which is interpreted as a trait that is to be optimised. This first group of candidates, and each subsequent collection of genomes that are generated form part of a generation. Given a generation of candidate solutions, each solution is tested and evaluated according to a prescribed objective function. The candidates are ranked according to their fitness and the best solutions from the current generation are predominantly used to produce the next generation, which will contain a mixture of the best traits of the previous generation. However, some deviation away from the “ideal” hierarchical traits evolved from the initial population is allowed through the process of mutation and a random statistical chance that a poorer candidate may be involved in the breeding process. The description of the methods used to describe, solve and optimise the muscle selection problem is given in section 7.4.2.

7.4.1.1 Mathematical traits

The term search space is used to describe the total number of possible combinations of input parameters wherein an optimum solution lies. For a binary input set with M parameter parameters, the search space is a hypercube of the size $2^M$, with each sampling point lying at a corner of the hypercube. Thus, for the example of 4 muscle families a total of 16 combinations exist, each defined at the corners of a four-dimensional cube.
as shown in figure 7.3. The search space expands exponentially with each additional parameter that is to be tested. Evolutionary algorithms leverage the theory of implicit parallelism to find the solution minima while probing a reduced sample of solution candidates. In the process of evaluating a population of candidate solutions, many hyperplanes are sampled when each genome is tested. Statistical data on the global effectiveness of each hyperplane in producing a fit genome is developed as the size of the tested population is increased. The recombination process ensures that these effective hyperplanes become and remain dominant in the process of evolution. Given a sufficiently adequate evolution time and the correct evolution properties, GAs have been proven to demonstrate convergence on the global solution.

### 7.4.1.2 Evaluation, selection and recombination operators

Evaluation refers to the generation of a value representing the candidate solution’s viability to be the function minimiser. This value, or score, is determined by inputting the candidate into the objective functions, and in the case of having multiple objectives, producing numerous scalar values that are combined to form a single value taken as the score. Typically the candidate in the final generation with the lowest score is considered to be the overall best solution.

The process of evolution relies on the two recombination operators, crossover and mutation, which permute and alter the characteristics of a selection of the previous populations to produce viable candidates that evolve as to be global minimisers of the objective function. The steps used to produce a new generation of candidates are detailed here.

The selection process determines which members of the previously evaluated generation are brought forward to form the basis of the next generation. Generally, there is a bias towards the fittest candidates being used,

---

Baker discusses the difficulty associated with this issue with regard to sampling the effect of muscle contractions within the tongue.
as especially after a number of generations, they demonstrate dominant traits that could produce optimal solution. However, the inclusion of a less-viable candidate may assist in preventing convergence on a local minima. Multiple selection methods exist, each with different properties suiting different applications.

Recombination occurs after selection, and the previous generation is discarded as it is assumed that the new generation will always produce a more viable candidate than the previous. In some cases, this may not be an ideal choice and elitism may be a preferred option. Elitism ensures that the overall best candidate that has been evaluated within the entire population is always brought forward as a member of the next generation. Should the global optimum be produced early on in the evolution process, elitism would ensure that this solution is preserved.

The crossover (or cross-breeding) procedure, where the traits from two parent genomes are combined to form children, is first applied. In one-point crossover (which is depicted in algorithm 2), a crossover point is randomly selected and the genes above the point from one parent is mixed with those below the point on the second parent to produce a new genome, and the remaining genes in the parents are combined to form a second candidate. However, one-point crossover cannot necessarily produce all solution combinations \[182\], and two-point crossover, where an internal segment of genes is swapped between parents, or other crossover schemes, may be appropriate. The parameterised uniform crossover procedure \[182\] performs an exchange of parental traits on a gene-by-gene basis, with the parent from which the trait will be inherited being chosen on the basis of statistical probability.

\textit{Mutation} is a low-probability operator that modifies individual genes of the children produced as a consequence of crossover. Evaluated on a per-gene basis, it presents an opportunity for the value of a gene to be modified to produce some variation in the course of the solution evolution. For example, in a binary genome the value of the gene would be flipped. The rationale behind this procedure is to perturb the course of the solution evolution and prevent convergence on a local minimum as opposed to the global minimum.

### 7.4.2 Implementation and application to the selection of an active muscle set

It is desired that the solution of the class of nonlinear functions of the form

\[
O = \min \left[ f \left( g \left( u_1, u_2, \ldots, u_M \right) \right) \right]
\]  

(7.21)

be found. Here, the nonlinear composite function \( f \circ g \) describes some scalar measure of the performance of the input parameters \( u_M \). In this work, the parameters \( u_M \) are interpreted as the binary neural input to each muscle fibre family\(^5\). The inner function \( g \) is one that has a highly nonlinear evolution in space and time. Evaluation of the objective function, \( O \), requires solving the global displacement problem, \( g \), for the given neural input signals and subsequently evaluating \( f \) based on the result of \( g \).

The prevalence of the phenomenon of \textit{epistasis} \[309\], the interaction between parameters, ensures that the parameters cannot be evaluated independently. Given the nonlinearity of \( g \), it is expected that epistasis may play a significant role in a muscle problem involving interweaving muscle fibre families, as the roles of several muscle groups may overlap given a certain configuration and desired motion of the tissues. Furthermore, given their interaction through tissue deformation and the nature of the governing equations of

\[^5\] It would be ideal to solve for a physically appropriate spectrum of \( u, \tau_R, \tau_F \) (or simply \( \alpha \)) as, through a variation of impulse frequency, the control mechanism of muscles is much finer that modelled here. However, given the framework presented here, this problem would be exceptionally expensive to evaluate, requiring computational power well beyond the capabilities of modern computers.
the Hill-elements, the performance of each spatially-independent fibre would be related indirectly to the configuration of the others.

### 7.4.2.1 Implementation

A binary [GA][29] implemented using the open-source library [GAlib][29], was used to predict a set of neural input signals \( \{ u \} \) such that the objective function, described in its complete form in section 7.4.2.2, was minimised at all evaluation time-steps. The elitist and non-deterministic (stochastic) algorithm selected from [GAlib][29] for use in this work is based on the work of Goldberg [88]. The initial population size was determined based on the size of the active set to be evaluated.

One of the key choices made in the implementation was the maximisation of genetic variation between individuals of a particular generation. A uniform crossover procedure with high probability of crossover and mutation was therefore used to achieve this. The choice of constants used for the probability that crossover or mutation would occur were 0.5 and 0.1 respectively.

### 7.4.2.2 Multi-objective optimisation

It is desired that the functions presented in equations 7.6 and 7.12 (utilising equations 7.7 and 7.20) either be simultaneously minimised, or that a solution that is an adequate compromise between minimising both be found. Reformulating equation 7.21, the composite problem is described by

\[
O = \min \left[ \sum_\alpha w^\alpha \cdot f^\alpha (g^\alpha (u_1, u_2, \ldots, u_M)) \right],
\]

with a linear scaling of weights \( \sum_\alpha w^\alpha = 1 \) selected. The first component of the objective function, \( g^1 \), requires the determination of the actual displacement of the control points. Second objective function, \( g^2 \), requires the evaluation of local parameters stored at each calculation point containing active fibres.

A difficulty in utilising these two functions simultaneously is that their nature is very contrasting. Firstly, they have different units (length vs power) and the scale of the values returned by the two outer functions \( f^\alpha \) may not be of the same order. Secondly, they play antagonistic roles in the promotion of muscle activation.

Ultimately, the solution to the problem is to non-dimensionalise the scores by transforming all \( f^\alpha \Rightarrow f^\alpha \) for all quantities to be considered. This leaves comparable scores since they now have the same units. A weighting factor \( w^\alpha \) is then applied to the scores and the weighted scores cumulated to a final total that is interpreted as the solution fitness. To non-dimensionalise, a scaling factor for each function is required. Sensible factors include the \( L^2 \)-norm and \( \infty \)-norm. Choosing the infinity norm will ensure that all values lie in the range \([0, 1]\). However, it leaves an open range \((0, 1]\) for the minimum score. Additionally, there is no guarantee that the values are distributed in the range such that the choice of weighting factor is at all appropriate.

A further issue for consideration is that the norm cannot be known \textit{a priori} but rather can only be developed as the search space is tested. To this end, a sliding scaling rule was developed where, for each objective

---

6 A number of methods could be used in the process of multi-objective optimisation with a GA. Pareto optimisation [88], where the front providing the potential candidates for global minima is resolved, is a popular method and would be ideal for this purpose. However, resolving the front requires a large number of evaluations and therefore more judicious use of computational resources.
function $o$, the following rule is applied to each element $i$ of the set of calculated scores $f$:

$$f_i = \frac{f_i - f_-}{f^+ - f_-}$$  \hspace{1cm} (7.23)

where $f_-$ and $f^+ = \|f\|_{\infty}$ describe the minimum and maximum elements in $f$. This leaves all scores for each objective function in the range $[0, 1]$ with the best score always equal to zero and the worst with a value of unity. The distribution of values over the range is expected to be more regular, with an easier distinction between the optimal result and other contenders.

One point to consider when continuously re-evaluating the scores is how each relates to the selection of the best genome when elitism is considered. During elitist selection for the next GA population, the current genome with the best score is chosen. However, since the actual score is continuously re-evaluated with each new genome, a genome that has a non-constant score, but which may change at a later evaluation, is selected. This fact is irrelevant, as elitism chooses the best genome against the current population of genomes and these are all scaled by the same factors. Therefore, relative to one another, the ranking of each genome in a specific generation will remain constant and the final result will be the same as if the final scaling factors were predetermined for a given time-step and applied up-front. However, the rank of the elite genome relative to a new generation is not fixed as the members of the new population are evaluated.

### 7.4.2.3 Expectation of the results

Presenting the simple case where increasing muscle activation is required, it is shown that the activation parameters could be chosen such that the contractile force can be adequately predicted by this muscle model. The expected result for the muscle activation problem is shown in figure 7.4.

![Graph showing expected results](image)

**Figure 7.4:** GA parameter selection for achievement of optimal activation pattern. Given an overestimated set of muscle characteristics, the GA behaves in a self-correcting manner leading to the evolution of the trend which follows the optimal activation history.

Should some optimisation scheme not be utilised, it is more likely that the over- or under-estimation of the optimum contractile history be deduced a priori. However, given an adequate, but not necessarily optimal, selection of parameters, it is assumed (and it will be demonstrated) that the solution provided by the GA will oscillate around these values. In fact, it is required that the parameters (i.e. $T_0^a, \tau_R, \tau_F$) provided to...
the model reproduce the curve illustrating overestimation, which itself provides the [GA] with a buffer from which to select a reduced contractile force as the optimum solution. Due to the large number of parameters that would be required to be tuned to match the activation pattern, the probability of exactly reproducing the real activation history is minimal but a trend following the optimal solution is expected to be observed.

However, the selection of weights for the spatial error and work rate minimisation functions has a major role in the obtained result. As previously mentioned, the former function promotes muscle contraction while the latter restricts it, and therefore the accuracy of the trend observed depends on these factors. A balance between the two must thus be maintained: too much emphasis on the former may lead to over-stimulation of various muscle groups (e.g. co-contraction of antagonistic muscles when muscle relaxation would suffice), while increasing the effect of the latter would result in poor spatial maintenance due to sub-optimal muscle deactivation.

### 7.4.3 Reducing the computational cost

The evaluation process is a costly procedure, as a fully nonlinear, incompressible [FEM] problem is to be solved for each evaluated combination of muscle signals. Choices made to reduce the number of evaluations and the cost of each evaluation were as follows:

**Utilise a binary [GA]** The leading choice of driving muscle activation with a binary signal constricts the search space to a finite size. Solving for the optimal muscle activation level directly, as opposed to using the neurally-controlled activation model given in equation 7.1, would require searching the bounded space $\alpha_M(t) = [0, 1] \ \forall M, \alpha_M \in \mathbb{R}$ at each time-step and would be a prohibitively expensive task.

**Simplify the nonlinear problem:** Given that an augmented framework for dealing with incompressibility is utilised, only the compressible step is solved using the [GA]. The displacement solution produced by optimised active muscle set determined by the [GA] is subsequently refined using the incompressibility scheme. This is a practical solution if the dilatation error produced in the compressible phase of the augmented algorithm is not overly large. In practical cases involving the tongue, the solution produced appears adequate but it was noted that in some cases (such as that demonstrated in section 7.5) the fully incompressible problem must be solved in order to obtain sensible results.

**Prevent [GA] evaluation at each time-step:** Given that the [GA] can accurately predict muscle activation for current time-step due to the smoothness of the loading conditions, it was assumed that this result would be a sensible choice for the next number of time-steps. The [GA] can then correct the optimal active set at the next evaluation step which, in practise, was separated from the previous evaluation step by only a single time-step.

**Prevent re-evaluation of data:** The entire history of data and solutions produced by the [GA] is stored for each time-step. This allows the construction of a look-up table to which the data of each genome can be tested. Should the genome have already been evaluated in this time-step, the solution and scores can be immediately deduced from the history.

**Limit the number of generations:** A contentious decision was severely limiting the number of generations tested. A value of 5 (as opposed to the norm of > 100 [20]) was chosen for this parameter. It was assumed that the time-evolution of the active set would be continuously corrected by the [GA]. In practice, this appeared to be the case with the solution becoming viable after the first few time-steps.
Reduce the size of the search space: To reduce the size of the search space, certain muscle groups were excluded from evaluation based on whether the muscle is overall in a tensile or compressive state. It appeared reasonable to assume that muscles in an overall tensile state may assist in returning the tissue to its original position by contracting and returning to their original length, while muscles that are in a compressive state should likely undergo relaxation.

To gauge the state of the muscle, a measure of the average fibre stretch $\bar{\lambda}_f$ at the current time was compared to that calculated in the pre-strained reference configuration $\bar{\lambda}_0^f$. Given a cut-off parameter $c_L$ which made provision for uncertainty in the approximation, it was specified that a muscle be considered to be in a tensile configuration if

$$\bar{\lambda}_f \geq c_L \bar{\lambda}_0^f$$

(7.24)

where $c_L$ has been heuristically chosen as to minimise the active muscle set, thus reducing computational time, without compromising the result.

Analysing the outcomes of several simulations of the tongue, the heuristic definition of the muscle selection factor was chosen to be

$$c_L(\theta) := \frac{\theta}{90} c_L^{\min} + \left(1 - \frac{\theta}{90}\right) c_L^{\max},$$

(7.25)

where $c_L^{\min} = 0.98$, $c_L^{\max} = 0.995$ and $\theta$ is the angle of incline of the body in degrees (with 0 indicating the supine position and 90 the upright configuration). The volume-weighted average (VWA) stretch value $\bar{\lambda}_v$, defined as

$$\bar{\lambda}_v := \frac{\int \phi_i \lambda_i L_0^f \, d\Omega^f}{\int \phi_i L_0^f \, d\Omega_0^f},$$

(7.26)

was chosen to provide the value of $\bar{\lambda}_v$. This calculation required an estimate of the embedded fibre's length as well as the effective volume occupied by the external muscles.

The volume of external muscles was approximated by representing each muscle fibre as a hexahedral entity. Since the length of the fibre was known, the effective cross-sectional area of the muscle was approximated as the area of the face into which it was inserted. The volume was therefore considered the region swept by the cross-section along the fibre length.

The reference local (internal) fibre length $L_0^f$ was approximated from the computational cell geometry and the fibre orientation using a projection method illustrated in figure 7.5.

A value proportional to the “true” fibre length was determined by projecting the fibre unit vector, defined at each calculation point, from the cell barycentre to the faces of the cell. The geometry of the faces was approximated by four linear triangles, thereby approximating each region of the face as a plane. If the projection of a line emanating from the barycentre along the direction of the fibre intersected with the plane within the boundaries of the triangle, then this point was considered a valid projection point. Once the two face intersection points were found, the norm of their difference in

Possible alternatives that were evaluated include a simple summation calculation point data $\bar{\lambda}_l = \sum_i \lambda_i L_0^f$ and the tracking of a set of points within the domain that are collectively representative of the configuration of muscle fibres that constitute a muscle group. Although all of the methods produced identical trends in the results, it was decided that the VWA would provide the most mathematically rigorous result (as it accounted for the volume of influence of the fibre) and was therefore most likely to be more accurate than the other methods.
spatial position was considered, due to number and distribution of calculation points, to be twice the length of the fibre. The constant of proportion was chosen based on the assumed region of influence of the calculation point, as shown in figure 7.5a.

7.4.4 Assistance with solution convergence

Given that some of the steps used to reduce computational cost likely destroy the convergence properties of the GA, a number of methods were employed to ensure that a reasonable result was produced after the first few time-steps:

Population initialisation: It was expected that the previous “optimal” solution was a fair approximation to the solution at the current time-step. Such an assumption is appropriate given the smoothness of the material models and loading conditions. The initial generation was thus produced with the previous solution as a member, along with all singular options to evaluate the corners of the hypercube. The corners were evaluated as it was expected the action of certain muscles would be dominant in the solution and the solution thus similar to the previous one. This, in effect, mimics the initial analysis step of the muscle workspace strategy proposed by Dang and Honda [50].

Critical muscles: Experimental data suggested that the action of a few muscles should dominate the solution. Therefore, an _a priori_ decision to enforce the evaluation of critical muscle groups, regardless of other filters used to limit the search space size, was made. For the model of the tongue, the components of the GG were tested regardless of the body’s configuration.

Elitism: As the number of generations that were evaluated was low, it was ensured that each generation had at least one good reference point from which to produce alternative solutions using the recombination operations. This was to reduce the number of evaluations wasted on poor guesses due to suboptimal recombination.
7.5 Validation of neural model

To demonstrate the capabilities and shortcomings of the GA approach, two illustrative examples based on the problem demonstrated in section 7.2.1.1 are presented and discussed. In both instances, a compressive pressure load described by

\[ p = -2500 \left( \sin \pi t^* \right)^{1.75}, \quad t^* = \frac{t \mod 2.5}{2.5}, \]

(7.27)

resulting in a maximal pressure magnitude of 2500Pa with a period of 2.5s, is applied to the side faces of the block. We choose to monitor the point \( P = (1, 1, 1) \) mm on the corner of upper surface and the two specified-traction surfaces. All muscle groups are allowed to activate as necessary in order to prevent motion of the upper surface.

7.5.1 Position maintenance during temporally-dependent pressure load

In this first example only the displacement function is considered. The objective function, given singularly by equation 7.6, is that under the action of muscle contraction four control points located on the corners of the positive \( e_2 \)-face remain in their reference position.

Position control though the selection of neural stimulus was simulated and compared to a fully passive scenario. In figure 7.6a, the evolution of the distance that of corner \( P \) from the expected equilibrium position is depicted, along with a trace of the applied pressure.

![Figure 7.6a](image)

(a) Total displacement of corner \( P \)

![Figure 7.6b](image)

(b) Raw (R) and splined (S) neural response data for internal muscles

**Figure 7.6:** Active and passive behaviour of a block under a sinusoidal compressive pressure load applied to the \(+e_1\) and \(+e_3\) surfaces. The maximum compressive pressure magnitude was 2500Pa and \( T_0 = 0.025 \) for all internal muscles and \( T_0 = 0.0025 \) for the external muscle. Only a displacement objective function was considered.

In the passive case, where the loading causes an extension in direction \( e_2 \) and compression in \( e_1 \) and \( e_3 \), only the matrix and \( PE \) of the \( e_2 \) orientated fibres provide resistance to deformation. Comparison of the passive and active cases demonstrates that the GA was able to maintain \( P \) close to its goal position.

The muscle contraction history for the internal muscle groups is shown in figure 7.6b. A cyclic response, coinciding with the regularly changing traction load, is present in each muscle group. At the start of
each cycle, the $e_2$ fibre contracts to oppose the motion generated by the load. However, since control of the developed contractile stress is limited, the $e_1$ and $e_3$ muscles co-contract to oppose the excessive force generated in the $e_2$ fibres. Towards the middle of the cycle, where the load is at a maximum, the $e_1$ and $e_3$ muscles deactivate and the $e_2$ muscle attains a maximum activation level. As the load decreases, a similar activation pattern seen in the beginning of the cycle is present to provide fine position control. At the end of each cycle the activation levels of all muscles are non-zero, thereby locking the cube in its original configuration.

This example demonstrates that the neural model functions as expected. However, the model is reactive to its current state and not predictive in a way that truly mimics the motion control exhibited in vivo. It has been observed that, although the results are not repeatable due to the random nature of the GA, the trends in the results are repeatable, as demonstrated here and in chapter 11.

7.5.1.1 Optimising for work rate

In the second example, the problem configuration was the same as before but now both the displacement and work rate objective functions were considered. In order to demonstrate the effect of a bias towards energetic efficiency, a spectrum of weighting options were chosen and sequentially evaluated.

Driving the control model is the decision to contract or relax each muscle group. Figure 7.7 illustrates that signal for contraction of the primary muscle became more sparse as energy conservation is made a priority. In particular, the contractile duration was banded around the time of peak pressure, when displacement would otherwise be greatest.

![Figure 7.7: Neural activation pattern for the internal $e_2$ orientated muscle for various weightings of objective functions.](image)

The effect of the weighting on the ability of the block to obtain the desired displacement configuration is illustrated in figure 7.8a. It was observed that shifting the bias from an optimal displacement result to an energetically optimal result produced increasing displacement of the block, of which the underlying cause can be extracted from figures 7.8b and 7.8c.

These figures demonstrate that the $e_2$ muscle that is primarily used to oppose motion produces less contractile force as the weights shift towards energetic efficiency. Furthermore, the amount of co-contraction of the $e_1$ and $e_3$ muscles required as the applied pressure was removed from the tissue was, in general, reduced. This was because, without actively contracting at a particular time-step, the force generated in the CE of the $e_2$ muscle remained sufficient to resist the applied pressure.

It was observed that there existed a band of weights that produced a similar result for both displacement of the measured point and the predicted optimal muscle contractile force. These weights remained energetically competitive. Utilising weights beyond that band produced nonsensical results as the need for energy conservation dominated and resistance to motion was almost completely ignored. Comparing figure 7.6a to...
Figure 7.8: Active behaviour of a block with sinusoidal compressive pressure load applied to the $+e_1$ and $+e_3$ surfaces. Both a displacement and an energetic objective function were considered, with the respective weights provided in the legend. With a higher work rate bias, displacement control is lost leading to large deformation of the block. An example of energetically sub-optimal co-contraction of antagonistic muscles is indicated by the black arrows. The blue arrows show an example of antagonist co-contraction contributing towards a poor displacement performance.

An analysis of the cumulative contractile work performed highlights additional characteristics of the control model. Figure 7.9a shows that concurrent with reduced contraction is reduced energy expenditure by the primary muscle. For the most part the same trends were observed for the total contractile work performed in the system, illustrated in figure 7.9b. However, for very low displacement-function weights, the overall energy consumption is far from optimal and may ultimately exceed that resulting from having a greater emphasis on position control. There exist periods of no muscle activation, but also durations of intense but unsustained activation of all muscle groups, resulting in great energy expenditure in these brief periods.

Taking all of the results into consideration, it can be concluded that a reasonable choice of candidate sets for weighting factors are in the range of $\{0.8, 0.2\}$-$\{0.6, 0.4\}$ for this problem. These weights provide a good balance between displacement control and energy expenditure, while maintaining the FFMR trends observed demonstrated by the optimal displacement solution.
7.5.1.2 Evaluation of multi-objective optimisation function scaling scheme

A more detailed examination of the efficacy of the linear scaling scheme used for the multi-objective optimisation simulations presented above demonstrates how the optimal selection is made, as well as the nature of the optimal solution to the given problem. Two performance metrics, namely the entirely population scores collected over the course of a simulation and the corresponding best genomes, were examined.

The tested population score data for a non-trivial case was collected and the cumulative data for an entire simulated plotted in figure 7.10. On average, 11.27 of a possible 16 combinations of muscle groups were evaluated at each step, a reduction of 29.6%. It was observed that the scores for the active muscle sets were distributed towards the extremes, with a distinct collection of good and poor choices being evaluated. This established that, on average, a clear selection of potentially good candidates arises from the use of the GA. This said, one must keep in mind that the distribution is made relative to the best and worst selected genome in each population.

Further decomposition of the total scores into the contributions made from the individual objective functions was analysed. These results demonstrate that the displacement criterion generally produces an obvious choice in respect of a good candidate, as the dispersed distribution has very few candidates that fall into the middle-range of scores. However, the work rate objective also has a similar distribution, which is to be expected due to the symmetric arrangement of muscles and the geometry, as well as the uniform distribution and properties of the muscles.

Plotting the decomposition of the scores of the best genome selected at each time-step, it is possible to determine where within the average population the chosen best candidate typically resides. Figure 7.11 shows that, in general, the genome that was considered to be the best candidate exhibited excellent position control and energetic characteristics. Only on rare occasions did the energy minimisation criterion lead to a solution with poor spatial governance traits being selected.

---

8 Considering the nonlinearity of the scaling amongst the members of the population, optimality is difficult to define. For example, if no muscles are active, then the score for the work rate function is always zero, i.e. the most energetically efficient choice. However, activating a linearly increasing number of muscle groups does not necessarily result in a linear increase in the objective score, due to the nonlinear nature of the material, the evolution of the body configuration and muscle-muscle interactions.
Figure 7.10: Histogram of scores of the evaluated population accumulated over the entire duration of a simulation of a test case. Weights for the displacement and work rate objective functions were 0.7 and 0.3 respectively. The overall score, a linear combination of the individual scores, is determined using equation 7.22.

Figure 7.11: Histogram of scores of the best genome accumulated over the entire duration of a simulation of a test case. Weights for the displacement and work rate objective functions were 0.7 and 0.3 respectively. Many of the best candidates chosen with this weighting scheme exhibit excellent position control and energetic qualities compared the alternative candidates evaluated. The few chosen solutions with very sub-optimal displacement candidates were overly influenced by the need for energy minimisation.
PART II

COMPUTATIONAL GEOMETRY AND SIMULATION RESULTS
8. IMAGING, DATA EXTRACTION AND MODEL CONSTRUCTION

In order to create a representative model with which to carry out FEA studies, an anatomically accurate geometric dataset was required. The Visible Human Project (VHP) provided a repository from which data of a real specimen could be derived for geometric reconstruction. The process of data extraction and construction of the discretised FEA model are presented in this chapter.

8.1 The Visible Human Project

The Visible Human Project (VHP) is a digital library that provides two anatomical datasets taken from human cadavers donated to the project. The data provided by the VHP has been used in numerous works, ranging from those involving reconstruction of only the tongue and surrounding anatomy, other regions of the anatomy, as well as the entire human muscular physiology.

The female dataset, a woman aged 59 who reportedly died of coronary heart disease, was produced in 1995 and consists of over 5000 axial photographs taken at a resolution of \( \frac{1}{3} \text{mm}^3 \). The photographs were created by cryosectioning, a technique that involves the freezing of the cadaver in a cryogenic gel, after which the body undergoes sectioning by a grinding method with a full-colour photograph of the exposed cross-section being taken after each pass. An example of the raw images from the dataset is shown in figure 8.1. The accompanying computerised tomography (CT) and MRI datasets were not used in this work due to the low resolution of the images.

8.1.1 Critique of VHP in the context of this work

There are several advantages and disadvantages to using the photographic dataset in the construction of a model of the HUA. The advantages include:

**High resolution images:** The quality and detail visible in the photographs assists in identifying anatomical features and tracking their shape through the serial image slices.
**Figure 8.1:** Axial slice of oral cavity and oropharynx from female VHP dataset.

**Distinguishable soft tissue features:** The most relevant soft tissue types are easily distinguishable in the photographic dataset.

**Visible muscle macro-histology:** The resolution of the photographs ensures that the striations of the skeletal muscle are easily visible, allowing for an accurate representation of these muscles to be made.

However, the following negative points are associated with this dataset:

**Subject demographic:** Although not documented, this subject most likely did not suffer OSA and would be an unlikely candidate for such a syndrome.

**Anatomical positioning:** Some structures of the oral cavity and oropharynx are not in the natural position adopted during breathing. Of most relevance is the tongue which has been raised and clamped down by the teeth on all sides.

**Unsuitability of associated CT and MRI imaging:** The nature of the CT technique makes it unsuitable for this purpose, while the same features cannot be observed in the MRI dataset due to its low resolution (38 times lower resolution per slice, with an interval of 4 mm resulting in approximately 450 times less data per region of the anatomy).

**Imaging technique:** Some parts of the anatomy are not very well defined due to their colour and shade in relation to the surrounding anatomy.

**Image artifacts:** Cryogenic gel infiltrated parts of the internal anatomy. Although this shows up easily in the colour photographs, the distinction becomes less apparent when the images are viewed in black-and-white.

**Image technique and associated artifacts:** The axial slicing and photographing technique results in visual data appearing in the photograph that is not on the plane of the slice being processed. This is most apparent in cavernous regions and results in fictitious structures inferior to the slice plane infiltrating the image.
8.2 Existing upper airway tissue models

Numerous models of the tongue have been developed by the biomechanics community in order to study speech production, active muscle kinematics, respiratory mechanics, and the pathophysiology of anatomical defects and the effects of surgical interventions. These models have in common the ability to describe individual muscle activation that produce motion due to the contraction of particular muscle groups. However, the constitutive models describing muscle contraction, as well as the degree of accuracy to which they capture the complex underlying musculature histology, historically differ considerably.

A brief overview of relevant models of the tongue and upper airway tissues are presented.

8.2.1 Speech production and therapy

Purpose-built computational models have been developed to study the motion and shape of the tongue during speech and vowel formation. It is interesting to note that many of the models used in the field of speech research rely on the nodal coordinates of the computational grid to assist in the description of the location and directionality of muscle groups. Where this is not the case, notification of this will be provided.

Wilhelms-Tricarico [311] produced a partial model comprised of only a directly-constrained tongue to study speech production. The active tongue, including the SG muscles, and eight constituent muscles were simulated using a FE model comprised of 42 trilinear elements. This model, which uses a fully continuum mechanics-based framework, has a description of the tongue histology at the computational points. An incompressible formulation that included the effects of viscoelasticity and inertia, as well as active muscle contraction, was produced. It was demonstrated that the model could be used to visualise the effect of gravity on the tongue, and contraction of specific muscle groups. It was shown that contraction of the SG caused the backwards movement of the tongue, simultaneous contraction of the genioglossus anterior (GGa) and hyoglossus (HG) resulted in lowering of the tongue and that protrusion of the tongue was performed by simultaneous contraction of the TV and VT. This model has since been described as ambitious, but too complex and limiting for use in the study of speech production [87].

As opposed to using a FEM discretisation, Honda [108] constructed a mixed FE and mass-spring model of the tongue, hyoid, jaw and larynx to investigate articulation. The tongue musculature included both intrinsic and extrinsic muscle groups. EMG data was used to determine the activity of major muscle groups during the formation of vowels. Comparison was made between the experimental data and the results derived from a neurosensory model.

Dang and Honda [50] developed a model reconstructed from volumetric MRI data to study the dynamics of the speech organs during speech production. The midsagittal region of the tongue, hyoid, jaw and vocal tract were represented with a 2cm thick model and the palatal and pharyngeal walls were considered rigid. The epiglottis was not included in the model. The governing equations, which accounted for the incompressible, inertial and viscoelastic properties of the material, were approximated using the same technique as Honda [108]. An arrangement of the constituent muscle groups was made based on high-resolution MRI scans of the same subject. The GG was divided into three components, and numerous other muscles (11 in total), were

Further information is provided in the unpublished text of Wilhelms-Tricarico [310].
included. The functional size of each muscle unit was taken into account. Bony structures were considered as viscoelastic materials with a very high stiffness.

Over time, Dang and Honda [51] refined this model. The spring-based model was replaced by a viscoelastic cylinder which properly accounted for the Poisson’s ratio of the material. This model was later improved by Fang et al. [68] by creating a fully 3-d model and describing the complete musculature of the tongue. The model was used to analyse the muscle activations used during vowel formation and compared favourably to EMG data. These authors suggested that multiple functional divisions of the SG exist.

A planar 39 element FEM model of the midsagittal section of the human tongue was developed by Sanguineti et al. [244] to study tongue movements produced during speech. The domain discretisation was constructed from X-ray data and produced such that the element orientation reflected that of the modelled muscles. It was assumed that the position of the mandible and hyoid, both of which were not modelled but were represented through boundary conditions applied to the tongue, were unaffected by muscle forces and that they undergo only planar movement. A frictionless contact model was incorporated to account for interaction between the tongue and the palatal boundary.

Three intrinsic muscles, namely the inferior longitudinal (IL), SL and VT and three extrinsic muscles, namely the GG, HG and SG were represented in this model. Based on details in the published literature, different parts of the GG and other muscle groups, were constructed such that they could be activated independently of other regions. The PC and the pharyngeal constrictor muscles were not incorporated into the model as the authors consider their effect on the movement of the tongue to be negligible. Importantly, the MH and GH were excluded on the basis that they are not anatomical constituents of the tongue itself.

From the solution to their neural control model, the activity of each muscle group required to produce the tongue configuration was inferred and compared to EMG data. It was demonstrated that co-contraction of muscles caused little change in tongue posture but resulted in an increase in internal muscle forces.

Sanguineti et al. [245] further developed the model described in [244]. The tongue was modelled using a linear viscoelastic material and the jaw was considered to be a rigid body with a rotational degree-of-freedom (DOF). The hyoid bone was modelled as a free rigid-body while the thyroid cartilage had only one DOF. Additional maxillofacial muscles were incorporated into the model. The static assumption of the previous work was removed, and a temporal formulation with time-dependent control parameters was introduced.

A study was performed to determine the independence of muscle units. It was concluded that larger groups of muscle fibre bundles did not act independently, but rather responded as a singly controlled unit. As before, a study was performed to detect the set of control parameters required to produce a configuration (jaw, tongue, hyoid and larynx) extracted from X-ray images. It was noted that horizontal tongue movements were more rapid than vertical movements. It was concluded that, for the muscle represented in the model, contraction commands to the tongue and jaw synergistic muscle groups resulted in similar displacement fields regardless of the initial configuration. This invariance of the commands effects lead the authors to suggest that additive models might be plausible for use.

Perrier et al. [215] used a 2-d plane-strain small strain FE model of the tongue and palate. Seven muscle groups were represented in the model and the local region stiffened by muscle contraction specified for each individual muscle. The model was used to simulate tongue posture and trajectory during the production of velar stop constants.
Collaboration between Institut National Polytechnique de Grenoble and Université Joseph Fourier

Gérard et al. [85] describe a 3-d dynamic, large-strain, hyperelastic FE model of the tongue. The discretisation of the mesh was such that adjacent elements could be used to represent eight of the main muscle groups used during speech. Various methods for coping with model instabilities were incorporated into the nonlinear solver. The model was used to demonstrate the role of the various components of the tongue musculature.

The model was refined further by Gérard et al. [87] to include an additional two muscles, as well as the jaw, hyoid-bone, palate and vocal tract walls. The tongue geometry was fitted to subject-specific geometry described from MRI data. It was demonstrated that synergistic activation of muscles could lead to realistic deformations of the tongue, as was required to understand the tongue’s role during vowel formation.

Buchaillard et al. [29] improved the model of Gérard et al. in order to study tongue motion due to muscle activation and gravity, as well as aspects of vowel production. The palate, and pharyngeal and laryngeal walls were included, as were additional muscles controlling the position of the hyoid. Due to the computational cost of the model, a fixed number of simulations (including some simplifications) were used to probe the relationships between motor commands, tongue posture and the acoustics of the airway. Using this model, the motor commands needed to produce prescribed tongue postures were resolved, thus highlighting the role of each muscle group in this regard. It was able to be discerned that certain reflexive muscle contractions occur during tongue movement.

The latest summary of this work, presented by Perrier et al. [216], describes the inclusion of an orofacial model, and reviews some general aspects of tongue modelling in the field of speech research.

Artisynth / OPAL

The Artisynth project [159] revolves around the development of a toolkit to simulate anatomical structures. It provides an interface for developing coupled musculoskeletal and dynamic, nonlinear, viscoelastic FEM models with the inclusion of point-to-point (force-effector) description of muscles and the inclusion of frictional contact. Based on this toolkit, the OPAL project seeks to produce a comprehensive model of the upper airway musculature, inclusive of the surrounding soft and hard tissues.

Vogt [292] developed a model of the tongue-jaw complex based on the work of Gérard et al. [87]. A FEM technique known as lumped-mass or stiffness-warping, was employed to significantly reduce computational cost. Validation of this model with respect to reference models further was presented in Vogt et al. [293]. A demonstration of matching the tongue posture to that seen in MRI images, through manually prescribed muscle activations, was also provided.

Stavness [264] further developed these models and produced a fully-coupled model of the jaw-tongue-hyoid complex and later an orofacial model that included the palate. Rigid-body dynamics coupled with a FEM model was utilised to describe the dynamics of the rigid and deformable tissues. Amongst other areas of application, predictive methods were utilised to understand the coordination of muscle activation required to produce predefined tongue postures. Stavness et al. [263] went on to describe the development of the tongue-jaw model.

---

2 Further information provided in the unpublished text Buchaillard et al. [27].
3 Further information is provided in the Fels et al. [73] and the unpublished text of van den Doel et al. [281].
8.2.2 Movement and mobility

Wu et al. [317] constructed a FE model of the tongue as part of the Physiome project. The muscle fibre data and tongue model, already available for the male specimen of the VHP, was refitted to conform to the female specimen on which this model was based. The mesh consisted of 10 cubic Hermetian FE elements that enforced continuity of both the field variable and its first derivative. This was thought to offer the equivalent performance of standard element models using an larger number of elements. The muscle material was considered incompressible and fully nonlinear anisotropic. Demonstration of individual and combined muscle activation illustrated the movement of the tongue under the influence of the active muscles. Improvements to the model, including a more refined discretisation and the inclusion of fibre volume fraction, have since been presented by Wang et al. [301]. In this work its application is to optimisation of sensor location for tracking tongue motion. Kieser et al. [141] also utilised the model in the study of the tongue’s mechanics during swallowing.

A continuum model of the tongue and its histology was developed by Baker [11]. The physiology and histology, including both intrinsic and extrinsic muscles, were identified and extracted from a photographic dataset; however sublingual physiology was not represented. A comprehensive mesh validation study determined that a large number of tetrahedral elements were required to attain convergence of tongue tip displacement and the internal stresses due to active contraction. Research was conducted to understand muscle functioning, the mechanism of swallowing, muscle activation during speech and to evaluate the effect of the loss of function in the tongue.

8.2.3 Surgery and medical procedures

A 3-d 280 element computational model of the mouth and tongue, developed from MRI and X-ray imaging, was produced by Rodrigues et al. [232] to simulate a laryngoscopic procedure. The geometry was restricted to a planer section near the midsagittal line. Simulations were performed to test the effect of material parameters on the force of contact between the tongue and the Machintosh blade required to sufficiently displace the tongue in order to view the larynx. The outcome of procedures involving surgical complications were also investigated.

Fujita et al. [77] investigated the range of motion of the tongue before and after the development of a tumour and the resulting glossectomy, a surgical procedure commonly used to treat oral cancer. A truss-based FE formulation, incorporating incompressibility effects, was used to simulate the tongue. The model was constructed from MRI data. Nine muscles, subdivided into 35 functional units, were described by the line connection of mesh points, as was done in the articulation models. The mechanical properties of a region within the tongue were altered to simulate the presence of the tumour and its subsequent removal. The resulting model was experimentally validated and successfully demonstrated the conditions associated with the tumour pathology.

Buchaillard et al. [28] used the model designed by Gérard et al. to understand the outcomes of a hemiglossectomy and resection of the mouth floor. The bounding tissues of the oral cavity were represented by shell elements and contact between the tongue and these accounted for. The regions affected by the surgeries had their mechanical properties altered. Muscle activation with differing passive tissue stiffness around the surgical region were assessed to determine the effect of these properties on the tongue mobility and the ability to articulate.
8.2.4 Breathing, sleep and OSA

Chouly et al. [42] constructed a 2-d geometry of the tongue (corresponding to the plane-strain condition) and retroglossal airway from pre- and post-maxillomandibular surgery radiographical data. A homogeneous, linear, isotropic material model was used to represent tongue tissue. Air moving within the airway was considered to be incompressible and within the laminar flow regime. The model was used to simulate pharyngeal collapse related to tongue position and its constriction of the airway, and to demonstrate the effect of mandibular advancement.

An anatomically correct, 2-d upper airway model was constructed by Huang et al. [111] to investigate OSA. It incorporated fluid-structure interaction (FSI) and a pressure- and state-dependant muscle contraction model for the GG. It was developed to establish a direct connection between measured EMG signals and the contractile forces generated in muscle fibres. Linear elastic constitutive equations were used to model fibre strain in the transverse direction. Here, soft tissues were considered incompressible and the fluid flow was considered laminar. The posterior pharyngeal wall was treated as being a rigid structure, while all other pharyngeal tissues or bones were modelled as linear elastic. It was acknowledged that other upper airway muscles which were neglected (namely dilator pharyngeal muscles), do contribute to upper airway patency during both the sleep and awake states, and that they should be considered during the later production of a full clinical model. They did state however that this provided a good approximation for the deformation of tissue along the midsagittal plane.

It was demonstrated that, in the wakeful state, the relative fibre stretch of the GG at epiglottal pressures of up to $-1275\text{Pa}$ was comparable with that of passive tissue under $-500\text{Pa}$ load. However, under the same loading conditions while in the sleep state the GG was stretched by nearly 100% compared to the $-500\text{Pa}$ passive state. A parametric study was also conducted to determine the effects of variation in the material parameters on the results. Vibrations in the soft tissue due to fluid-interaction, indicative of snoring, were also detected under certain conditions.

Huang et al. [112] expanded on their work, studying the collapsibility of the airway, during sleep and whilst awake, after anatomical alterations were performed. Mandibular advancement of 1cm was found to significantly reduce the collapsibility of the airway by increasing the negative airway pressure required for pharyngeal closure by $780\text{Pa}$. It was determined that uvulopalatopharyngoplasty (the removal of the uvula) increased upper airway patency by altering the fluid flow in the retroglossus. Palatal stiffening, the introduction of implants of varying stiffness into the palatal tissue, was also determined to decrease the pressure that induces airway collapse.

Huang et al. [113] later provided further information on their model when they extended it to the 3-d case. Multiple parasagittal MRI slices from representative OSA patients were used in addition to the midsagittal slice in order to recreate accurate geometry. The model was used to test the effect of several tongue stiffening mechanisms on the reduction of the negative airway pressure that induces sleep apnoea.

The soft palate, uvula, tongue and epiglottis were modelled as fully deformable and a sliding-contact model was included. The posterior pharyngeal wall was considered rigid and its geometry was modelled as anatomically symmetric about the mid-line. The passive tongue and all other pharyngeal tissues and bones were modelled as linear elastic because the strains in these regions were considered small.

Air in the pharyngeal airway was considered laminar and incompressible. The former property was applied
because estimates of the effects of turbulence indicated it to have only minor influence on the system. The
pressure at the entrance and exit of the airway were specified. Simulation of the geometry was performed
using commercial [FEA] software, wherein twenty-seven noded 3-d solid elements and four node 3-d fluid
elements were used.

The impact of several surgical interventions were assessed. It was found that recession of the uvula signif-
icantly reduced the pressure of airway collapse. Tongue stiffening in the form of implants did not have as
drastic an effect, however, increasing the stiffness of the muscle in the region of the medial [GG] did.

A full 3-d, 24349 element [FE] model of the human head was produced by Liu et al. [157] to study the source
and intensity of snoring. The model, developed from a library database and anatomical literature, included
several geometric simplifications. The tongue and soft palate were considered quasi-incompressible and
viscoelastic. In subsequent tests, a sinusoidal pressure load simulating breathing was applied to the tissues
at set frequencies to induce vibration. The resulting deformation in the tissues was consistent with the natural
frequencies determined under no-load conditions.

Xu et al. [320] developed a 3-d [FE] model of the upper airway in rats from [MR] data. The model, which
represented the tongue and soft palate as deformable tissues and accounted for contact, was prescribed a
negative airway pressure. The effect of tissue stiffening was evaluated by determining the sensitivity of
collapse pressure to changes in material parameters. It was determined that altering the tongue stiffness
greatly affected airway patency while a change in stiffness of the palate was less significant.

8.3 Defining the macroscopic anatomical dataset

A total of 1203 axial images from head and thorax datasets of the [VHP] were imported at their full resolution
into the commercial software Mimics\textsuperscript{©} [172] for the purpose of reconstructing the anatomy of the subject.
Using this software, the set of two-dimensional colour images was transformed into a black-and-white [voxel]
dataset, which essentially involves “stacking” the images onto one another thereby allowing for the traversal
of the volumetric images in three dimensions. The dataset was cropped, with its extents reduced to the
region between the nasal cavity and bronchial tree, and the lips to the vertebrae. However, the images were
not rescaled due to the necessity for fibre data extraction.

The construction of the three-dimensional anatomical dataset involves a number of steps. In the first step of
the segmentation process, each part of the anatomy must be [masked]. This is a process in which all [voxels]
belonging to the described anatomical feature are differentiated from those belonging to other parts. Al-
though the software has a number of automatic tools to assist with this, the transformation from colour to
black-and-white images and the fact that the dataset originates from photographs make them unsuitable to
this application. Therefore a strategy was adopted to manually segment the part involved, initially building
a skeleton framework of the feature and then completing the details between each skeleton frame. Figure 8.2
illustrates the construction of the skeleton framework of the epiglottal cartilage.

Multiple passes for each anatomical component were made in the three planes (axial, coronal and sagittal)
in order to reduce the segmentation of image artifacts and to hinder the erroneous incorporation of incorrect
features into the part. Emphasis was placed on retaining the highest degree of anatomical accuracy possible,
with constant reference being made to the anatomical literature [2][185][54].
Where possible and advantageous, adjacent anatomical features that have complex geometries but similar material characteristics were joined to form a single body. Although the tongue consists of anatomically distinct extrinsic and intrinsic muscles, the muscles located in and near the tongue body were treated as a single continuum upon definition of the tongue body. Due to the close proximity of these muscles with one another, dividing the volume of the tongue to keep these muscles distinct would have resulted in a mesh of greater complexity and lower quality. An example of this is the tongue and mouth-floor complex shown in figure 8.3a. There is no evident variation in tissue type between the base of the tongue and floor of the mouth, and therefore no key reason to consider the two divided entities in the model. The same reasoning holds for combining the extrinsic and intrinsic tongue muscles into the tongue body.

Following the process of extraction, filters were applied to each mask in order to ensure that no overlap between the masks of adjacent parts was present. A three-dimensional representation of the raw masks, an example of which is depicted in figures 8.3b and 8.3c, was then generated. Contrary to the usual methodology of volumetric reconstruction, the unsmoothed volumetric masks were directly exported as a triangular tessellation so that the parts could be further manipulated in specialist computer-aided design (CAD) and meshing software. This ensured that the interfaces between parts remained as close to continuous as possible in order to assist in the reconstruction of the parts for the meshing process.

A satisfactorily comprehensive representation of the HUA, from which figure 8.4 depicts a portion of the oral anatomy, was extracted from the image data. This allowed for the construction of not only a model of the tissues in the HUA but also a simplified CFD model from which to attain airway pressure data.

Experimental analysis of the model is also to be performed, in a separate study, using PEPT. A solid representation of the airway is to be constructed using rapid prototyping and a study of the flow of air through the upper airway is to be conducted. Advances in PEPT technology also allow for the tracking of surfaces, conceptually facilitating the validation of models of passive tissue.
8.4 Defining the microscopic fibre dataset

The tongue is a histologically complex organ comprising, amongst other things, numerous interwoven muscle groups. Visible in the reconstructed high-resolution dataset was the gross directionality of the muscle groups that constitute the body of the tongue and mouth floor. Fibre data for each muscle group were defined in Mimics® by manually selecting sections of each muscle group that had a similar directionality. Muscle groups that were not highly visible in the photographs were extracted with consulting of the anatomical displacement in the presence of a complex pressure distribution.
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literature [54, 185].

Figure 8.5a demonstrates the process in the orientation definition of fibre bundles for the medial portion of the fan-shaped [GG]. Here it was assumed that all fibres within each cylindrical bounding box have a similar orientation. Cylinders are made to overlap so as to ensure that all possible points that contain muscle fibres are enclosed by one or more cylinders. The overlap also assisted in artificially providing curvature to the dataset when it is interpolated onto the grid. This process is described in section 8.5.1.

![Figure 8.5](image-url)

(a) Definition of GGp muscle fibre position and direction data (midsagittal plane)
(b) Three-dimensional representation of cylinders defining a muscle group

Figure 8.5: Extraction of fibre data in Mimics©.

In some parts of the muscle, the fibre alignment was such that large regions of the muscle could be approximated by a single cylinder having the same directionality. However, certain muscles such as the VT and TV have a very complex physiology and therefore required a more intricate description. Figure 8.6a illustrates the detail that was required in order to provide a sufficiently accurate account of the underlying histology of these muscles.

![Figure 8.6](image-url)

(a) The VT has a complex directionality
(b) The DG has an origin external to the bulk muscle body

Figure 8.6: Cylinder representation of muscles with complex histological descriptions.

Although the final solid model of the tongue was ultimately constructed so as to exclude certain external muscle groups, the directional description of these muscles was still captured in full. Figure 8.6b depicts the three-dimensional representation of the DG with portions of the muscle inside and outside the main body of the tongue and mouth floor. In the muscle model used to describe the effect of these external models, the
point of origin of the muscle was chosen to be a point at which the cylinders terminated near the surface to which the muscle is attached at its origin.

Depicted later in section 8.6, a total of 18 unique muscle groups with differentiation between left- and right-side muscles were originally represented by 3377 individually orientated geometric primitives. Six of these muscle groups originate from a fixed anatomical structure that is external to the tongue body.

8.5 Construction of the discretised solid model

The tessellations of the anatomical data were subsequently imported into ICEMCFD© [4] for surface definition, assembly and meshing. Standard literature in human physiology [54, 185, 2] again was used to ensure that the integrity of the model was adequately preserved. Figure 8.7 highlights the extent of the model produced.

Figure 8.7: Representation of the completely reconstructed HUA by parametric surfaces in CAD software.
Before the tissue model was constructed, a number of potential complications had to be considered. A constraint of the FEA library used in the analysis process is that only hexahedral elements are supported. This limitation had to be considered at all steps of the reconstruction process. Additionally, the algorithm used to address the macro- and micro-morphology of muscles also had to be considered as it was likely to dictate how some portions of the geometry were created.

The surface geometry of the macro-scale anatomical parts was created manually by placing control points on selected surfaces of the tessellated parts. These control points were then joined by splined curves, which ultimately formed boundaries for closed parametric surfaces. An illustration of the reconstruction process is shown in figure 8.8. The surface definitions were iteratively modified to best fit the underlying tessellation while ultimately catering for the requirements of the meshing process that followed. Due to the orientation of the tongue and some of the abnormalities of the anatomy, some features required excessive simplification or modification. This is discussed in appendix E.2.

Discussed in section 3.7 were the complications involved with the incorporation of certain aspects of the HUA physiology in a simple model. The use of motion-dependent boundary conditions for muscular tissue allowed the volumes of some muscles to be discarded from the model. Figures 8.8b and 8.8c illustrate the removal of the SG resulting in a simplified geometry of the tongue. Although the physical representation of the muscle is compromised, the action of the muscle external to the body of the tongue remains captured in the muscle model.

The fully-structured hexahedral mesh was created using a blocking technique, where connected master-blocks are positioned throughout each part in order to describe the coarse topology of the discretisation. An example of the underlying blocking strategy leading to the meshed components of the tissue model are shown in figure 8.9. Rules governing the point and line constraints for the mesh, as well as mesh size, were applied and a preliminary mesh produced. Upon discretisation, the master-blocks were subdivided and the mesh projected to the surface of each part in order to produce the discrete geometry. Smoothing operations were subsequently performed in order to increase the quality of the initial mesh.

It should be noted that, due to the nature of the muscle model used in this work, the mesh was able to be generated entirely independent of the underlying micro-scale physiology associated with the anatomy. This allowed the mesh to capture the details of the anatomy without any restriction on mesh directionality, thereby
avoiding a limitation imposed on some of the geometries described in the literature. The superposition of the micro-histological data on the discretised domain is discussed in section 8.5.1.

### 8.5.1 Importing the fibre data into the solid model

The dataset of the micro-scale fibre directionality was subsequently imported into the macro-scale geometry, providing a perfect match between them. Due to the general constitutive framework given in section 5.1, the description of the muscle model described in chapter 6, and the fact that the fibre and anatomical datasets correspond exactly, there was no requirement for the mesh to align with the direction of any of the underlying fibre groups. The underlying muscle histology data was interpolated directly onto the constructed mesh.

The data extracted from Mimics© consisted of the radius and end-points of each fibre-cylinder. A method expressed graphically in figure 8.10 was implemented to determine whether any point in the geometry was within the boundaries of a muscle group, as defined by the collection of relevant representative cylinders.

![Figure 8.10: Geometric test for containment of point within a cylindrical volume](image)

Given any point $X$ and the fundamental information required to express the bounds of a cylinder that describes a portion of a muscle, namely the end-points $C_1, C_2$ and radius $r$, then the projection of $X$ onto the cylinder axis is given by

$$ P = C_1 + (X - C_1) \cdot \frac{l}{||l||} \quad (8.1) $$
where the cylinder length vector is defined by

\[ l = C_2 - C_1 \]  

(8.2)

and the projection vector given by

\[ p = X - P \]  

(8.3)

If the point \( X \) lies outside the bounds of the cylinder then the length of the projection is greater than the radius

\[ \|p\| > r \]  

(8.4)

or the projection lies outside the cylinder end-points

\[ (P - C_1) \cdot l < 0 \quad \text{or} \quad (P - C_1) \cdot l > l \cdot l \]  

(8.5)

If the point was within the bounds of the muscle, the direction of the muscle fibre (as defined by the cylinder end points) was recorded. When the point was within a region of overlap where more than one cylinder contained the point, the average of the direction vectors was taken to be the fibre direction. This averaging process resulted in a smooth transition of the fibre direction in regions of curvature of the muscle group.

When the muscles traversed the boundary of a part of the anatomy, the fibre volumes output from Mimics\textsuperscript{©} extended into the adjacent areas. During the discretisation process, an identification number was given to the various anatomical parts, and was subsequently used as a filter to ensure that the fibres were specified in the relevant muscular regions and did not erroneously continue into adjacent volumes.

When viewed from an \textit{in vivo} perspective, the definition of the fibre direction is somewhat arbitrary for a one-dimensional force-generating element. This is to say that the action of a fibre with the alignment \( n \) is the equivalent to that of one with the opposite direction \( -n \). However, the geometric description required a preferred directionality to be described. Because of this requirement, care was taken during the direction interpolation procedure as vector addition (which is direction sensitive) was used to perform the operation. The alignment of the cylinders with respect to one another was inspected and it was ensured that the vectors used to express fibre-directionality did not conflict through misalignment, that is \( n_i \cdot n_j > 0 \quad \forall \ i, j \in \mathcal{B}_M, i \neq j \). This was achieved in a preprocessing step, where all cylinders in each muscle group were checked and altered such that they satisfied either a dot or curl type constraint, depending on the muscle histology (radial/linear vs circumferential).

In section \[8.5\] the reason for the removal of muscles, such as the \textit{in vivo} that had portions of their volume outside of the body on which they exert most influence, was presented. For these muscle groups, their point of origin was defined \textit{a priori} and the point of insertion into the muscle body was marked as the region of the surface of the tongue that contained an adjacent internal muscle fibre of the same muscle type. In this manner, a continuous description from the interior to the exterior portion of the muscle was created.

\subsection*{8.6 Presentation of a representative model of the tongue and surrounding soft tissues}

There is a great morphological variability between individuals\textit{in vivo}. Embracing this variability with realistic boundary conditions is likely to be a challenge. There are numerous points of contact between parts of the...
anatomy, and because tissues move past one another as well as support one another, there is no clear way to represent the boundaries in simplified models without imposing unrealistic constraints on the movement of the anatomy. Furthermore, some simplifications of the geometry itself require special considerations when it comes to the imposition of boundary forces on a particular part of the model. In the following paragraphs, the reduced model describing a sample of the HUA geometry are presented along with prescribed boundary conditions (BC) imposed on the model. The full tissue model from which this geometry was extracted is showcased in appendix I.1.

In figure 8.11, the model of the tongue, hyoid bone, epiglottis and the fat-pad on which it is bedded and the inner portion of the mandible are shown. It is assumed that the head remains still throughout the simulated period thus keeping the gravitational orientation and relative distances between fixture points constant. The inner part of the mandible (to which the tongue is affixed) as well as the interface between the epiglottal fat-pad and the thyroid cartilage, which represent fixture points, were therefore fully-constrained.

![Figure 8.11: Discretised model of tongue and surrounding soft tissues. Part of the mandible and hyoid are shown in grey, the tongue in pink, the epiglottal cartilage in magenta and adipose tissue in yellow. The blue-shaded regions highlight nodes that have essential boundary conditions and remain at all times stationary. The position of active control points for neural model are marked with the red spheres.](image)

The exposed surface of the tongue, epiglottis and the adipose tissue (highlighted in figure 8.12) are subject to the static pressure distribution of the surrounding air. The pressure applied to these surfaces is prescribed using either a spatially-correlated function, or data directly extracted from CFD models. Due to some simplifications present in the fluid model, there is direct special consideration for regions that have had anatomy removed and are artificially exposed to the influence of the air (i.e. regions of tongue where lateral sublingual glands should connect to the mandible, clearly visible in figure 8.3c).

Figure 8.13 presents an overview of the muscles and fibre directionality incorporated into the model of the tongue. In figure 8.13a it can be seen that the GG was represented by three independently controlled functional units, namely the anterior, medial and posterior components, as discussed by Miyawaki et al. [183].

---

5 They state that if such a decomposition exists, then it is not understood if we have voluntary control over the each individual component.
Figure 8.12: Geometry of the soft tissue model highlighting the location of surfaces subject to Neumann boundary conditions. Element faces considered to constitute the anterior, left lateral, superior and anterior surfaces of the tongue are highlighted in yellow, blue, green and red respectively. Other tissues in the retroglossus exposed to airway pressures are indicated by a grey overlay. The surface interface $\Gamma_{p0}$ for external muscle groups are marked with dotted lines.

The activity of the GG has been shown to be somewhat heterogeneous \cite{60}, so this assumption along with that of the underlying fibre density will ensure that the local effective contractile activity is non-uniform. Due to the neurological (as opposed to physiological) nature of the division of the GG, it is not discussed in Davies \cite{54} or other physiology literature.

8.6.1 Measurement points for neural control algorithm

Ten control points were selected to form a coarse net defining the superior and posterior surfaces of the tongue. The points, depicted in figure 8.11, were at the apex of the tongue, on the superior surface of the tongue (both at the intersection of the posterior and superior surface and half-way between the posterior surface and apex), and half-way up the posterior surface of the tongue. The points were monitored on the midsagittal line, as well as lateral to the midplane. Control points located on the epiglottis, with weighting values $w_p = 0$, were used to monitor the displacement without influencing the neural algorithm.

8.6.2 Body forces

All tissues experience a body force due to their mass. The direction of the gravitational load depends on alignment of the body, namely whether the person is in an upright stance, laying supine or in some other

The location of the chosen measurement points was a design decision, with the dispersed net of points assumed to ensure that the movement of the entire tongue body would be considered and controlled. Should corroboratory experimental data be available, it would be sensible to position a control point upon the corresponding position of the sensor. The concepts presented by Wang et al. \cite{301} are relevant for the improvement of their location for both simulation and experimental purposes. Further discussion of the selection of the control points is presented in appendix G.2.
Figure 8.13: Geometric description of the tongue musculature. Each cylinder within the tongue body represents the average directionality of eight fibres embedded within a computational cell. Overall, 13 neurologically-distinct muscle groups are represented, with 5 of them having two components divided laterally on the midsagittal plane. The portion of the PG inserted into the tongue posterior was ignored.

configuration. In general, we express the gravitational force vector (with units m/s$^2$) in the form

$$ g(\theta, t) = 9.81 \ c_g(t) \ \hat{g}(\theta) $$

(8.6)

where $c_g$ is a function of the time and $\theta$ represents the angle of inclination measured from the horizontal position. With reference to the axes accompanying figure 8.11, the gravitational vector $\hat{g}(\theta)$ is aligned in the posterior direction when $\theta = 0^\circ$ and in the inferior direction when $\theta = 90^\circ$. Special cases were used to represent lying in the prone or lateral positions.

---

7 Under normal circumstances, pillow height is responsible for the variation of the head’s position while sleeping on one’s back.
8.6.3 Airway loading distribution

On that region of the natural boundary \( \Gamma_{0}^{t(X)} \) that is exposed to the airway, a pressure load generated due to expansion and contraction of the lungs is applied. The surface traction, multiplicatively decomposed into temporal and spatially dependent components, is defined as

\[
\tau(X,t) = p_{nom} \, c_{p}(t) \, h_{p}(X) \, \hat{n},
\]

(8.7)

where \( p_{nom} \) is the nominal value for the applied pressure. The spatial function \( h_{p} \) is defined such that the nominal pressure and the epiglottal pressure, often referred to in the literature and assumed to be measured at \( P_{E} \), coincide. The form of \( c_{p} \) and \( h_{p} \) are presented below.

8.6.3.1 Temporal description for quasi-static conditions

The dimensionless temporal domain is decomposed into two parts. In the first half of the domain, gravitational loading occurs without the presence of airway pressure while in the second, the gravitational load remains constant and the pressure load is linearly increased. The gravitational and pressure force constants are in these instances defined by

\[
c_{g} := \begin{cases} 2t & \text{if} \quad t \in [0, 0.5) \\ 1 & \text{if} \quad t \in [0.5, 1] \end{cases}, \quad c_{p} := \begin{cases} 0 & \text{if} \quad t \in [0, 0.5) \\ 2t - 1 & \text{if} \quad t \in [0.5, 1] \end{cases},
\]

(8.8)

8.6.3.2 Temporal description of loads for dynamic conditions

In the instance of dynamic loading, a gravitational preload is still applied. However the periodic pressure load, now a true function of time, is given by

\[
c_{p} := a \, (\sin \pi t^{*})^{e}, \quad t^{*} = b \, \left( \frac{t - c}{w} \right) \mod w,
\]

(8.9)

where \( w \) gives the oscillation period and the exponent \( e = 1.75 \), is applied over a finite time domain.

Manipulations of equation (8.9) through the time-dependent functions \( a, b, c \) result in functions that mimic a representative sample of pressure data, limited to the inhalation portion of the breathing cycles, obtained from \[165, 261, 221\]. Similar representations of the temporal nature of inlet conditions have been used in CFD models (see [265 fig. 3 and 4], [328 fig. 2], [328 fig. 2F], [296 fig. 1]). As the modular arithmetic results in a positive value for the sinusoidal function, the piecewise step function \( a \) accounts for the pressure sign change between inhalation and exhalation and allows for rest-periods between cycles to be introduced. The function \( c \) provides a phase-shift for the sinusoidal function, and \( b \) allows for the possibility to alter the rate of change of pressure in various parts of the breathing cycle. This general form of temporal function provides a smooth transition (zero first-derivative) between inhalation and exhalation. In figure 8.14 three examples of temporal loading patterns generated with equation (8.9) as a template are illustrated.

8.6.3.3 Spatial description of airway-induced loading

Using the spatial function in equation (8.7) first-approximations of the pressure profile for nasal and oral breathing are described. It is assumed that during nasal breathing, the pressure field in the oral cavity is...
constant, resulting in no fluid motion within it. However, pressure losses are still incurred in the nasal passage (inhalation) or trachea and glottis (expiration), and the average pressure is non-atmospheric. In this case, the spatial function is simply

\[ h_p := 1. \quad (8.10) \]

In the case of oral breathing, the mouth is open and fluid moves over the surface of the tongue in the narrow gap between it and the oral cavity extents. Defining two points in the geometry, namely \( P_A \) and \( P_E \) shown in Figure 8.12, we approximate the pressure difference in this gap as

\[ h_p := \begin{cases} 
0 & \text{if } X_2 > P_A^A \\
1 & \text{if } X_2 < P_E^E \\
\frac{|X_2 - P_A^A|}{|P_E^E - P_A^A|} & \text{otherwise}
\end{cases} \quad (8.11) \]

A linear variation of the pressure field in the anteroposterior direction is assumed and that the pressure gradient in the transverse direction is zero.

A third scenario to consider is that of nasal breathing with open mouth. In this situation, the tongue is pressed against the palate to form a seal, but the mouth can open to equalise the pressure in the oral cavity. The pressure in the oral cavity is thus atmospheric, while the posterior of the tongue is exposed to the pressure of the retropharynx. The function

\[ h_p := \begin{cases} 
0 & \text{if } X_2 > P_C^C \\
1 & \text{if } X_2 < \text{otherwise}
\end{cases} \quad (8.12) \]

approximates this pressure field.

To demonstrate the overall result of the pressure function (equation 8.7), consider Figure 8.15 which shows the measured area-averaged pressure over a patch on the anterior, superior and posterior surfaces of the tongue for a single inhalation for both breathing mechanisms. For all spatial profiles \( h_p \), the epiglottal pressure \( p_{epi} = p(P_E) = -p_{nom} \). For this single inhalation, the specified negative airway pressure changes in a sinusoidal profile with time. When inhalation occurs through the nose, the pressure field is constant. However, when oral inhalation is simulated, there exists a pressure difference between the anterior and posterior surfaces of the tongue. The anterior region of the tongue, being furthest forward in the mouth and open to the atmosphere, experiences the highest pressure. The pressure decreases towards the rear of the oral cavity.
8.7 Existing CFD studies of the upper airway

The study of airflow and the development of flow structures in the upper airway is a very complex field of study in its own right. The spectrum of work performed in the area of upper airway fluid mechanics includes the study of flow structures, sleep disorders, aerosol deposition and lung mechanics, to name a few. The description of a representative geometry, be it idealised or patient-specific, the mathematical equations governing fluid flow and their associated boundary conditions, and mechanisms to capture the flow structures that influence the flow-field all remain difficult issues to overcome. A recent review by Pollard et al. [223] provides an excellent summary of the challenges involved in this area, as well as the state of experimental and computational research. Here, a brief overview of some of the relevant work in this field, and in particular that pertaining to the research of [OSA] is provided. One of the key conclusions to be made from this review is that the methodologies used in each work was dramatically different, with no definitive choice in respect of any model construction or simulation being made. This was due to the nature of each study, its desired outcome and the technologies available at the time at which the work was conducted. Ultimately, it appears that best judgment stemming from the insights of previously performed work had to be exercised to produce a functional model for this work.

The flow structures present in the airway depend greatly on the geometry and breathing mechanism. The fluid-dynamics pertaining to oral breathing and air flow in the mouth and pharynx was presented in [12, 45, 195, 196], while involvement of the complex nasal cavities during nasal breathing was detailed in [139, 147, 156, 188, 305, 307, 325]. Mention of the flow developed in the pharynx due to nasal respiration was described in [217, 242].

Investigations into the nature and possible causes of [OSA] under the conditions of nasal inhalation were conducted by [132, 267, 319, 266, 298, 300] using models that included both the nasal and pharyngeal geometries. Simplified models, consisting of simply the pharynx, were utilised by [252, 161, 177] to conduct similar stud-
ies. Pre-surgical analysis and post-operative outcomes of OSA were evaluated by [119, 255] using models of the pharynx. More complex models were constructed by [67, 128, 299] to determine the effect of surgical procedures on airway fluid-dynamics during nasal breathing. Treatment of the OSA condition with oral devices was studied during oral [56] and nasal [327, 285] respiration. Fluid-structure interaction models were developed to determine the motion of the passive soft palate [41, 328], the consequences of surgery on airway and tissue dynamics [300] and study geometric influences on the presentation of OSA [111, 266].

Although the finite volume method (FVM) is the overwhelmingly popular choice in this area for solving the Navier-Stokes equations, the Lattice-Boltzmann method (LBM) has also been used successfully [12] in this regard. The studies considered here primarily consist steady state simulations, although a few time-dependent simulations [266, 328, 325] have been conducted. Lee et al. [147] demonstrated that, for the most part, qualitatively similar results could be obtained for steady state simulations that match the pressure conditions at a given instant in an unsteady simulation. Some of the work considers only idealised geometries (e.g. [12]), while realistic geometries, extracted using CT imaging or MRI have also been considered. Collins et al. [46] determined that idealised geometries that included sharp edges produced inadequate results when compared to a realistic representation of the same geometry.

As in many other fields of application, large eddy simulation (LES), detached eddy simulation (DES) and direct numerical simulation (DNS), which are very computationally expensive, provide the best mechanism to resolve turbulent structures in the airways. Since these structures have a large influence on the pressure profile that develops in the oropharynx, adequate approximation of the effect of their presence is necessary. Work performed to compare the effect of choice of turbulence model in either nasal or oropharyngeal simulations include that of [252, 262, 12, 177, 132]. Collectively, these studies have demonstrated certain deficiencies with regard to RANS models predicting flow structures in the upper airway. However, it has been demonstrated that the $k-\omega$ model [188], in particular the low-Reynold’s number (Re) shear-stress transport (SST) variant [177, 326], which has been developed specifically for transitional flow, produces reasonable results.

Meshing techniques are biased towards the use of fully unstructured meshes, primarily due to the complexity of the airway physiology. Saksono et al. [242] discussed the possibilities of using semi-automated mechanisms of producing high-quality airway geometries. Grid convergence studies performed by Jayaraju et al. [131] showed that velocity and pressure field convergence on the midsagittal plane could be obtained in a model of the glottis with 550000 cells. Wen et al. [307] demonstrated that 950000 cells provided a compromise between computational expense and accuracy in a nasal cavity model.

The extent of the geometry differs greatly between each model, as the focus of interest varies between studies. Nasal models may include an inlet extension [128], although some are truncated at the vestibules [139] or represent the facial geometry and far-field atmospheric conditions [328]. Similarly, many models that represent the oral cavity include an extension to the atmosphere [12]. Pharyngeal models may be truncated in the vicinity of the choanae or velopharynx [217]. Inlet boundaries have been defined using a velocity profile [195], prescribed pressure [266] or volume flow rate [305]. The position of the downstream boundary differs between models; it may be found in the upper pharynx [266], at the position of the larynx [300], in the lower trachea before the tracheal bifurcation [195] or distally after a number of bifurcations [242]. Boundary conditions have been implemented in a variety of manners, and in many cases are limited by the description of the geometry at the inlet and outlet. Choices for outlet boundaries include defining the pressure [212], velocity profile [328] or using an outflow [307] condition. Although techniques exist to simulate the presence of multiple bronchial branches in the lungs [296, 297, 169], a consideration which impacts greatly on the upstream pressure field, the majority of work surveyed truncates the airway well upstream of the lungs. In most cases,
walls have been considered as zero-slip boundaries.

8.8 Construction of the fluid model

In construction of the airway, the interior boundaries of the solid model define the anatomical boundary of the fluid domain in the regions of the oral cavity and pharynx. Additional anatomical features not represented in the solid model were considered in the construction of the fluid model. Figure 8.16 provides an overview of the fluid domain created from the geometry shown previously in figure 8.7. The sublingual and submandibular glands were ignored in the construction of the solid model but were integrated in a crude manner by preventing fluid flow into this anatomical region. The constriction of the larynx, the trachea and first branch of the main bronchi were also modelled, as the downstream flow field influences the upstream pressure field of the oropharynx.

Due to the complex structure of the nasal passages and the difficulty in accurately extracting the passages from the photographic data, a coarse representation of their anatomy was produced. The approximate structure and dimension of the nasal passages were extracted from the imaging data through the reconstruction of a skeleton framework. Using the technique demonstrated by Zhang et al. [325], a greatly simplified representation of the nasal canal that could be easily meshed and which was hypothesised to produce representative results was constructed. The gross anatomy of the nasal passages, including the position of the nasal vestibules, the width and height of the passage adjacent to the nasal septum, and the opening and length of the superior and inferior meatuses, was retained. However, the curvature of the anatomy was not captured. The simplified geometry of channels of the nose are illustrated in figure 8.17.

Figure 8.16: Geometric reconstruction of the fluid domain.
Figure 8.17: Geometric reconstruction of the nasal passages involved the creation of a simplified model for the geometrically intricate nasal passages.

Figure 8.18: The external muscles of the soft palate, which obstruct airflow in the nasopharynx, were captured during reconstruction.

The extrinsic muscles of the soft palate, specifically the LVP, insert into the uvula and cause a flow obstruction for the air moving through the nasopharynx. As shown in figure 8.18, it was included as a boundary in the fluid model as it was felt that it may play a significant role in the channelling of the flow over the uvula.

In figure 8.19, a comparison is made between the nasopharynx, oropharynx and hypopharynx geometry extracted from the VHP dataset and one obtained directly by experimental methods. The overall fluid geometry embraced all of the core anatomical features that affect the fluid flow. However, due to the difficulties of using the photographic dataset and the uncertainties associated with the positioning of some of the tissues, the model of the pharynx had a CSA that appears to be on the upper limit of, and in some regions exceeding, that measured and presented in the literature. Specifically, the lateral dimension of the oropharynx appears visually larger in figure 8.19b when compared to figure 8.19a, however, it is comparable to other geometries in the literature (see [196, fig. 6]) and of the same scale of the posterior section of the tongue.

\[\text{This point is discussed in appendix E.2.}\]
Figure 8.19: The geometry reconstruction of the oropharynx resulted in a model that does not compare well with experimental data. From a visual inspection between figure 8.19a and the geometry shown in figure 8.19b, it is observed that the lateral dimension of the oropharynx has to be large to accommodate the width of the tongue. Figure 8.19a sourced from Grauer et al. [3].

As can be seen in figure 8.16, the airway was subdivided into a number of regions and different discretisation techniques were employed in each region according to its geometry. The nasal passages, oral cavity and lower trachea contained a fully structured mesh, while the oropharynx, nasopharynx, hypopharynx and upper trachea were meshed using an unstructured technique resulting in a tetrahedral mesh. This process resulted in the generation of discontinuous meshes, which were made conformal through the use of a mesh-merge technique. This produced a hybrid mesh with 5-noded prism elements at the interfaces of the structured and unstructured meshes. The prism and tetrahedral elements were subsequently converted into polyhedral elements in the CFD solver in order to reduce the element count and significantly increase the overall quality of the mesh.

8.8.1 Fluid boundary conditions

The boundary conditions used in conjunction with the fluid model were subject to a number of assumptions and simplifications. Depending on the type of breathing being modelled, the inlets either are exposed to atmospheric pressures or blocked off using a wall boundary condition (BC). As inhalation is to be simulated, a pressure inlet BC with 0 Pa gauge pressure was utilised. Ideally, the atmosphere should be modelled as a reservoir, but this provides complexity in producing a flexible model that can simulate both oral and nasal inhalation and exhalation. A velocity BC was prescribed at the bronchi which allowed for the specification of the volumetric flow rate. Simple inlet and outlet extensions provide some allowance for flow development and reduce the effect that the imposition of constraints on the flow at the boundary has on the upstream flow.
All soft and hard tissues are considered completely rigid and are prescribed a zero-slip wall condition.

### 8.8.2 Anthropomorphic measurements of airway geometry

An account of the CSA of the airway is presented in figure 8.20, together with reviews of similar data derived from the published literature as an aid for comparison. Measurements of the model, only possible after the complete meshed model was produced, are graphically presented in figures 8.20b to 8.20d with the planes on which the measurements were taken depicted in figure 8.20a.

![Coronal measurement planes for nasal (green), buccal (blue) and pharyngeal (red) regions](image)

![Nasal passages and nasopharynx](image)

![Oral cavity](image)

![Pharynx](image)

**Figure 8.20:** Measurement of the CSA of the reconstructed HUA. The data extracted from the literature was manipulated to such that the marked features of each dataset aligned. In the data from McRobbie et al. [175] presented in figure 8.20c, no anatomical markers were present and the data scale was thus assumed. Liu et al. [156] further depict the plausible range of anthropomorphic measurements for the nasal cavity geometry.

As demonstrated in figure 8.20d, the reconstructed and simplified structure of the nasal passages resulted in a model that was representative of the CSA data presented in the literature [273, 307, 265, 40, 139]. Along the length of the nasal passage, the change in CSA mimics that captured through experimental methods on a variety of subjects. It is noted that the nasal passage narrows towards the opening of the nasopharynx, a feature not observed in prior published data. However, compared to a sample of 60 measurements conducted by Liu...
et al. [156], the nasal passage CSA remains within the bounds observed using experimental techniques. The comparison shown in figure 8.20c illustrates that the oral cavity has a CSA profile almost clear of anatomical landmarks, consistent with that experimentally measured by McRobbie et al. [175]. It should be noted that the overall posture of the tongue in the oral cavity is significantly different in these two cases, and the inclusion of air space on the lateral and posterior aspects of the tongue result in an increased CSA of this geometry. In figure 8.20d it is clear that the positioning of the tongue, oropharyngeal walls and other soft tissues does not make for an accurate representation of the pharyngeal region of the HUA. Although the measured region of the oropharynx does extend marginally into the oral cavity (as seen in figure 8.20a), the CSA of the airway from the velopharynx to the larynx appears significantly greater than that presented in the literature. The profile provided by McRobbie et al. [175] suggests that the airway that is represented in this geometry is greatly exaggerated in terms of the flow area, but the profile for the change in CSA is likely to be accurate.

As highlighted in table 8.1, the CSA of the velopharynx is near the upper value provided for a mild OSA patient by Ryan et al. [239], while the maximum measured CSA in the pharynx again greatly exceeds the value of 402 mm$^2$ for healthy subjects determined experimentally by Avrahami and Englender [6]. The primary contributing factors to this inaccuracy are the protrusion of the tongue, resulting in an excessive anteroposterior dimension and the inaccurate representation of the oropharyngeal walls manifesting as an excessive lateral measurement.

Table 8.1: Measurement comparison between airway model and Ryan et al. [239] highlights some of the short-comings of the geometric model that has been developed.

<table>
<thead>
<tr>
<th>Region</th>
<th>Reconstructed model</th>
<th>Ryan1999 ave</th>
<th>Ryan1999 min</th>
<th>Ryan1999 max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-sectional area (mm$^2$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velopharynx</td>
<td>139.94</td>
<td>96</td>
<td>43</td>
<td>281</td>
</tr>
<tr>
<td>Oropharynx</td>
<td>681.46</td>
<td>103</td>
<td>39</td>
<td>235</td>
</tr>
<tr>
<td>Hypopharynx</td>
<td>610.93</td>
<td>67</td>
<td>12</td>
<td>237</td>
</tr>
<tr>
<td>Anteroposterior diameter (mm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velopharynx</td>
<td>3.48</td>
<td>7.8</td>
<td>4.7</td>
<td>19.9</td>
</tr>
<tr>
<td>Oropharynx</td>
<td>11.89</td>
<td>9.6</td>
<td>4.2</td>
<td>15.1</td>
</tr>
<tr>
<td>Hypopharynx</td>
<td>7.89</td>
<td>9.4</td>
<td>3</td>
<td>12.5</td>
</tr>
<tr>
<td>Lateral diameter (mm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velopharynx</td>
<td>20.89</td>
<td>14.5</td>
<td>7.4</td>
<td>28.1</td>
</tr>
<tr>
<td>Oropharynx</td>
<td>41.78</td>
<td>17.4</td>
<td>11.9</td>
<td>22.2</td>
</tr>
<tr>
<td>Hypopharynx</td>
<td>49.1</td>
<td>11.6</td>
<td>5.3</td>
<td>24.3</td>
</tr>
</tbody>
</table>

Furthermore, a brief survey of the literature containing airway measurements of OSA sufferers [198, 6, 7, 239] illustrates that the geometry is not at all representative of such an individual. In these cases, the CSA of the oropharynx is a fraction of that listed above. Importantly, the minimal anteroposterior diameter in the oropharynx (measured between the tongue and retropharyngeal wall) is within the range cited by Ryan et al. [239]. The anteroposterior distance between $P_C$ on the tongue and the retropharyngeal wall is approximately

---

9 The measurements differ greatly in each case and for each site of measurement, but in the typical lowest measurement (severe OSA for the oropharynx) CSA is on the order of $10 - 50$ mm$^2$ (location of measurement planes unlisted in literature).
17mm. Along this line of measurement, the gap between the tongue and inferior surface of the uvula (which has a thickness of approximately 3.5mm) is 3.5mm.

8.9 Critique of the author’s constructed models

Each individual has a distinctive anatomy and thus the anthropomorphic features presented in this model, although not exactly mirroring those seen in the standard medical and scientific literature, are not invalidated as a consequence.

A full discussion with regard to the construction of each of the author’s models is presented in appendix E. However, at this juncture an overview is considered warranted. There are numerous factors that influenced the observed differences between measurements taken from the reconstructed geometry and experimental data. The use of photographic images made distinguishing different tissue groups difficult. Some modifications were made to reverse soft tissue deformation of the tongue by the surrounding anatomy. Further simplifications and modifications to the geometry and incorporated tissue types were necessary to assist in the design of a high-quality computational domain for use within the developed framework. Difficulties in determining the position of the oropharyngeal walls introduced potential error in the reconstructed fluid geometry. The difference in conditions experienced during \textit{in vivo} data extraction presented in the literature and the VHP dataset could account for a significant portion of the measurement error; for example, McRobbie et al. [175] conducted measurements on a live subject, resting in a supine position during free breathing, while the VHP dataset is of a cadaver. With regard to the reconstructed geometry, the forward posture of the tongue increases the volume of the oropharyngeal space and may also cause the anterior displacement of other soft tissues, such as the epiglottis, similar to that observed was the use of MADs thereby reducing the potential for pharyngeal collapse.

Overall it is concluded that this airway model is not representative of a subject with OSA. Due to the complexities in the production of the model, the lack of truly representative experimentally derived data, and that the focus of the work is the solid model, no alterations were made to produce a fluid model with a more representative CSA. However, as is shown in chapters 12 and 13, this fluid model could still be used to provide insight into the differences between various conditions under which respiration takes place, and a tool to validate assumed loading conditions for the solid model.
9. MOVEMENT OF THE PASSIVE TONGUE

This chapter reflects some initial studies that were performed to demonstrate the functioning of numerous aspects of the developed model. A study of the motion of the passive tongue under the influence of gravitational and hypothetical airway forces was conducted in order to understand the influence of the displacement field on the underlying musculature of the tongue.

9.1 Pre-strain and prestress condition

The initial configuration is defined to be one which, when under the influence of gravity with the loading corresponding to a person standing in the upright position, results in the configuration defined by the reference configuration. Since the cadaver was orientated in an upright position when the images were taken, a known and simply described loading force acted on the body during imaging. It is hypothesised that the application of a body force could undo the deformation such that, when gravitational forces are reapplied, the configuration extracted from the imaging data is reattained.

As a first approximation to the zero strain configuration, a spatially constant body force with a magnitude proportional to that of gravity was applied in a direction opposite to the natural gravitational direction. The magnitude of the body force was chosen to be 1.2 times that of gravity and applied at an angle of 5° in the direction posterior to the axis aligned superiorly, thereby adding a component of the applied force in the supine direction.

Figures 9.1 to 9.4 are provided facilitate the description of the process of capturing the zero strain configuration. At time $t = 0$, the initial and reference configurations coincide. The pre-strain body force is then applied to deform the body to the configuration chosen to be the initial configuration. As shown in figure 9.1, this deformation results in a non-trivial stress and strain state. The inverse of deformation gradient $F_{RI}$ and fibre stretch $\lambda_{RI}$ are then computed and recorded at each calculation point. The new zero strain state, following from equations 3.25 and 3.27 appears as in figure 9.2 together with the non-zero displacement. Ideally, application of the gravitational body force in the upright orientation (that assumed to be applied to the cadaver during cryogenic freezing) will result in the state depicted in figure 9.3. Here the displacement field is zero and the body and fibre strains are non-negligible.

In practise, the resulting equilibrium position does not coincide with the reference configuration. However, as figure 9.4a demonstrates, the difference between the two is minimal. The majority of the body remains...
Figure 9.1: Zero strain configuration (pre-snapshot). Point-wise maximum principal strains of up to 0.45 were computed within the tongue in the vicinity of the mandible.

Figure 9.2: Zero strain configuration (post-snapshot).

Figure 9.3: Zero displacement configuration (post-snapshot). Point-wise maximum principal strains of up to 0.34 were computed within the tongue in the vicinity of the mandible.

0.2 – 0.4mm away from the reference position while the maximum displacement error is approximately 0.6mm in the region of insertion of the SG. The small final displacement is present primarily as a result of the non-linearity of the material behaviour. Although not ideal, this is a sufficiently accurate approximation for the zero strain configuration for the purpose of this work. The large strains and muscle stretches respectively
illustrated in figure 9.4b and figure 9.4c demonstrate the importance of incorporating pre-loading into biological models of the HUA as the material stiffness in this regime is significantly greater than in a zero strain state. It is observed that specific regions of the body, specifically near the attachment points of the tongue to both the mandible and hyoid bone, experience significant strain. Further, the strain field throughout muscle groups is non-uniform, with some regions of muscles being placed in tension and others experiencing compressive strain. It is noted that the strain field remained qualitatively similar to the ideal result, but is reduced in magnitude. This can be attributed to the sensitivity of the computational domain near the fixed mandible to displacement and the method used to post-process the result. Under more complex circumstances, there is a need to solve for the zero strain configuration iteratively [84].

9.2 Mesh dependence study

A basic mesh-dependence study was performed to determine the appropriate element density required for the production of satisfactory model results. As low-order elements are utilised, either a large number of elements or strategic distribution of elements are required to ensure that displacement convergence is attained. Furthermore, the mesh distribution within muscular parts determines the degree of accuracy to which the underlying musculature is resolved. Three variations of the same model, depicted in figure 9.5, were developed based on the same underlying discretisation structure (ICEMCFD© blocking strategy) and evaluated in two independent tests to determine their relative performance. Since the focus of this study is on the movement of the tongue, the majority of the elements are located within this body and are concentrated in expected regions of large strains. The element counts in each part of the anatomy is documented in table 9.1. In each analysis, the results of the model with the highest element count were used as a basis from which to measure the performance of the other models.

Table 9.2 summarises the comparison between models under gravitational and pressure loading. In this case, the muscles remain in a purely passive state. It is observed in both scenarios that the performance of the coarse grid is similar to that of the most refined grid, with displacement errors of under 7% (corresponding to an accuracy of less than 1mm) attained at the measurement points. The recorded VW diameter of fibres for the GGp
Figure 9.5: Illustration of levels of mesh refinement used in the grid dependence study. Due to the use of a structured grid, a complex blocking strategy had to be used to ensure that an even distribution of elements of similar size was obtained.

Table 9.1: Element count per part for refined meshes. In each model, the number of elements in the tongue were increased roughly by a factor of two.

<table>
<thead>
<tr>
<th>Mesh density</th>
<th>Mandible</th>
<th>Hyoid</th>
<th>Tongue</th>
<th>Adipose</th>
<th>Epiglottis</th>
<th>Total</th>
<th>Ratio (total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>128</td>
<td>156</td>
<td>4526</td>
<td>2332</td>
<td>522</td>
<td>7664</td>
<td>1</td>
</tr>
<tr>
<td>Medium</td>
<td>220</td>
<td>288</td>
<td>9078</td>
<td>4188</td>
<td>774</td>
<td>14548</td>
<td>1.90</td>
</tr>
<tr>
<td>Fine</td>
<td>360</td>
<td>360</td>
<td>18196</td>
<td>6620</td>
<td>1200</td>
<td>26736</td>
<td>3.49</td>
</tr>
</tbody>
</table>

Table 9.2: Relative error of total displacement for passive tongue under gravitational and pressure load. The points of measurement are given in figure 8.11b with \( P_A \) corresponding to the least constrained region of the tongue and \( P_C \) a point of significance in evaluating the position of the tongue for models of OSA. The error measure was calculated as \( E = \left| \frac{P_i - P_i^{\text{FINE}}}{P_i^{\text{FINE}}} \right| \) and \( \lambda_i \) given by equation 7.26.

<table>
<thead>
<tr>
<th>Mesh density</th>
<th>Relative Gravity</th>
<th>Gravity and pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time</td>
<td>( P_A )</td>
<td>( P_C )</td>
</tr>
<tr>
<td>Coarse</td>
<td>0.21</td>
<td>-6.77%</td>
</tr>
<tr>
<td>Medium</td>
<td>0.45</td>
<td>-3.90%</td>
</tr>
</tbody>
</table>

is very consistent for each case, indicating that the strain field and fibre distribution are adequately matched in all cases.

In the second part of the study, contraction of a specified muscle was performed after gravitational loading in the upright orientation. In the first test, the GG (all three muscle subgroups) was activated and the second test involved activation of the SL. Table 9.3 shows that the coarse grid again performs well, providing sub millimetre precision for the recorded points. It should be noted that, in the case of SL activation, \( P_C \) undergoes very small displacements which results in a large relative error when compared to the other cases. The VW A fibre strain for the posterior portion of the GG is again very consistent between tests.

Due to the reasonably low displacement error margin between the coarse and benchmark model, and that result trends rather than absolute measures are of interest, the coarsest model was considered satisfactory for
Table 9.3: Grid refinement and the relative displacement error for the active tongue. Contraction of $\text{GG}$ and $\text{SL}$ occur from the upright configuration.

<table>
<thead>
<tr>
<th>Mesh density</th>
<th>Gravity and GG activation</th>
<th>Gravity and SL activation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_A$ $P_C$ $\lambda_{\text{Gp}}$</td>
<td>$P_A$ $P_C$ $\lambda_{\text{Gp}}$</td>
</tr>
<tr>
<td>Coarse</td>
<td>0.22 5.23% 7.32% 0.02%</td>
<td>0.21 -7.79% 82.18% 0.28%</td>
</tr>
<tr>
<td>Medium</td>
<td>0.46 1.57% 2.55% 0.05%</td>
<td>0.44 -6.40% 19.97% 0.01%</td>
</tr>
</tbody>
</table>

use. The major benefit of this model was the computational time saved by using a model with less elements.

9.3 Resistance of the passive tongue to motion due to gravitational and pressure forces

An investigation was performed to determine the effect of the orientation of gravity as well as pressure loading on the passive tongue. Although the end result of the gravitational loading is intuitive, the role of the tongue histology in affecting the motion is undetermined. From this study, preliminary insight into the dynamics of the gross and histological anatomy in circumstances that cause maximum deflection of the tongue body was attained. Furthermore, analysis of the bulk stretch of each muscle group under various scenarios provide clarification as to which muscles may be most active to reduce the displacement due to loading. The loading parameters for the fully quasi-static problem under the conditions of oral inspiration are collectively presented in section 8.6.3.1.

9.3.1 Oral inhalation

The final displaced configuration of the tongue experiencing $-500\text{Pa}$ pressure loading under different gravitational loading conditions is shown in figure 9.6. With no applied load, the tongue remains in a neutral position when gravity is orientated in the upright direction; while the supine orientation causes the tongue to move in a posterior direction. In both cases, the influence of pressure ensures that the tongue is drawn backwards towards the posterior region of the oral cavity. As it moves backward, the top of the tongue lifts. It is noted that in all cases, due to both prestressing and loading, the spatial variation of local fibre stretch is substantial with some regions of the $\text{GG}$ in compression and others in tension. The fibres in the vicinity of the mandible, the $\text{GG}$ origin, experience large stretches as tissue near the fixed mandible deforms greatly.

In figure 9.7, a quantification of the displacement of the tip and rear of the tongue due to the individual loading components is presented. Regardless of the problem non-linearities (material, geometric and loading), the displacement of the measured points scaled linearly with the applied loads. A steadily reclining orientation to the supine results in the displacement of the tongue tip and rear posteriorly, with a steady increase in the displacement magnitude. Reducing the airway pressure has a similar effect on the tongue displacement. At the maximum applied load of $-1000\text{Pa}$, the rear of the tongue moves posteriorly by 11mm, exceeding that observed in the upright orientation by 7mm. Lying in a prone position has the effect of drawing the tongue out of the oral cavity. Upon application of airway pressure in this orientation, at maximal load the pressure force only marginally overcomes the gravitational force to shift the tongue slightly back. At maxi-
Figure 9.6: Passive tongue under the influence of gravity and pressure loading (oral breathing). The nominal value for the pressure load is $p_{nom} = 500\text{Pa}$. The figures present information for both the displacement and fibre stretch.

Figure 9.7: Anterior displacement of the passive tongue due to gravitational and pressure loading (oral breathing). The nominal pressure applied at $t = 1\text{s}$ is $p_{nom} = 1000\text{Pa}$.

Figure 9.8: The measure of overall muscle stretch (equation 7.26) is shown following increasing gravitational and pressure load. It is interesting to note that, independent of all the non-linearities present, there appears to be a linear dependence of measured average fibre-stretch for each muscle group on the load for the described cases.
9.3 • Resistance of the Passive Tongue to Motion Due to Gravitational and Pressure Forces

Figure 9.8: VWA fibre stretch ratio $\lambda_f/\lambda_0$ for muscles in the tongue under the influence of gravitational and pressure forces (oral breathing). The value $\lambda_0$ is the fibre stretch measured in the pre-strained reference (zero-displacement) configuration. At $t = 0$, the body is in the initial (pre-strained) configuration. As this value is calculated with the exactly prescribed zero-displacement, there exists a small computational error between this value and the upright configuration which is assumed to, but doesn’t quite, match the zero-displacement configuration.

From these figures it is apparent that both the gravitational orientation and pressure load have a significant influence on the stretch of the various muscle groups. In the upright position, gravitational loading reverses the stretch due to preloading and they attain a neutral strain state. For the most part in the supine case, muscles in tension under the influence of gravity remain thus when the pressure load is increased. In particular, the components of the GG are generally in compression in the upright stance, while in the supine configuration they are in tension. In both cases, application of a pressure load results in a significant increase in average stretch of the GG muscles, while the effect on other muscle groups is of a lesser magnitude. In the prone state, the GGm and Ggp become compressed, but a large pressure load places them in a state of tension. For this loading configuration, a reversal of strain state is observed in the majority of muscle groups. By comparison to the other muscle groups, the effect of gravitational and pressure loading on the GGm and GGp...
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GGp is the most significant as these muscles are often the most tensile-strained constituent muscles of the tongue.

Focusing on the posterior and middle components of the GG, figure 9.9 illustrates the relationship between the angle of recline, magnitude of pressure loading and the stretch-state of these muscles. Excluding the prone state, changing the angle of incline alters the degree of tension in which both of the muscles are placed after gravity loading. There is a linear relationship between the magnitude of the gravitational load and the muscle stretch. A similar relationship exists between the magnitude of the pressure load and the fibre strain; the gradient \( \frac{\Delta \bar{\lambda}}{\Delta \rho} \) remains nearly constant across all gravitational orientations and through the pressure loading step.

**Figure 9.9:** VWA fibre stretch ratio \( \frac{\bar{\lambda}}{\lambda_0} \) for two of the component muscle of the passive GG under the influence of varying gravitational and pressure forces (oral breathing).

### 9.3.2 Nasal inhalation

In stark contrast to the results presented for oral breathing, the following results for the state of nasal inhalation demonstrate that the dominant load is that due to gravity. Figure 9.10 depicts the displacement of the tongue tip and rear in the anteroposterior direction. It shows that after gravitational loading, the spatially constant pressure load produces little further movement in the tongue, even at large negative airway pressures. Although the surface area at the rear of the tongue is larger than at the front, a marginal anterior deflection due to pressure loading is noted. This can be attributed to the lifting of the tongue due to the out-of-balance pressure load acting on the superior surface of the tongue. The result of the nearly balanced anteroposterior loading is that the maximum pressure induced anterior displacement, measured at the tongue tip for the supine case, is only 0.7mm. The rear of the tongue experiences an anterior motion of 0.25mm, but lifts by 1.75mm.

Although the overall posterior deflection of the tongue remains minor through the pressure loading steps, the values measured for fibre stretch changes significantly. Compression of the MH further indicates that
The results presented here indicate that the gravitational loading, the magnitude of the pressure load and the method of inhalation have a significant effect on the deformation of the passive tongue. Not only does the tongue tend to displace posteriorly under increased loading and reclination, thereby reducing the volume of the retroglossal space, but it tends to lift, threatening to block the oral cavity. Furthermore, it has been demonstrated that the measure of average fibre stretch $\bar{\lambda}$ can be a good indicator for the overall tensile or compressive stress on the tongue tissue.
compressive state of the muscle. The average strain state experienced by each muscle differs considerably with the loading conditions applied to the tongue. A visual demonstration of the strain state of the GG given in figure 9.6 coupled with the presented measures extracted during various loading conditions give credence to the idea of using this as a filter (equation 7.24) for the GA search space.
10. Tongue response to prescribed muscle activation

Up to this point, the model has remained entirely passive, with no muscle contraction performed to produce motion. This section documents the deformation caused by contraction in specific muscles in two distinct scenarios. Firstly, a demonstration and analysis of the effect of contracting individual muscle groups in isolation will be presented. Next follows a discussion of the efficacy of the components of the GG in preventing posterior motion of the tongue. Note that in the following scenarios, the muscle activation constant $\alpha$ was prescribed and the conditions remained completely quasi-static. Furthermore, unless stated, the gravitational orientation is set in the upright position.

10.1 Deflection due to individual muscle activation

The role of the muscles of the HUA is well understood and is extensively documented in medical literature. This section documents the observations made when invoking deformation through the control of individual muscle groups in the tongue. These observations provide a validation that the spatial description of the muscle groups and the associated contractile model produce a functional tongue model that exhibits physiologically realistic behaviour. Additionally, investigating the response of an individual muscle undergoing contraction provides insight into the role each muscle plays during complex operations when multiple muscles act simultaneously. A complete visual showcase of the response of the upper airway tissues during contraction of each muscle is presented in appendix F. These results may be compared to the descriptions of their actions given in the medical literature and documented in section 2.2.

Contraction of the GG, constituted of three distinct and separately controlled fibre groups, causes the tongue to be drawn towards the mandible where it has its origin. In each three subsets, lateral extension of the tongue due to its compression in the sagittal plane was observed. However, due to the relative symmetry of the geometry and the line of action of the muscles, minimal axial twisting is observed during muscle contraction. The GGp primarily draws the posterior portion of tongue anteriorly. As a result, the hyoid and epiglottis are displaced forward as well and the anterior region of the tongue is moved forward and inferiorly. The posterior region of the tongue surface is elevated due to the incompressibility of the tissue.

It was observed that the mesh just superior to the mandible undergoes extreme and unrealistic deformation in contraction of this muscle. This computational artifact is the result of two factors. Firstly, the
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Figure 10.1: Isolated muscle activation of components of the GG. The reference position of the tissues is indicated by the dashed silhouette.

orientation of the GGp fibres in this region is such that, under contraction, the tissue deforms freely in this location with no point of fixture. Secondly, the constraint of the stiff mandible allows little flexibility here. To minimise this effect, further mesh refinement in this vicinity or the use of a higher-order FE approximation should be considered. As with the GGp, the GGm also draws the posterior tongue forward. However, the mechanics of motion differs in that the posterior portion of the superior surface of the tongue nearest the uvula is moved inferiorly towards the point of fixation. The rear of the tongue is drawn forward with its upper surface. Consequently, the tongue tip undergoes a large deflection anteriorly. A comparison of figure 10.1a to figure 10.1b suggests that the GGp is more effective than the GGm at moving the rear surface of the tongue anteriorly. The anterior region of the tongue’s superior surface moves inferiorly upon activation of the GGa. The deformation is localised, and the rear section of tongue remains largely unaffected in terms of spatial orientation. The tongue tip displaces also inferiorly and exhibits little movement in the coronal plane. A similar lack of transverse deformation occurs upon contraction of the other constituent muscles of the GG.

Activation of the SL results in the tongue tip curling backwards and upwards towards the soft palate as shown in figure 10.2a. Considerable lateral deformation, due to incompressibility effects, are also observed. The location of the epiglottal fat pad has a significant role in facilitating the functionality of this muscle which runs from the tip to the root of superficial regions of the tongue. Due to its location and orientation, the SL utilises the epiglottal fat pad to provide elastic resistance during contraction. Due to its incompressibility and the proximity of the thyroid cartilage to the tongue-fat-pad interface, the adipose tissue undergoes little deformation on SL contraction and the efficiency of the muscle contraction thus is maximised. High contraction strengths produce deformation magnitudes that may result in contact between the tongue and the hard palate.

The two II muscles move the tip of the tongue inferiorly and in a posterior direction. Figure 10.2b demonstrates that they retract the tongue tip and increases the curvature of the tongue’s superior surface. The lower parts of the bulk of the soft tissue also undergo little deformation. Collectively, the SL and II appear to control the vertical motion of the tip of the tongue. Their contraction is also able to move the tip posteriorly, but cannot directly cause the tip to move anteriorly.
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Figure 10.2: Isolated muscle activation of primary muscles for use in controlling the vertical position of the tongue tip.

As the VT contracts, the upper surface of the blade of the tongue flattens and displaces laterally. Furthermore, the superior and posterior surfaces move inferiorly and anteriorly respectively as the alignment of the fibres pulls these surfaces in towards the bulk of the tongue tissue. A measurable deflection of the epiglottis is also evident.

The TV, which has fibres aligned in the transverse plane, serves to contract the tongue blade laterally, thereby causing the tip to deflect anteriorly. Tissue incompressibility dictates that the superior surface bulges towards the palate and the posterior surface towards the retropharynx. As this muscle is located only near the surface of the tongue, the main body of the tongue near the mandible remains in a low-stress state. As shown in figure 10.3a, as a result of the shortening of the tongue surface, the blade tends to curl downwards towards the mandible. However, it has less influence on this motion than the VT.

Figure 10.3: Isolated muscle activation of muscles with action in the coronal and axial planes.

Shortening of the MH, which is located at the root of the tongue body, has action in the coronal plane and lifts...
the tongue towards the palate. Figure 10.3b demonstrates that the highly curved muscle which originates at the mandible flattens out as it is pulled taut, leading to a pronounced vertical displacement of the hyoid bone. The epiglottis is moved posteriorly as the lower regions of the epiglottal fat-pad move anteriorly.

Upon activation of the HG, the rear of the tongue is drawn towards the hyoid, its point of origin. This results in the tongue blade rocking backwards and the tip displacing superiorly. The lateral edges of the upper surface move inferiorly and towards the midplane, while the tissue on the sagittal plane is displaced in the opposite direction. The action of this muscle appears to oppose that of the MH.

The SG, which is modelled as having a portion both internal and external to the tongue body, is shown to displace the tongue posteriorly and superiorly. Figure 10.4 demonstrates that the external muscle model successfully reproduces the action of the muscle external to the tongue body. The portion that is inserted into the tongue is aligned with the IL which, upon contraction, causes the tongue tip to retract and displace inferiorly. Due to the muscle origin being more distant from the sagittal plane than the insertion, some lateral deflection is observed. However, this may be due to the assumption of a linear line-of-action in the portion of the muscle external to the bulk as opposed to the nonlinear complex geometry of the physical muscle.

Figure 10.4: Isolated muscle activation of the internal and external components that comprise the SG (FFMR 25%). Due to the small CSA of the applied traction region on the posterior tongue surface, considerable muscle activation was required to attain a significant deformation.

Two other muscles in the tongue were modelled similarly. The DG which constitutes a portion of the floor of the mouth, raises it upon shortening and draws the hyoid towards the anterior region of the mandible. The SH which terminates at the hyoid, uses the mandible as a pivot to lift the rear of the tongue. As a consequence, the tongue tip is moved inferiorly.

The GH also influences the position of the hyoid. Its activation results in the hyoid bone being pulled anteriorly towards mandible, causing the epiglottis to move forward. The root of the tongue bulges due to the shortening of the muscle and the incompressibility of the tissue. The adipose tissue in which the epiglottis is embedded is attached to the hyoid and moves by the contraction of the GH. Significant movement of the lower-rear region of the tongue is also observed. As the GH is only present in the lower extremities of the tongue, the bulk of the tongue is unaffected by its contraction.
An additional observation that can be made is that contraction of almost all muscle groups significantly affects the position of the tip of the tongue; and, for this reason, controlling the motion of this anatomical point would be challenging. When in (an unstable) equilibrium, a perturbation in the contraction strength of any of numerous muscle groups could easily result in a considerable deflection of the tongue tip.

Observations suggest that, although the global average behaviour of the contracting muscle was to shorten, the dynamics of each representative fibre element differed considerably according to their location in the tongue. It has been noted that, on occasion, an element of the contracting muscle was computed to actually undergo extension. An example of this can be seen in the root of the GG in figures 10.1a and 10.1b. This contradictory result can be attributed to numerical error associated with using a coarse grid and a low-order FE with the enforcement of the incompressibility constraint. There is an inability of the mesh to deform in such a way as to correctly capture the dynamics of the muscle in these locations.

10.2 Simultaneous contraction of several muscle groups

Some of movements of the tongue are not possible without the simultaneous contraction of multiple muscles. A careful balance of the contractile force generated by each muscle is required in order to achieve a desired movement. To this end, several further experiments involving the simultaneous contraction of multiple muscle groups were performed in order to better understand the role of various muscles in the movement of the soft tissues. These tests also served to evaluate further the stability of the numerical algorithms as the material non-linearities become increasingly complex. The interactions between the fibres become more pronounced and competition developed for extension between adjacent overlapping active muscular structures. With no rate-dependence, superlinear convergence rates were continually attained for these more complex scenarios.

Shortening of all three components of the GG causes the tongue to be deformed in the direction of the lower mandible, with the deformation in the transverse plane especially noticeable in the anterior region of the blade as well as at the root of the tongue. The deformation appears consistent with that of their individual contributions previously presented. As the force is distributed evenly throughout the bulk, in a sagittal section the tongue appears to retain its natural curvature. As shown previously, a relatively low FFMR is required to produce a large deflection of the tongue. Observed in figure 10.5 is that, due to their combined activation, the contractile effort required by the active components to produce a deflection of the order of that depicted in figure 10.1 is halved.¹

The act of protruding the tongue from the mouth is a complex task as there is no single muscle group that has a line of action in this direction. It is evident that the both the VT and TV result in partial anterior movements of the blade, with the former primarily compressing the blade ventrally along the superior surface and the latter shortening the blade laterally. Their combined contraction, due to the incompressibility of the matrix tissue, results in the anterior extension of the blade. However, due to the blade curvature, inferior motion occurs. To counter this, contraction of the SL pulls the tip level, but also results in slight opposition to the anterior movement. Figure 10.6 demonstrates an example of precise specification of the magnitude of the contractile force and that the resulting motion can be such that the tongue tip remains near level in order to prevent contact with the lower teeth.

¹ This demonstrates that the synergistic action of both large and small muscle groups may result in more efficient movements being produced. However, time-dependent studies must be performed to validate this claim.
Figure 10.5: Simultaneous muscle activation of all components of the GG, namely the GGa, GGm and GGp (FFMR are all 2.5%).

Figure 10.6: Simultaneous muscle activation of the SL, TV and VT (FFMR are 7.5%, 7.5% and 5% respectively).

Figure 10.7: Simultaneous muscle activation of the MH and SG (FFMR are 5% and 12.5% respectively).
Although the SG pulls the tongue towards the soft palate, its angle of insertion into the tongue is such that, as depicted in figure 10.4, it is unable to produce sufficient upwards force to lift the tongue. Shown in figure 10.7 is that the MH located on the oral floor, is of assistance as the FFMR prescribed to the SG is halved to produce a similar amount of posterior displacement while producing a greater component of vertical motion. This is important in performing articulation and swallowing when the oral cavity must be sealed from the nasopharynx.

10.3 Quantification of isolation of muscle action during contraction

The histology and dynamics of the tongue is such that the contraction of an individual muscle group will alter the length of the other muscles. For a two-dimensional model, Sanguineti et al. [245] determined that contraction of muscle groups result in independent motions of the tongue. For a three-dimensional model however it is observed that, depending on the orientation and location of the other muscles with respect to the activated muscle, the contraction may result in regions of the surrounding muscles to be placed in tension or compression. In some cases, a muscle appears to contract in isolation of all other groups, resulting in a negligible change in length to the other muscles. This interaction is important from a control perspective, as the complex interaction of the muscles determines which are most effective at producing a prescribed motion. Analysis of this interaction also indicates which groups are antagonists of one another and thus highlight those that might be used to reverse the action of an other.

In order to demonstrate the (degree of) isolation of each muscle group, further analysis of data presented in section 10.1 was performed. The volume-average fibre stretch of each group was recorded after gravitational loading and monitored during the contraction phase. After the prescribed contraction, were a passive muscle to have undergone a stretch change of ± 5% then the contraction of the specified muscle was deemed to have a significant effect on the overall length of the passive muscle.

Fibre stretch data is tabulated in table 10.1 from which the extent to which the contraction of a muscle group remains isolated can be inferred. For example, it is clear that contraction of the DG, GH, MH, SG and SH have little effect on the surrounding muscle groups, while the constituent muscles of the GG, SL, TV and VT have a great influence over the lengths of 4 or more other muscle groups. The two main reasons for these contrasting results are the resulting deformation of the tongue and the orientation and location of the passive muscle with respect to the active one.

The diagonal values in table 10.1 indicate that the average compressive strain for the active muscle at the specified contraction strength is between 10% and 25%. Due to the compliance of the matrix, not much contractile force is needed to produce large deformation in these muscles. The colouring of the heat map depicts a certain symmetry across the diagonal. For some pairs of muscles, contraction of one results in shortening of the other; an example of such a pair being the GGm and VT. Muscle pairs that act antagonistically are noticeable when contraction of the one causes tension to appear in the other, and vice versa. This occurs in cases such as for the TV and VT or the TV and SL which may produce in excess of 10% average tensile strain in one another.

It should be noted that the values presented here provide a representative value of stretch for the entire muscle and do not reflect the extent to which the deformation is localised to a region of the muscle. The antagonistic effect of these muscles may be local in nature as the degree to which the muscle groups overlap...
Table 10.1: Heat map of fibre stretch ratio $\lambda_{ij}$ resulting from the contraction of individual muscles at 5% FFMR. The relative shortening of the active muscle is indicated on the diagonal. Muscles placed in tension are highlighted in red, while blue highlights indicate that the muscle is in a compressive state.

<table>
<thead>
<tr>
<th>Affected muscles</th>
<th>Active muscle</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG</td>
<td>DG</td>
</tr>
<tr>
<td>GGa</td>
<td>GGa</td>
</tr>
<tr>
<td>GGM</td>
<td>GGM</td>
</tr>
<tr>
<td>GGp</td>
<td>GGp</td>
</tr>
<tr>
<td>GH</td>
<td>GH</td>
</tr>
<tr>
<td>IL</td>
<td>IL</td>
</tr>
<tr>
<td>MH</td>
<td>MH</td>
</tr>
<tr>
<td>SG</td>
<td>SG</td>
</tr>
<tr>
<td>SL</td>
<td>SL</td>
</tr>
<tr>
<td>TV</td>
<td>TV</td>
</tr>
</tbody>
</table>

![Image](79x150 to 551x457)

![Figure 10.8: Isolated muscle activation and its effect on the fibre stretch in the GG](551x457 to 79x150)

may be relatively small. For example, the VT and GG muscles are aligned and overlap in the superficial regions of the tongue. The result of this alignment is that contraction of the VT induces a shortening of the GGa, GGM, and GGp but the VT would not play a significant role in shortening of the GG at the root of the tongue. This phenomenon, contrasted against the relatively isolated contraction of the GH, is demonstrated in figure 10.8. Additionally, since the SL and TV are locally orthogonal to the VT, the incompressibility of the tissue results in stretching of these two muscles. Shortening of the GH affects the length of the floor of the tongue complex, while the rest of the tongue remains largely undisplaced. Although the inferior portion of the GGp is adjacent to- and aligned with- the GH according to its representative average it is shortened only marginally during contraction of the GH. It is also interesting to note that, due its low internal volume fibre
fraction, the SC does not cause a significant shortening of the IL with which it is aligned in the tongue bulk.

Given that the performance of each region of muscle is deformation- and rate- dependent, the interaction between the muscles has great consequences on the local dynamics of muscle contraction. From the data presented in table 10.1, it can be said that this interaction should not be ignored when determining the ideal set of active muscles for the purpose of developing a position-control algorithm for the tongue.

Further investigation of the relationship between the prescribed FFMR and the average fibre stretch revealed that, although the prescribed FFMR increased linearly in pseudo-time, the induced change in muscle length evolves in a nonlinear but asymptotic manner. It is observed that the stiffening effect of the tissue due to both the matrix and the extended fibre PEs resulted in a reduction in a rate of muscle length change. This phenomenon is illustrated for the GG in figure 10.9. Although not demonstrated, this relationship must be dependent on the orientation, loading and deformation preceding the muscle contraction.

Figure 10.9: VWA fibre stretch ratios of muscles during contraction of the GG components when in the upright orientation.

Figure 9.11 has suggested that the GG extends under gravitational and pressure loading and may therefore be required to contract to reduce deformation. Should the GGm and GGp be the primary muscles predicted for use as airway dilators, the data presented in figure 10.9 and table 10.1 suggests that some activation of the HG, IL, SL and TV may be necessary to prevent their extension due to the action of the GG. However, it has been demonstrated that the local effects of muscle contraction as well as external loading are complex and on occasion difficult to predict. Conceivably contraction of these muscles could induce further length changes in other muscle groups and therefore require an even more complex activation pattern to oppose the deformation.

The concepts presented here and in section 9.3 form the basis of and motivation for the muscle control algorithm presented in section 7.3.1. A full assessment of the performance of the algorithm is presented in chapter 11.
10.4 GG activation under loading

Since the GG is the main muscle of the tongue affecting airway patency, it is expected to have a significant level of activity during breathing. As demonstrated in section 10.1, two components of the GG appear effective in opposing posterior deflection of the tongue. However, the strength of muscle contraction required to prevent posterior movement of the tongue into the retroglossal space under full gravitational and pressure loading remains unknown. Assuming quasi-static conditions, this figure was quantified using a basic, manually controlled model representing the maintenance of airway patency under load. In each case, oral inhalation was simulated.

The data shown in figure 10.10 describes the level of muscle activity of the component muscle of the GG required to move point $P_C$ to a position of zero displacement in the anteroposterior direction under various gravitational and pressure loading conditions. Since the exact position is never attained, the increases in activation level were kept small enough to prevent significant positional overshoot. The data between the steps when $P_C$ was behind and in front of its reference position was interpolated to extract the estimated FFMR for zero displacement. The angle cosine gives the component of the gravitational force in the posterior direction. Please note that no other muscles were active in this study, and thus the overall shape and posture of the tongue after the desired goal position was attained was not considered.

The results indicate that the GGp is more effective reducing protrusion of the tongue into the retroglossal space than the GGm. It is observed that the FFMR required for the GGp to maintain the tongue’s forward position is up to 60% less than GGm for the same loading conditions. This is because the GGp has a directionality and location that is better suited to drawing the rear of the tongue forward than the GGm, as can be noted when comparing figure 10.1a to figure 10.1b.

![Figure 10.10: Quasi-static GG contraction under gravitational and pressure loading. The recorded values indicate the FFMR magnitude required to reduce the anteroposterior deflection of $P_C$ to zero for a given nominal pressure. The angle cosine takes values of 0 and 1 when simulating the upright and supine orientations respectively.](image)

It was also observed that, under no airway load, an increase in the degree of recline required a corresponding increase in activation to counter gravity-induced movement of the tongue. Similarly, as the negative pressure
increases at zero inclination, the FFMR required to prevent motion increases. Figure 9.7 indicated that under most scenarios, excluding the most extreme pressure loading cases, the gravitational loading of the prone orientation results in anterior deflection of the tongue, thus requiring no contribution from the GG to regulate this component of motion. For this reason, further evaluation of the prone orientation was not performed.

From the collected data, it is evident that there exists a linear relationship between required FFMR and angle of incline for a fixed pressure. Replotting the data with the pressure as the dependent variable (not shown) indicated that there is also a linear relationship between required FFMR and applied pressure for a fixed inclination angle. These relationships largely coincide with the measured data presented in [111, fig. 4] for the conscious condition where the relationship between the EMG amplitude and nominal pressure for an awake subject is approximately linear. A family of curves that fits this data is described by an equation of the form

$$\text{FFMR} = c p + m_1 (1 + m_2 p) \gamma,$$  \hfill (10.1)

where $p$ is the negative epiglottal pressure in Pa, $c$ is a constant dictating the FFMR value in the upright orientation, $m_1$ is the nominal gradient, $m_2$ is a gradient pressure correction factor, and $\gamma = \cos \theta$ the angle cosine with $\theta$ being the angle of incline measured from the supine position. Table 10.2 provides the coefficients for equation 10.1 that fits the data shown in figure 10.10.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Muscle</th>
<th>Coefficient</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>1.68</td>
<td>$10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>$m_1$</td>
<td>1.23</td>
<td>$10^{-2}$</td>
<td></td>
</tr>
<tr>
<td>$m_2$</td>
<td>2.6</td>
<td>$10^{-4}$</td>
<td></td>
</tr>
</tbody>
</table>

From these results the preliminary conclusion is that the GGp functions as the primary airway dilator component of the GG as it provides a more efficient mechanism for reducing the movement of the tongue into the retroglossus than the GGm. However, as the GGm has a greater influence on the motion of the superior surface of the tongue over which a non-trivial pressure field exists during breathing, it is anticipated that it plays a crucial role in position control of tongue during respiration.

The results presented here will be used again to validate the results predicted by the neural model in a later discussion. In reality, numerous muscles are simultaneously activated to control tongue orientation. It is assumed that the performance dictated by figure 10.10 represents the least efficient method for attaining position control as there exists an overlap in functionality of numerous muscles groups and, due to the CE length dependence, the muscles become less effective when strongly contracted.
10.5 Summary and discussion of results

It has been demonstrated that the muscle model, combined with the geometric representation and internal and external micro-histological description of the tongue’s constituent muscles, produces realistic deformations of the tongue. The required activation level to produce large deformations is, in most instances, small for the chosen muscle parameters. However, it is also noted that most muscle groups readily influence the tongue tip position, thus making it difficult to attain stability under complex contraction conditions. The effect of isolated muscle contraction on the strain state of the other muscles has been quantified at a predefined FFMR, thereby highlighting possible antagonistic muscle groups. From this data, it can be speculated which muscles might be used in conjunction with the primary dilators to counter airway loads. Furthermore, this illustrates the purpose of implementation of the muscle stretch-based filter implemented within the neural model. Finally, a simple analytical model of contraction of the GG components was developed to describe a plausible, but inefficient, mechanism for counteracting gravitational and airway loading. The required contractile response, which was linear with respect to the orientation angle and nominal pressure, showed that the GGp was most efficient at controlling the anteroposterior position of the tongue’s rear surface.

Further discussion

As a consequence of the complex geometry of the tongue, numerical difficulties in the global nonlinear solving algorithm exist and its convergence rate was superlinear. The reason for the loss of quadratic convergence can be attributed to the complex macroscopic and histological geometries, the interaction of the muscles and sensitivity of their constitutive equations to perturbations. Wilhelms-Tricarico suggests that higher-order elements are more suitable for complex biological geometries in order to minimise numerical instabilities.
11. Characteristic results, performance analysis and parametric study using neural model

The neural model, demonstrated to work under geometrically simple scenarios, was incorporated into the representative model of the tongue. The effectiveness and general response characteristics of the model is first demonstrated and discussed. Subsequently a comprehensive parametric study was performed to determine which environmental and material parameters affect the response of the tongue musculature during breathing. The influence of modifying loading, algorithmic and modelling parameters were tested individually and ultimately used to understand how to best configure the model for later application.

The baseline conditions for the parametric study, from which a single condition or parameter was altered for each set of simulations, were that:

1. A fully time-dependent model, for which $f^V$ is considered, was used. A fixed time-step size of 15ms was chosen such that 500 time-steps were evaluated per simulation.

2. The gravitational orientation was that simulating the supine configuration.

3. The spatial loading description for the airway represents that approximating mouth breathing, as given by equation [8.11].

4. In the breathing cycle, three successive inhalations (no exhalation) with a period of 2.5s are simulated.

5. The nominal pressure magnitude was set at $p_{nom} = 500$Pa.

6. The fibre volume fraction for the tongue musculature was set at $\phi_f = 0.7$.

7. For the activation parameters, $\tau_R = \tau_F = 150$ms.

8. The neural model was utilised to renew the active muscle set at every second time-step.
9. The control points used for the neural model are those shown in figure 8.11 and had a uniform weight of \( w_p = 1 \) for points on the tongue.

10. Work rate minimisation, the secondary objective function, was not incorporated.

The supine orientation was chosen because it produces the greatest displacements when the muscles are fully passive and was expected to accentuate the role that airway dilator muscles may play. Furthermore, due to the modelled breathing pattern, the peak epiglottal pressure is described by \( p^\text{min}_{\text{epi}} = -p^\text{nom} \). With the chosen conditions, the minimum epiglottal pressure is in the range of that specified by Van Hirtum et al. [283, 284], Shome et al. [252] and just exceeds the threshold pressure for the loss of GG reflexive mechanisms [111].

The three characteristic phases used to perform the simulations were as follows:

1. Prestressing was performed and the average fibre stretches, referenced by the neural model, were recorded.
2. Full gravity loading was applied using several load-steps.
3. The neural model was utilised while a time-dependent pressure load was applied. Since the muscle activation required at \( t = 0 \)s to attain the zero displacement position under gravitational load was unknown, zero initial muscle activation was assumed.

The results reported in this chapter illustrate the trends in muscle response under altered simulation conditions. The main focus is on the response of the GG as its role is considered to be most significant in the prevention of the OSA condition. We expand on the role of the other muscles when an optimised model is produced. To this end, significant results will be numerically evaluated and quantified for practical use in chapter 13.

### 11.1 Position maintenance and muscle activation characteristics

To demonstrate the efficacy of the neural model in controlling the configuration of the upper airway tissues, the position of several points on the tongue and epiglottis were monitored for both the active and fully passive models. Figure 11.1, which indicates their displacement from the goal position, allows a comparison to be made between the two cases, and the performance of the control model to be quantified. As expected, large displacements, which are consistent with those observed for the time-independent case, were present in the passive tongue. Its pattern of the movement mimicked the applied load. In this figure, it is clear that the active model successfully reduced the overall displacement of the control points. At zero-load conditions, all points are within 1.5mm of their goal position and at maximal load the displacement of these points is significantly reduced. An advantageous side-effect of the control of the tongue was that the motion of the epiglottis was decreased considerably.

From this data, a few preliminary observations can be made. Firstly, at each control point the exact goal position was not achievable. Secondly, a consistent and stable displacement could not be attained but overall it can be said that position control is maintained as the pressure varied. As the air-induced load increased, it became more difficult to remain close to the goal configuration. However, this result may be physiologically
Figure 11.1: Effectiveness of neural control model in reducing and minimising displacement of control points on the tongue under the influence of gravitational and pressure loading. In the first few milliseconds, while the pressure load is minimal the GA aims to reverse the deformation that occurs under gravity pre-loading. Although the ability for position control in the upright configuration is demonstrated here, further results depicted in this section refer only to the supine orientation.

realistic, as a displacement of the order of 2mm has been measured by Cheng et al. [38] at the tongue posterior (approximately corresponding to $P_C$) during regular breathing.

The analysis shown in table 11.1 further highlights the performance of the control model. Not only is the mean position of the control points closer to their goal, but the amplitude of displacement under load is significantly reduced. The poor displacement result at the tongue tip may be a consequence of having only a single control point at the apex. However, in order to further assess the root causes for the difficulties in position attainment and maintenance, the model behaviour in terms of muscle activation and lengths must first be presented.

Table 11.1: Relative performance of the neural control model in minimising motion of the tongue. The first 0.25s of data are disregarded as, up to this point, the GA is in the process of actively reversing deformation due to the full gravitational load and increasing pressure load.

<table>
<thead>
<tr>
<th>Point</th>
<th>Passive</th>
<th>Active</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_A$</td>
<td>9.32</td>
<td>1.86</td>
<td>80.07</td>
</tr>
<tr>
<td>$P_B$</td>
<td>7.91</td>
<td>1.32</td>
<td>83.34</td>
</tr>
<tr>
<td>$P_C$</td>
<td>6.25</td>
<td>0.65</td>
<td>89.63</td>
</tr>
<tr>
<td>$P_D$</td>
<td>3.59</td>
<td>0.86</td>
<td>75.94</td>
</tr>
<tr>
<td>$P_E$</td>
<td>1.93</td>
<td>0.25</td>
<td>87.26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Point</th>
<th>Passive</th>
<th>Active</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_A$</td>
<td>3.06</td>
<td>1.43</td>
<td>53.27</td>
</tr>
<tr>
<td>$P_B$</td>
<td>2.90</td>
<td>1.02</td>
<td>64.86</td>
</tr>
<tr>
<td>$P_C$</td>
<td>2.61</td>
<td>0.82</td>
<td>68.67</td>
</tr>
<tr>
<td>$P_D$</td>
<td>1.76</td>
<td>0.76</td>
<td>57.05</td>
</tr>
<tr>
<td>$P_E$</td>
<td>1.18</td>
<td>0.45</td>
<td>62.10</td>
</tr>
</tbody>
</table>

The muscle activation level $\alpha$, derived from the activation history for each muscle and the current input signal $u$ is shown in figure 11.2a. A complex sequence of neural firings results in an overall increased activation level for the majority of muscles as the airway pressure decreases. With the $a$ priori value of $T_0^\alpha$ chosen such that where possible $0.3 \leq \alpha^{\text{max}} \leq 0.75$ for each muscle group, the muscles have sufficient resources
to respond to the displacement-causing stimuli. The associated FFMR depicted in Figure 11.2b demonstrates that the primary muscles used to oppose the motion are the GGm and GGp, the airway dilators. Their response is synchronised with pressure load, indicating that they activate as a direct response to the load. This correlates well with the trends shown in [165, 261, 221]. It was observed that, in the supine orientation, these components of the GG are required to produce 1.75% of their maximum contractile force to oppose the 500Pa nominal pressure. This indicates that, for the large GG, not much effort is required to prevent the tongue from prolapsing into the airway.

Figure 11.2: Neural control response for each muscle of the tongue. The predicted neural signal $u$ at each time-step results in an adjustment of the activation level (Figure 11.2a) based on the activation history of the muscle. This value is then translated into the FFMR shown in Figure 11.2b using equation 7.4. Within the first half-period $0 \leq t \leq 1.25s$, the muscle activity increased to a physiologically representative state to oppose all loading.

At peak pressure, these muscles produce approximately four times greater contractile force than next greatest contributors, the TV and SL. The role of these secondary contributors are, respectively, to reduce the lateral and inferior motions induced by GG contraction, as well as lift the tongue apex. The HG also plays a role in reducing lift at the rear of the tongue. Although their activation appears to be affected by the applied pressure, due to their low FFMR the role of the other muscles in terms of overall posture control is minimal. Unexpectedly, included in the latter group is the GGa which was predicted to remain largely inactive throughout the simulation. Overall, these results suggest that collectively the muscles of the tongue are easily able to oppose the forces generated during oral inspiration.

From Table 10.11 it had been predicted that a large active reduction in length of the GGm would result in significant lengthening of the HG, TV, MH and SL while shortening of the GGp leads to an increase in the average stretch of the IL, SL and TV. Further it was hypothesised that contraction of these (antagonistic) muscles would assist in returning the tongue to its original configuration. It is observed in Figure 11.2b that, with the exception of the MH, these muscles are the next most strongly contracting muscles. However, their level of activity cannot be inferred from Table 10.1.

1 These general guidelines for a suitable range for $\alpha$ were determined by trial-and-error. If the activation level is too low or high, the response plateaus thereby preventing a rapid response by the muscle group. This response was demonstrated visually in Figure 2.15.
Due to the discrete nature of the time stepping and the fixture of activation parameters, the predicted FFMR appears to oscillate around what may be considered the ideal value. Using both a 5-point moving average and a 14-coefficient B-spline function, this mean value can be ascertained and visualised. Figure 11.3 illustrates that both filtering methods indicate similar results. Given the smoothness of the loading condition, it was decided that the B-spline smoothing technique produced the most probable candidate and thus was utilised extensively in further evaluations of similar data. Averaging the data over numerous cycles further increases the accuracy of the mean value approximation.

Figure 11.3: Smoothing of the resulting FFMR by use of a moving average and B-spline curve. The number of coefficients used in the spline determines its smoothness and sensitivity to the solution oscillations.

With respect to the lengths of the muscle after contraction, figure 11.4 demonstrates that using the chosen measurement technique, all muscles are in an overall contractile state when maintaining posture control. The GGm and GGp, the two main contributors of the control mechanism that are always tested by the GA regardless of their length, are in a contractile state. The length of the GGm remains constant while that of the GGp changes with the applied load. The other muscle groups, of which their length determines their active candidacy status within the GA, remain near their threshold value for active candidacy. It is plausible that the GA deselects some of these muscles prematurely, forcibly deactivating them for a duration of time thereby incorrectly reducing their FFMR. However, given the overall magnitude of their contribution presented in figure 11.2b, the error introduced by this was considered negligible.

Now that the muscle activation and average length data has been shown, a decomposition of the displacement history (figure 11.1) for four of the control points is made in figure 11.5 to provide insight into the performance deficits of the model. The differences in the lateral motion of the front and rear of the tongue shown in figure 11.5a indicates that some twisting is present in the coronal plane. The lack of symmetry in the model and therefore loading, coupled with the assumed symmetry in contractile states of muscles with a left and right constituents, account for this observation. In figure 11.5b it is shown that the tongue tip retains a large component of movement in the posterior direction. From figure 11.2b it was observed that the TV has a significant FFMR while the VT contracts less vigorously. Given the requirement for tongue protrusion demonstrated in section 10.2 it can be concluded that the strength of contraction of the VT is less than ideal.

Increasing the number of coefficients in the spline polynomial caused this curve to start displaying some of the high-frequency oscillations that we wish to smooth out. Reducing the coefficient resulted in over-damping of the solution.
Figure 11.4: The VWA fibre stretch history for all tongue muscles under control of the neural model. This demonstrates that, according to this measure, all muscles are kept in an overall state of compression.

Figure 11.5: Upon decomposition of the control point displacement history, it is observed that the tongue tip moves most in the posterior direction while the centre of the upper surface is displaced superiorly. The rear of the tongue undergoes sub-millimetre movement in both of these directions. The lack of symmetry of the model resulted in lateral movement of the tongue.

The interplay between the muscle groups does however successfully maintain the vertical position of the tongue tip. The middle of the superior surface, denoted as $P_B$, experiences a superior displacement of be-
between 1 – 1.5mm. Greatly influenced by both the $GG_m$ and $GG_p$, a balance must be reached between the position of this point as well as $P_C$ and $P_D$ (and the additional control points not illustrated). Each of these control points moves only slightly in the anteroposterior direction. Additional contraction of either of these muscles must result in an overall unacceptably large perturbation of the control points concentrated on and near the rear surface of the tongue.

The resulting oscillations of both the displacement and FFMR around their perceived ideal value are quite large. However, it should be emphasised that no optimisation of the control and input parameters has been made at this point.

### 11.2 Environmental influences

In demonstrating the characteristics of the neural model, it has already been shown that alteration of the physical conditions governing the loading on the upper airway soft tissues results in variable behaviour in the tongue muscles. It is sensible to suspect that these muscles will react differently due to a variation of the applied pressure field and gravitational orientation. In this section, it is demonstrated how these parameters, as well as variation of the breathing cycle itself, influence the response of the tongue.

#### 11.2.1 Gravitational orientation

Sleep posture, and the consequent body forces acting on tissues, have been shown to produce large deformation in the passive tongue. Depicted in figure 11.6 is the predicted response of the $GG_m$ to resist this motion during inhalation for a number of orientations.

**Figure 11.6:** Muscle response due to orientation of gravitational force (oral inhalation). The solid lines represent linear regression functions plotted against the smoothed data, shown as dashed lines. The contractile response of both muscles appears linear with respect to the epiglottal pressure. The smoothed result does not reflect that the predicted muscle activation for the upright gravitational configuration tends to zero when the pressure is removed.
Increasing the angle of incline effectively reduces the magnitude of the gravitational force vector in the direction that would cause the tongue to fall back into the retroglossal space. The response of both muscle groups is significantly affected by posture. Several important characteristics pertaining to the role of these muscles is revealed in this data. Firstly, the overall trend for both muscle groups is that the required contractile strength increases as the orientation changes from the upright to supine configuration; however, this response is nonlinear with respect to the angle of incline. Additionally, the minimal activation level present at zero-load increases. This indicates that a firmer tone must be maintained by both muscles to prevent the tongue from falling into the oral cavity at a greater recline. The peak-to-peak amplitude remains constant for both muscles in all cases, suggesting that this portion of the response is not affected by gravity.

The stark difference visible in response of the two muscles in the presented data is due to the combined influence of the gravitational orientation and distribution of pressure load. It has already been demonstrated that both the GGp and GGm have significant control over the position of the posterior and superior surfaces of the tongue in the sagittal plane. The GGp activates to resist the negative airway pressure from drawing the tongue posteriorly towards the pharynx, while the GGm primarily prevents the tongue lifting due to the pressure. As the posture moves towards the supine, the body force vector aligns better with the GGp. Similar to that illustrated in figure 9.6, the moment generated around the fixture point of the mandible due to body forces is such that increasing contraction of the GGm is required to prevent the superior region of the tongue from displacing backwards in the oral cavity. This in turn results in less force being generated by the GGp in order to oppose the gravitational force and describes the distinct change in response of both muscles between the supine and 30° incline orientation. The peak value for the upright case is less than the trough value for the supine orientation. This infers that, in terms of required contractile effort, sitting upright is the equivalent to an increase in epiglottal pressure of in excess of 500 Pa. Increasing the inclination angle by 60° reduces the gravity vector by half in the posterior direction and results in halving the necessary contraction force generated in the GGp.

The GGm is more sensitive to an increase in incline, in that an increase in orientation angle at a small $\theta$ significantly reduced the required contraction level of this muscle. Furthermore, the GGm response is more greatly affected by contraction of the surrounding muscle groups than the GGp. The response of these other muscles remains minor in all instances. The most prominent auxiliary muscles in the supine configuration are the TV, SL and HG which have an FFMR range of 0.3 – 0.65%, 0.32 – 0.57% and 0.18 – 0.31% respectively, while in the upright orientation the SL and TV were both predicted to contract at between 0 – 0.27% of their maximum strength.

With reference to figure 10.10, the results given here are well within the limits defined in section 10.4. The synergistic activation of multiple muscles clearly results in a reduction in the contractile force required to be generated by the dilators. This demonstrates the importance of muscle coordination within the tongue during breathing as the measured efficiency of the dilatory action of the GG is much greater when coactivation of several muscle groups is present. Furthermore, this confirms that the neural control model is quite effective at coordinating muscle activation in an effective manner.

A brief investigation involving laterally aligned gravitational forces, indicative of a subject lying on their side, was conducted. For these cases, symmetry of the muscle activation between split groups such as the IL was removed. It was observed that a response similar to the upright configuration was obtained and an asymmetrical activation of the split muscle groups was obtained. This was likely due to the lack of a posterior component of gravity. The activation response of these muscles remained insignificant in comparison to the GG components in figure 11.6 and increasing the size of the active muscle set significantly increased
computational cost. These cases were not concentrated on further in the study. However, this result remains important to note as it is inferred that rotation of the head in the transverse plane does not affect the response of the airway dilators.

### 11.2.2 Pressure distribution

It is hypothesised that significant differences in pressure distribution in the oral cavity can arise depending on the orifice through which inhalation takes place. In oral breathing, it is assumed that the pressure reduces significantly along the length of the tongue due to the proximity of the tongue to the hard palate and the low CSA of the buccal region of the oral cavity. In contrast, during nasal inhalation, pressure loss is most significant in the nasal passages and it remains largely constant in the oral cavity. A third scenario to be considered is that when the nose is utilised for breathing but the mouth remains open.

A fair first-approximation to oral breathing is to presume that the pressure loss along the length of the tongue is linear. Additionally, the pressure distribution on the posterior of the surface is assumed to remain constant as the CSA of the pharynx is larger than the oral cavity. In the case of nasal breathing, the hypothesis of no fluid flow in the oral cavity infers that there exists no spatial pressure gradient over this anatomy. However, the pressure is non-zero as losses occur in the nasal passages. In the mixed third case, the oral cavity, open to the atmosphere, experiences zero gauge pressure while the posterior surface of the tongue, in the presence of the pharynx, experiences a negative airway pressure.

Figure 11.7 demonstrates that a marked difference in the response of the airway dilators exists between these three scenarios.

![Figure 11.7: Muscle response for differing spatial distributions of pressure load (supine orientation). The response remains linearly dependent on the applied pressure , but is qualitatively different in each loading case.](image)

The case of oral breathing, which has been previously presented, demonstrates activity of both the GGm and GGp in resisting motion of the upper and posterior surfaces of the tongue. A spatially constant pressure distribution results in a completely different response in these muscles. The difference in curvature on the front and rear surfaces of the tongue is not sufficient to result in an anteroposterior force requiring the input of the GGp to resist; it however continues to contract in resistance to the gravitational load. This force is very
large in the third scenario, requiring greater contraction of the \textit{GGp} than in the case of oral breathing.

For the case of nasal inhalation, the load on the upper surface of the tongue remains unbalanced. However, the generated moment with a normal perpendicular to the sagittal plane is lessened by the lack of the anteroposterior force that would otherwise assist in lowering the tongue posterior and raising its tip. This combined effect results in the \textit{GGm} having a lesser oscillatory FFMR response in this case than observed for oral inhalation. Completely eliminating the pressure load on the tongue surface, as is done in the third scenario, reduces the \textit{GGms} contraction response to the pressure almost entirely and the remaining contraction purely resists gravitational forces. This is as the upper surface undergoes little superior motion due to the posteriorly applied load.

### 11.2.3 Pressure loading magnitude

The airway pressure, affected by the CSA of the airway, influences the volume flow rate through the open orifice. When deeper breaths are taken or an apnoeic event occurs, a decrease in the upper airway pressure is induced. Figure 11.8 illustrates the predicted response of the \textit{GG} at a range of applied pressures. Note that changing $p_{nom}$ induces a change in both loading magnitude and loading rate. Rate effects in the muscle response therefore may play a role in the results observed in figure 11.8.

![Figure 11.8: Muscle response due to change of pressure load (oral inhalation).](image)

In both of the results shown, the trends in the response appeared to correspond very closely to the applied load. It was observed that a near-linear increase in \textit{GGp} FFMR could be predicted as the airway pressure dropped, and in all cases the zero-load FFMR was comparable. The response at low nominal pressures is flat, with a trend of an increasing peak pressure as the nominal pressure value increased. This corresponded well with the notion that the \textit{GGp} acts as the main airway dilator.

The response of the \textit{GGm} was consistent with the \textit{GGp} in that there is an overall increase in muscle contraction as the applied load increases. However, the response is more erratic again due to the influence of the surrounding secondary muscles. Furthermore, due to the gravitational load, the overlap of functionality between these two muscles contributed further to this effect. Overall, the result for the \textit{GGm} required further refinement before a definitive quantification of the response could be made.
As seen previously for the supine case, the next most influential muscles in all of these scenarios were the SL and TV. The predicted FFMR for these and all other muscles scaled linearly with the nominal pressure.

11.2.4 Temporal load pattern

Deviations from the “normal” breathing pattern during exertion (such as in exercise or an apnoeic event) may take several forms. Changes to the loading pattern could be elicited as part of this process. The temporal dependence of the function describing the loading was modified to assess the dependence of muscle response on the loading pattern. This was performed by increasing or decreasing the loading rate in various stages of the inhalation cycle. Figure 11.9 depicts the four loading cases evaluated. In the one case, a rest period was introduced to determine whether the GA would hold the muscle response steady once the load had been removed.

Figure 11.9: Temporally dependent nominal pressure value describing different inhalation pressure loads. Cycle 1 is the loading pattern used in previous examples. Cycles 2 and 3 increase the rate of the load change as the start and end of the inhalation process respectively. Cycle 4 includes a resting period at the end of inhalation.

The result reinforces the perception that the muscle activation pattern is a direct response to the applied load. For the medial and posterior GG, the activation level appears proportional to the epiglottal pressure. The response of the GG constituents, shown in figure 11.10, closely follows the temporal description of the loading pattern in all cases. As first observed in section 11.2.3, the GGp activation pattern matches the loading curve more accurately than the GGm.

For both the GGp and GGm, the maximum amplitudes remain very similar in all cases. However, the minimum values seen at the end of each loading cycle are slightly inconsistent. This could be a post-processing artifact. For all muscles, it was observed that during the rest period introduced in the fourth loading case, the FFMR remains largely consistent with that expected. Overall, the change in loading rate incurred by changing the loading pattern did not appear to significantly alter the characteristics of the response of the muscles of the tongue.

The link already established between the nominal load and the muscle FFMR infers that more rapid changes in the activation level are required to counter the changing load. Clearly a very different activation history
is necessary for each breathing cycle in order to impose position control of the tongue under temporally different pressure loads.

11.2.5 Breathing cycle period

Proceeding from section [11.2.4], the time period over which an inhalation cycle was performed was systematically reduced from a value of 2.5s, representing a slow relaxed breath, to 0.25s, a sharp gasp that may be utilised during an apnoeic event. As a result, a more direct assessment of load-rate dependence is performed. The time-step size was reduced to maintain 500 steps per simulation.

It was observed in figure [11.11] that there exists a strong dependence of the tongue response on the duration over which a breathing cycle occurs. It was noted that as the cycle period decreased, the strength of contraction of the GG at peak pressure increased. This can be directly explained by the increased rate of contraction required to overcome the more rapidly applied load. The force-velocity relationship depicted in figure 6.6 describes the corresponding decrease in effectiveness of the muscle as the rate of shortening of the CE increases. During the loading phase, the velocity of contraction must increase to oppose the force, leading to higher FFMR values being recorded during this part of the cycle and at peak pressure. At higher frequencies during loading and unloading the muscle response is similar for all cases as the value for \( f_V \) is maximised and constant at a relatively low extension rate and thus the strength of contraction effectively becomes a function of the CE length. Particularly for the GGp, it appears that the zero-load FFMR is reduced with increasing load frequency.

Overall, the response of the GGp appears predictable and directly related to the epiglottal pressure, while the GGm again has a slightly erratic response. However, the stark contrast in the responses between the shortest and longest loading frequencies indicates that, for the latter muscle group, the trends remain similar to those observed for the GGp.
11.3 Physiological parameters

The primary physiologically linked parameter thought to influence the functioning of the tongue is the fibre volume fraction $\phi_f$. This is related to the proportion of interstitial and adipose present in the tissue. Parameters related to the muscle model include the activation rate parameters $\tau_R, \tau_F$ and the contractile force scaling constant $T_s^\phi$. A discussion on the influence of the first two parameters is presented below.

11.3.1 Muscle fibre volume fraction

The determination of the role of fibre volume fraction in muscle response is important when considering conditions that affect the ratio between muscle fibre and matrix. Pathologies causing an accumulation of adipose tissue, such as in obesity or loss of muscle bulk as in muscular degenerative diseases, influence this ratio.

Due to the complex spatial description of the muscles and the difficulties in determining their spatial volume fraction, a simplistic view of the local fibre/matrix decomposition has been adopted. In terms of describing the force generating properties of each local muscle fibre, the volume fraction occupied by the fibre (described by equation 5.2) acts as a force scaling factor (see equation 5.6c) and it is thus reasonable to assume that a linear change in the global fibre volume ascribed to the muscular tissue would elicit a proportional response. Figure 11.12 illustrates that this is indeed the case. The predicted peak-to-peak FFMR remains within 5% of a linear response for the GGp, while the GGm response is at worst within a margin of 9% of the linear response. Given a situation in which the local volume fraction does not change uniformly in space, this result would not necessarily be as predictable.

Considering the linear relationship between body BMI and the fat content of the tongue shown in table 6.3, this data indicates that the neural control mechanism for the tongue must be significantly affected as the body
11.3.2 Rise and decay parameters

The rise and decay parameters $\tau_R, \tau_F$ determine the rate at which the activation level changes due to the applied neural signal. The change in contraction strength between discrete time-steps, and thus the gradation of the control response, is directly associated with this parameter. As these parameters are nominated \textit{a priori}, a balance must be struck between the necessity for agility and smoothness of the muscle response for the given scenario being simulated.

Figure 11.13a demonstrates that for the given loading pattern, a wide choice of activation rate parameters result in the same trend for the position control of the tongue. It was observed that, with increasing values for the parameters, the changes in displacement solution between time-steps became less erratic. This is related to the change in contraction strength between time-steps, illustrated for the GGm in figure 11.13b. When the muscles are made highly responsive, oscillations around the optimal FFMR value are large in magnitude. This over-sensitivity leads to rapid changes in position and ultimately difficulties in finely adjusting the tongue posture.

The choice of more suitable activation parameters reduces oscillations of the FFMR value around the mean trend. This will ultimately lead to more accurate and reproducible results, and significantly reduce uncertainty in the analysis of the trends in the contraction patterns for each muscle group. Using the splined result for each individual case as a baseline, a quantification of the magnitude of the oscillations around the trend was performed to determine the increase in accuracy gained through more careful selection of the parameters. Table 11.2 indicates that up to a 60% reduction in magnitude of the oscillations is achievable through careful selection of the muscle activation parameters.
11.4 Summary and discussion of results

Collectively between the results shown in sections 11.2.1 and 11.2.2 it has been demonstrated that the GGp takes the role of the primary airway dilator, counteracting the anteroposterior pressure gradient developed in the oropharynx. The GGm primarily resists lifting forces acting on the superior surface of the tongue. However, the two muscle components have overlapping functionality and thus collectively act to resist forces causing motion during inhalation. This validates the initial observations made regarding the function of the GG components in section 10.4.

Application of the non-optimised neural model has demonstrated that the predicted pressure-activation relationship, appears qualitatively similar to that shown in the literature and that the influence of environmental and physical parameters on this response appears, in some cases, predictable. It has been shown that the head and neck posture has a major influence on the contractile effort of the GG required to maintain the spatial position of the tongue. The relationship between the epiglottal pressure and GG activation has also been shown to be highly sensitive to the pressure distribution on the
tongue, and it was demonstrated that the load simulating oral inhalation leads to greater force generation requirements by the GG. This indicates that any mechanism, such as increased nasal resistance or obstruction [238, 294, 227, 236, 75, 174, 250], leading to the preferential use of the mouth during inspiration may result in the retro glossal movement of the tongue if neurological weaknesses in the functioning of the GG exists. Furthermore, the response of both muscles are significantly affected by magnitude and the proportion of tongue body occupied by muscle fibres, indicating a link to the tissue deposits synonymous with obesity [125, 173, 191, 33, 8].

Further discussion

Although some difficulties and inconsistencies exist, it has been demonstrated that, generally, this model is useful in predicting trends in the response of the constituent muscle groups of the tongue subjected to external influences. The robustness of the neural model is, for example, illustrated in section 11.2.4. The result shown here is somewhat independent of choice of $\tau_R$ and $\tau_F$, parameters that have not yet been optimised, demonstrating that the methodology can produce reliable predictions over a wide range of loading parameters. Numerous mechanisms for increasing the accuracy of the model are presented and will be collectively employed from this point on. These will assist in minimising the error associated with the post-processing mechanism (smoothing the results), essentially due to the oscillatory nature of the response from the neural model. Further factors that were evaluated for the purpose of model optimisation are presented in appendix C.

The mixture of fast- and slow-twitch fibres present in the tongue allows for it to move with high precision and through a large range of speeds. It has been shown that the use of more physiologically consistent values for the rise and decay parameters results in a very sensitive model, demonstrating that the tongue has the ability to react to stimuli that are applied far more rapidly than those applied in this work. Considering their role in the neural model, it functions optimally when they are no longer interpreted as physiologically derived values and rather as optimisation parameters that are bounded by physiological constants. From these results, it was determined that a satisfactory choice for $\tau_R$, $\tau_F$, leading to good responsiveness with minimal solution overshoot, could be made with

$$\tau_R = \tau_F = \frac{1}{10} \frac{1}{\omega} \beta$$

(11.1)

where $\omega$ is the loading cycle period and $\beta \in \{0.5, 1\}$ set according to whether a full cycle of inhalation and exhalation was simulated ($\beta = 1$ in this case) or whether half of the breathing cycle was considered, as has been done up to now.

It has been demonstrated that there are many factors that influence the outcome of each simulation. What is apparent, although not specifically discussed, is the predictably replicable nature of the results. Although the employed in the neural model is non-deterministic, the evaluated population size was small and non-optimal model parameters were utilised, the model was successfully able to follow the applied load and produce a sufficiently adequate and physiologically reasonable result. Given a fixed set of parameters, the model will reproduce the muscle response with a fair and comparable degree of precision. Furthermore, given the non-optimal parameters, the nevertheless is able to predict quantitatively sensible trends in results. This provides confidence that the model is robust enough to cope with and produce sufficiently accurate results under complex loading conditions.
12. **CFD Study Detailing Upper Airway Pressure Distribution**

A basic CFD model was designed to gain insight under various conditions into the pressure distribution on the tissues lining the airway. There are many factors that might affect the pressure profile of the airway, all of which change with both time and the associated response of the airway muscles. These include the geometry of the airway, the instantaneous flow rate and the breathing pattern. As the problem is very complex, it was studied under simplified and restricted conditions, namely assuming a static geometry and steady state flow.

A physiologically plausible model was developed to understand the fundamental flow characteristics and compute airway pressure distributions in a healthy individual during light and moderate-to-heavy breathing. The primary purposes of this model is to determine the likely state and phase of breathing that leads to low epiglottal pressures and unfavourable pressure distributions on the tongue. By simulating breathing through the nose and mouth, the effect that these had on the airway pressure profile was deduced. The pressure data from these models was exported to the tissue model to evaluate the tissue movement under passive conditions, as well as the muscle response required to resist movement and potential airway collapse.

In the interest of brevity, this chapter will focus solely on the pressure distribution in the airway and on the tongue. The details of the simulation procedure, discussion on the flow characteristics, and validation by means of a comparison to the literature is presented in appendix H.

### 12.1 General pressure profiles

The general pressure profiles developed during oral and nasal breathing are presented. The differences between inspiration and expiration are discussed for each case.

#### 12.1.1 Nasal and oral inspiration

During nasal inspiration there is a significant pressure drop through the nasal passages (approximately 50 – 60% static pressure loss at all measured flow rates). Figure 12.1a depicts the static pressure field developed during normal breathing. Note that in the region of the velopharynx (the region between nasopharynx and pharynx that is bounded by the uvula), a flow restriction that acts as a converging nozzle is present.
There is only a slight pressure drop across the velopharynx (not discernible in the image) and no significant pressure recovery once flow enters the pharynx. The pharyngeal pressure does not change appreciably along its length; however, a large pressure loss occurs across the laryngeal constriction at the junction between the pharynx and trachea. A significant feature of the pressure field is that the pressure in the oral cavity appears constant, resulting in little fluid motion in this region. Although the pressure is less than atmospheric, this is still physiologically accurate assuming the lips are closed and preventing an ingress of air through the mouth. If the oral cavity were to be sealed off by the posterior portion of tongue pressing against palate (as does happen during normal nasal breathing with one’s mouth open), then the pressure in the oral cavity would be atmospheric and only the posterior surface of the tongue experiences the negative airway pressure.

![Figure 12.1: Static pressure on the midsagittal plane during inspiration at 60L/min.](image)

Illustrated in figure [2.10] for the case of normal oral inspiration, a high pressure loss at the external opening to the oral cavity exists due to impingement of flow by tongue. This phenomenon is not necessarily consistent with normal physiology and bodily functioning where the tongue drops inferiorly to allow air to flow over its upper surface.\(^1\) Also potentially inconsistent with reality is the flow around the sides of the tongue. This flow feature is present because the teeth (which usually form a lateral barrier to flow movement) were removed from the geometry due to their contact with the tongue. The lifted position of the tongue further exacerbated the issue.

The average static pressure drop between the atmospheric boundary and the rear of the tongue was 59% of the total value at the stipulated flow rate, with a range of 53 – 63% for the tested flow rates. The static pressure was, again, nearly constant along length of pharynx, although lateral movement of air from the oral cavity into the pharynx resulted in secondary effects due to the formation of turbulent vortices. Similar to the previous case, the nasopharyngeal region experienced the same pressure as the velopharynx. This may be physiologically inaccurate as such a negative pressure in the nasal passage would cause air to flow into the nasal passage through the nasal vestibule. This scenario can be obviated by opening the mouth sufficiently.

\(^1\) Jayaraju et al. [131] demonstrates the physiologically correct position of the tongue during inhalation.
and depressing the tongue, minimising pressure drop through oral cavity into the pharynx and making this the preferential pathway for the air.

Comparing the two cases, it is clear that the pressure profile in nasopharynx and oropharynx varies significantly depending on whether nasal breathing or oral breathing takes place. In both cases there was a large pressure drop across laryngeal constriction. For the cases illustrated here, the total pressure drop between the atmosphere and the bronchus appears roughly similar for a constant flow rate. The preliminary results presented in chapter 11 suggest that these base cases did not result in pharyngeal pressures low enough initiate appreciably large deflections of the active tongue. The measured epiglottal pressure, approximately \(-180\) Pa, was significantly larger than that necessary to institute large deformations of the tongue or precipitate a loss of dilator reflexes.

Figure 12.2 illustrates the pressure distribution on the tongue surface. Distinct differences between oral and nasal breathing are evident from these results.

Figure 12.2: Air-pressure distribution on the tongue surface for inspiration at 60 L/min.

In the case of nasal breathing, the pressure distribution on the surface of the tongue remained nearly constant as hypothesised in the simplified FEM case study of the tongue. As there was little difference in pressure between the anterior and posterior surfaces, it could be expected that the anteroposterior pressure force generated on the tongue was minimal. Oral breathing resulted in a significant pressure drop across the length of the tongue, which was synonymous with the hypothesised case of a linear pressure profile. It could be expected that this pressure distribution would draw the tongue posteriorly into the oropharynx. Comparison between this case and that of nasal breathing provided an insight into why OSA is prevalent in instances of mouth breathing.

12.1.2 Nasal and oral expiration

To highlight the differences between expiration and inspiration, a scenario similar to that presented in section 12.1.1 is produced with the velocity at the tracheal boundary now altered such that this boundary represents an inlet and the oral or nasal features an outlet. Expiration is thus simulated at a constant flow rate of 60 L/min.

The midsagittal pressure fields attained during expiration are shown in figure 12.3. A notable feature of nasal exhalation is that the pressure field in buccal cavity, like during inspiration, has a largely constant distribution. A pressure gradient between the superior and inferior surfaces of the soft palate was observed.
 Significant pressure losses occurred at the laryngeal constriction and in the region of the velopharynx. A local high pressure region was observed at the tip of the uvula due to the stagnation point present as the flow divides between moving into the oral and nasal cavities.

![Figure 12.3: Static pressure on the midsagittal plane during expiration at 60L/min.](image)

In the regions inferior to the hypopharynx the pressure distribution developed during oral expiration, illustrated in figure 12.3b was remarkably similar to that on nasal exhalation. However, a large pressure difference existed between the pharynx and mouth. Similar to the previous case, the uvula tip experienced high pressures due to flow stagnation at this point.

The pressure distribution on the tongue during expiration are depicted in figure 12.4. From these images, distinct differences between oral and nasal breathing were evident. The tongue was exposed to a constant positive pressure during nasal expiration and a pressure gradient in the anteroposterior direction when oral expiration occurs. Figure 12.4b suggests that a suitable first-approximation to the latter scenario would be a linear gradient with the posterior region exposed to a high pressure and the anterior a low pressure. In both cases the entire tongue surface experiences a pressure greater than atmospheric pressure. This would result the development of a resultant force acting to move the tongue anteriorly in the buccal cavity.

### 12.2 Airway pressure drop due to flow rate change

A spectrum of flow rates was evaluated to determine its influence on the pressure distribution and loss in the pharynx. The volumetric flow rates chosen ranged from those representative of very light breathing (5L/min), through the average flow rate during moderate or natural breathing (60L/min), to an estimate of the peak flow rate during gasping (180L/min), which conceivably would be the result a loss of pharyngeal patency.
12.2 • Airway pressure drop due to flow rate change

Figure 12.4: Air-pressure distribution on the tongue surface during expiration at 60L/min.

Tables 12.1 and 12.2 present the volume-weighted average pressure distribution measured at various sections of the airway along the path which the fluid flows through during inspiration. Firstly, an examination of nasal inhalation is performed. The magnitude of the pressure loss or recovery increases almost quadratically as the flow rate increases. Pressure recovery was observed in most instances in the upper pharynx and the trachea, although it was marginal in comparison to the pressure magnitude due to previously experienced losses. Although the pharyngeal pressure at 60L/min appears too marginal for the loss of reflexive mechanisms in the GG, at 120L/min the negative pharyngeal pressure is in excess of 500Pa which could precipitate such an event.

Table 12.1: Pressure loss in HUA at differing flow rates during nasal inhalation. The value describes the average pressure loss between the upstream and downstream measurement surfaces. The measured pressure losses in the nasal passage compared favourably with the literature (see [307, fig. 5]). The highlighted entries represent regions that are in the pharynx.

<table>
<thead>
<tr>
<th>Flow rate (L/min)</th>
<th>5</th>
<th>15</th>
<th>30</th>
<th>60</th>
<th>90</th>
<th>120</th>
<th>150</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vestibules</td>
<td>2.4</td>
<td>11.3</td>
<td>35.1</td>
<td>116.5</td>
<td>240.2</td>
<td>406.5</td>
<td>618.8</td>
<td>889.4</td>
</tr>
<tr>
<td>Anterior nasopharynx</td>
<td>0.6</td>
<td>4.5</td>
<td>16.8</td>
<td>64.4</td>
<td>142.9</td>
<td>248.6</td>
<td>385.1</td>
<td>549.0</td>
</tr>
<tr>
<td>Anterior velopharynx</td>
<td>0.1</td>
<td>0.1</td>
<td>-0.9</td>
<td>-6.3</td>
<td>-15.9</td>
<td>-31.7</td>
<td>-58.0</td>
<td>-80.0</td>
</tr>
<tr>
<td>Upper velopharynx</td>
<td>-0.1</td>
<td>-0.3</td>
<td>-1.7</td>
<td>-11.1</td>
<td>-25.9</td>
<td>-36.0</td>
<td>-50.0</td>
<td>-74.0</td>
</tr>
<tr>
<td>Upper pharynx</td>
<td>0.3</td>
<td>3.1</td>
<td>11.8</td>
<td>46.8</td>
<td>108.4</td>
<td>187.4</td>
<td>301.0</td>
<td>434.0</td>
</tr>
<tr>
<td>Upper hypopharynx</td>
<td>0.6</td>
<td>4.4</td>
<td>16.2</td>
<td>49.8</td>
<td>107.2</td>
<td>173.7</td>
<td>227.0</td>
<td>325.0</td>
</tr>
<tr>
<td>Upper larynx</td>
<td>-0.1</td>
<td>-2.0</td>
<td>-8.4</td>
<td>-33.5</td>
<td>-75.0</td>
<td>-130.2</td>
<td>-216.0</td>
<td>-277.0</td>
</tr>
<tr>
<td>Upper trachea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inlet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outlet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

An evaluation of the flow rate effect on pressure-losses during oral breathing demonstrates that the losses in the oral cavity can be large enough to create a change in the response of the airway and tongue dilator muscles. During normal oral breathing, the losses in the buccal cavity reduce the epiglottal static pressure; however, only at flow rates upwards of 120L/min the pharyngeal pressure reduces to below the suggested critical value of -450Pa [111]. There is no pressure recovery in the pharynx during oral inhalation. Due to similarities in the flow-field, the pressure drop in the sections inferior to the epiglottis are quantitatively similar for both the cases of oral and nasal inhalation.

†††
Table 12.2: Pressure loss in HUA at differing flow rates during oral inhalation. The value describes the average pressure loss between the upstream and downstream measurement surfaces. At low to moderate flow rates, the total pressure loss between inlet and outlet at various flow rates is of the same order of magnitude as that measured in an idealised geometry [196]. The highlighted entries represent regions that are in the pharynx.

<table>
<thead>
<tr>
<th>Flow rate (L/min)</th>
<th>5</th>
<th>15</th>
<th>30</th>
<th>60</th>
<th>90</th>
<th>120</th>
<th>150</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream</td>
<td>Downstream Static pressure loss (Pa)</td>
<td>Mouth</td>
<td>Posterior oral cavity</td>
<td>1.5</td>
<td>9.1</td>
<td>30.2</td>
<td>107.6</td>
<td>223.6</td>
</tr>
<tr>
<td>Posterior oral cavity</td>
<td>Upper hypopharynx</td>
<td>0.4</td>
<td>1.9</td>
<td>5.3</td>
<td>15.4</td>
<td>30.4</td>
<td>44.0</td>
<td>52.5</td>
</tr>
<tr>
<td>Upper hypopharynx</td>
<td>Upper larynx</td>
<td>0.4</td>
<td>3.2</td>
<td>11.9</td>
<td>48.1</td>
<td>104.8</td>
<td>189.9</td>
<td>298.0</td>
</tr>
<tr>
<td>Upper larynx</td>
<td>Upper trachea</td>
<td>0.6</td>
<td>4.6</td>
<td>15.7</td>
<td>51.4</td>
<td>99.2</td>
<td>189.7</td>
<td>299.0</td>
</tr>
<tr>
<td>Upper trachea</td>
<td>Lower trachea</td>
<td>-0.1</td>
<td>-1.6</td>
<td>-8.9</td>
<td>-33.6</td>
<td>-74.2</td>
<td>-145.3</td>
<td>-247.0</td>
</tr>
<tr>
<td>Inlet</td>
<td>Outlet</td>
<td>3.1</td>
<td>18.6</td>
<td>59.8</td>
<td>122.1</td>
<td>413.1</td>
<td>710.7</td>
<td>1034.5</td>
</tr>
</tbody>
</table>

12.3 Summary and discussion of results

The model of the airway was evaluated under steady state conditions, testing numerous breathing behaviours and validating the reduced-complexity representation of the nasal passages. Correlation of flow phenomena and measured pressure drops within certain regions of the anatomy and those data presented in the literature demonstrates that the model is sufficiently accurate for the aims of this work.

In summary, oral inhalation leads to an anteroposterior pressure gradient across the length of the tongue that may lead to its movement into the retroglossal space. The assumed simple load distribution for oral breathing described in section 8.6.3.3 appears to be qualitatively representative of that shown in figures 12.2b and 12.4b. Nasal breathing with a closed mouth results in a near constant distribution of pressure on the surface of the tongue, qualifying the load distribution assumption made and likely resulting in little movement due to air-induced force. Exhalation develops positive pressures throughout the airway which, due to its geometry, may lead either to minimal or anterior movement of the tongue in the cases of nasal and oral breathing respectively.

An increase of flow rate during oral inhalation leads to a greater pressure gradient between the anterior and posterior surface of the tongue. Nasal inhalation at high flow rates generated high pressure losses in the nasal passages; this is unsurprising as a near constant pressure field on the tongue surface was always predicted.

Collectively, these results indicate that oral inhalation creates a scenario most likely to produce posterior motion of the tongue. It was observed that the threshold epiglottal pressure required for the loss of GG reflexes during sleep could be achieved at moderate-to-high flow rates during inspiration through either the nose or mouth.
13. Muscle response to simulated breathing and conditions of pharyngeal collapse using static and dynamic loading

In the previous chapters, various aspects of the muscle and neural model development with respect to the tongue were highlighted. Data that demonstrated which factors are most significant determinants of the active response of the constituent muscles of the tongue was presented. Points pertaining to the optimisation of the model parameters were also discussed, although an optimised model had not yet been utilised. Using this data, an optimal set of control parameters were chosen and from this point on the model is considered optimised in all respects to a level that are currently is feasible. Furthermore, a fluid model was produced to capture more realistic pressure data and qualitatively compare the observed pressure distributions to those assumed in earlier simulations of the tongue.

This chapter is devoted to utilising the optimised tongue model to achieve three goals. Firstly, it will be determined whether a quasi-static model can be representative of the dynamic phenomenon that is OSA caused by complex fluid-structure interaction. This will be useful as then computationally inexpensive means of evaluating these problems may be made possible. In doing so, validation of the simplified, assumed pressure distributions for the dynamic cases will be performed by evaluating the muscle response. In summary, the two simulation mechanisms will validate different aspects of one another.

Secondly, with the dynamic model optimised in terms of control parameters, aspects of the functioning of the GG will be analysed in more detail. A determination of the spatially-dependent force-generation characteristics will be made factoring in the influence of the surrounding muscles. Such information may be useful in understanding the consequences of surgical procedures, such as implants or the removal of tissues due to the formation of tumours or necrosis.

Finally, once validated models have been produced, we will present analytical models which replicate the response predicted by the neural model. These will be formed in such a way that the effect of the environmental influences will be clear. This will allow the simulation of deficiencies in the response of the tongue musculature, thereby reproducing a number of scenarios that may lead to an OSA event. Both the simulated
response of the GG and the magnitude of the predicted retroglossal movement will be documented for two cases; one that represents the threshold of the onset of an OSA-type event and one that simulates a complete loss of airway patency.

13.1 Quantification of muscle response with static loading derived from CFD models

In chapter 12, simulation of nasal and oral inhalation was performed under steady state conditions at numerous volume flow rates. The pressure distributions obtained from these models were extracted and applied directly to the model presented in chapter 11. Due to the steady nature of the fluid model, a similar approach was observed in conducting these simulations. A quasi-static approach, the conditions of which were previously detailed in section 8.6.3.1, was adopted and time represented an evolution parameter for the neural activation. It was assumed that, over numerous pseudo-time-steps, the neural model would evolve the set of activation parameters to the optimum value, balancing the energetic characteristics and spatial control. However, no further optimisation of the model (swapping from one best suited for dynamic simulations) was considered. In all, 250 evolution steps were used in each simulation, with the average neural stimulus for the last 150 taken as the values shown in the following illustrations.

First it was thought prudent to evaluate the pressure loads on the tongue as predicted by the fluid simulations and compare them with those initially used in chapter 11. Figure 13.1 depicts the pressure load, averaged over the anterior, superior and posterior surfaces of the tongue, for inhalation from two orifices under increasing volume-flow rate. Qualitative comparison between this data and figure 8.15, the equivalent measurement for the assumed distributions simulating both cases, can be made to determine discrepancies between the two cases.

![Figure 13.1: Area weighted average air-pressure (derived from CFD analysis) applied to the tongue surface.](image)

In both cases, the average pressure generated on all surfaces increases quadratically with increasing inlet velocity. During nasal breathing, an anteroposterior pressure gradient is developed and the average pressure on the superior and posterior surfaces are nearly identical. This is dissimilar to that which was previously proposed, where zero anteroposterior pressure gradient was assumed. However, oral inhalation leads to the

---

1 The reader is referred back to figure 12.2 for a visual comparison between the pressure conditions developed during oral and nasal inhalation.
development of a far more substantial pressure gradient; at high flow rates, the gradient is 2 – 3 times that of nasal inhalation and it becomes more substantial at lower flow rates. Interestingly, the posterior surface experiences similar pressures in both cases\(^2\) and the superior surface is exposed to a greater lifting force during nasal inhalation.

The load distribution generated during oral inhalation is predicted to produce displacements of the passive tongue qualitatively comparable to that of the assumed load in the dynamic case. Comparing figure 13.2 to figure 9.7 it is observed that the displacement history at \(P_C\) as the epiglottal pressure decreases is linear in both cases.

![Figure 13.2: Anterior displacement of point \(P_C\) on passive tongue due to pressure loading.](image)

However, the resulting displacements from the CFD derived loads are significantly lower (on the order of 3mm at 1000Pa for the upright case, corresponding to 100% of the pressure-induced displacement) as the anteroposterior pressure gradient is far less than that in the idealised case. The effect of passive stiffening resulting from fibre stretch due to gravitational loading can be observed during nasal inhalation. The more upright the posture and greater the negative pressure, the more significant the load-induced displacement is; whilst in the supine position, minimal anterior movement occurs as the epiglottal pressure drops.

Evaluating this resistance against loads using the neural model results a qualitatively similar prediction to that shown in section 11.2.2 for the dynamic case. Figure 3.3 illustrates the difference in GG response for the two postural extremes. Qualitatively, the response is similar in that the muscle activity appears to be increasing proportionally with a decrease in epiglottal pressure. The amount of contractile effort required by the \(\text{GGp}\) depends on the anteroposterior pressure gradient, while the \(\text{GGm}\) has a similar response for both breathing mechanisms as the pressure developed on the superior surface of the tongue is similar.

Orientation remains a significant factor in determining amount of muscle activity required to resist motion. The gradient of the muscle response with changing pressure appears to be the same for both the upright and supine postures. For the supine case, the predicted response appears to be oscillating severely around an ideal line of response. This larger error at higher FFMR values can be attributed to a larger \(T_0\) being employed, resulting in greater oscillations around the solution during the evolution process, thus increasing uncertainty in the result. Furthermore, the \(\text{GA}\) appears more sensitive to the choice of energy-minimisation parameter in the static case than for the dynamic one; further evaluation of a more appropriate choice for the weighting factors is necessary.

\(^2\) The average pressure distributions between the CFD derived data and the approximated configurations have a great similarity. A determination and comparison of the centre-of-pressure of each surface and computation of the generated force is required to come to a more conclusive determination on the accuracy of the simplified representation of the pressure load. This task has, however, not been performed.
Figure 13.3: Response of the GG to the quasi-statically applied gravitational and pressure load. It has already been established that the muscle response is proportional to the angle of incline, therefore only the limits are depicted in this figure.

Compared to the dynamic case with the approximated pressure distribution, the zero-pressure crossing-points are similar. The GG also demonstrates similar characteristics when comparing the response under conditions of oral and nasal inhalation. However, the difference in pressure distribution, coupled with rate-effects and the use of the unoptimised model result in significant discrepancies in the magnitudes of the predicted GG FFMR. The response of the GG during oral inhalation compared very well between the dynamic and static cases, but that of nasal inhalation differed significantly in that a greater contraction has been predicted in the static scenario. It should be noted that the results shown in section 11.2.2 do not incorporate any energy minimisation requirement, and are thus overestimates of that which would be obtained with comparable energetic qualities. This would further influence the outcome of the neural model, as the effective use of smaller muscles would be preferred over large ones. This may explain the prediction that the GGm would be more active than the GGp during nasal inhalation, as it is less voluminous than the GGp and serves a duel role in position maintenance.

13.1.1 Analytical model of static muscle response for oral inhalation

Performing a similar analysis for oral inhalation under different postures, a collection of data representing the likely response of the GG constituents was obtained. Figure 13.4 depicts the results of this study. Inspired by the response shown in [111] and following from the linear function presented in equation 10.1, regression lines that were a linear function of the epiglottal pressure, were fitted to predict the response of each muscle group. The predicted activity was approximated by the set of curves given by

\[
FFMR(p, \gamma) := \left[ c_0 + c_1 \gamma + c_2 \gamma^2 \right] + \left[ m_0 + m_1 \gamma \right] p
\]

which accounted for their nonlinear dependence on gravitational orientation with no airway-induced load. Furthermore, as the response was observed to stiffen marginally with decreasing inclination angle, it was coupled with the angle cosine. The coefficients for each muscle, determined with the use of evolutionary algorithms [318], are given in table 13.1.

\footnote{The coefficient of determination for the GGp and GGm predictions were \( R^2 = 0.92 \) and \( R^2 = 0.96 \) respectively.}
Figure 13.4: Response of the GG to the quasi-statically applied pressure load under differing postures. The overall trend is a linear increase in contractile activity as the epiglottal pressure decreases. However, the accuracy of the predicted response is less than desired.

Table 13.1: Analytical model of tongue muscle control during quasi-static oral respiration: Coefficients for FFMR

<table>
<thead>
<tr>
<th>Muscle</th>
<th>Gravity factor</th>
<th>Pressure response</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>Scale</td>
</tr>
<tr>
<td></td>
<td>c₀</td>
<td>c₁</td>
</tr>
<tr>
<td>GGM</td>
<td>0.096</td>
<td>9.83</td>
</tr>
<tr>
<td>GGP</td>
<td>6.73</td>
<td>0.634</td>
</tr>
</tbody>
</table>

Overall, these trends are qualitatively similar to that described by Huang et al. [111], which assumed a linear dependence between the airway pressure and GG activation. This demonstrates that the neural model has merit as a valid mechanism of producing and extracting the trends of muscle response under loading scenarios. The results presented here later will be used as a basis for comparison for further models developed from the dynamic simulations using the neural model.

13.2 Quantification of muscle response during time-dependent, idealised loading

In order to fully quantify the tongue response during breathing, oral inspiration was simulated when in different postures. This case has already been shown to provide the largest anteroposterior pressure gradient, thereby resulting in the most dynamic response. The loading cycle was governed by the spatial and temporal functions given in equations 8.9 and 8.11. 3.5 full inhalation and exhalation cycles (resulting in 3 full cycles of viable data, discarding the lead-in data obtained in the first cycle) were represented. A nominal airway pressure of 500Pa was chosen, resulting in a peak-to-peak epiglottal pressure difference of 1000Pa. Four different loading rates were tested as the period \( T \) of each cycle was reduced in even steps from 2.5s to 1s. The split between the optimisation function weights was chosen as \( \{0.7, 0.3\} \), the former applied to the displacement function.
Due to the optimisation of all model parameters, the predicted response of the muscles is less oscillatory than presented previously. This is demonstrated when comparing an example of the new results shown in figure 13.5 to those given in figure 11.2. As the exhalation process has also been simulated, the GG deactivation in this regime is also captured.

Figure 13.5: An example of the predicted muscle response to changing gravitational orientation and airway pressure during oral respiration using the optimised neural model.

In the upright position, all constituent parts of the GG fully deactivate during exhalation and other muscles regulate its position. The TV is utilised to prevent lateral extension due to the contraction of the GG constituents. Contraction of the SL and SG, with peak FFMR values of the same order of magnitude as that of the GG, are required to prevent depression and anterior motion of the tongue. It is observed that activation of the SL occurs first as the negative airway pressure is reduced, and subsequently increases again during exhalation. The HG is also used to depress the rear of the tongue during exhalation, opposing the lifting effect of the SG. Other muscles, such as the MH, DG, IL and GH are predicted to provide minor roles in controlling the tongue in this gravitational configuration.

However, at reclined configurations many of these muscles are not required as the gravitational forces pulling the tongue anteriorly are not overcome. In the supine configuration, the GGp nearly completely deactivates during exhalation, while the GGm remains active. As previously discussed, the GGm is clearly used to moderate tongue position and resist gravitational forces that try to raise the tongue towards the palate at high angles of reclinination, while the GGp is more directly correlated to the epiglottal pressure. The TV, SL and HG contract when the airway pressure reduces but relax during exhalation. The other muscle groups produce negligible contraction during both inhalation and exhalation, with peaks of the IL and GGa observed at maximal exhalation pressures and are orders of magnitude less than the peak GGm response.

In both cases, the effect of the decay parameter $\tau_F$ is prevalent with the deactivation rate of the muscles as the breathing state changes limited by this value. Furthermore, work-minimisation has reduced the peak FFMR value attained for the GGp by 20% when compared to that shown in figure 11.2b. However, the average response remains consistent with the data depicted in figure 11.6.

Figure 13.6 depicts the spatially non-homogeneous $f_c$ values for fibres distributed throughout the GG at peak negative airway pressure for two gravitational orientations. It is observed that the regions of the GG
that contract most effectively and produce the greatest fibre tension are at the root near the mandible and in the region of the tongue surface. This is due to the $f_L^C$ relationship and that the fibres in these regions experience a lower reduction in fibre length as the muscle contracts, thus working near optimally in terms of their length relationship. In the former case, this is due to the constraint imposed by the mandible, while the latter is due local deformation caused by contraction of other muscles such as the TV.

Figure 13.6: Non-uniform local fibre contractile function values (equation 6.11) shown for the GG (sagittal view) at $p_{	ext{epi}} = -500$ Pa. Independent of gravitational orientation, muscle fibres at the central portions of the GGm and GGp are less effective force generators than those located at the tongue surface or near the mandible. The GGa has a relatively low activity in comparison to the GGm and GGp. However, as shown in figure 13.7, it is the core of GG in which the greatest contractile stresses are generated. Even though figure 13.6 suggests that the contractile elements function more effectively near the surface of the tongue, the volume fraction of fibres is lower here than in the central region. The constraint of the mandible results in the generation of large hydrostatic stresses at root of GG. Overall, the stresses generated at peak inhalation pressure in the supine orientation are approximately triple in magnitude than those generated in the upright position at peak negative airway pressure, and the contractile stresses produced in the GG double.

As depicted in figure 13.8, the result of the greater contractile stresses is that the central volume of the tongue experiences the greatest principal strains. The tissue in the central region of the GGp experiences up to 25% strain due to the action of the GGp while the tissue near the tongue surface tends to deflect with little resulting strain. The large strains measured at the mandible and hyoid-tongue interface are due to a combination of the restriction of movement in this region and computational error resulting from the coarse approximation of the solution in this region.

For the sake of completeness, figure 13.9 is presented to illustrate the muscle response under the approximated loading conditions that represent nasal respiration in the supine position. When compared to figure 13.5b, it is clear that the pressure loads are such that the muscle input necessary to balance them is much less than that for oral respiration. These results are consistent with those detailed in section 11.2.2 and those

---

**Figure 13.6** Upright orientation

**Figure 13.6** Supine orientation

**Figure 13.6** Non-uniform local fibre contractile function values (equation 6.11) shown for the GG (sagittal view) at $p_{	ext{epi}} = -500$ Pa. Independent of gravitational orientation, muscle fibres at the central portions of the GGm and GGp are less effective force generators than those located at the tongue surface or near the mandible. The GGa has a relatively low activity in comparison to the GGm and GGp. However, as shown in figure 13.7, it is the core of GG in which the greatest contractile stresses are generated. Even though figure 13.6 suggests that the contractile elements function more effectively near the surface of the tongue, the volume fraction of fibres is lower here than in the central region. The constraint of the mandible results in the generation of large hydrostatic stresses at root of GG. Overall, the stresses generated at peak inhalation pressure in the supine orientation are approximately triple in magnitude than those generated in the upright position at peak negative airway pressure, and the contractile stresses produced in the GG double.
Figure 13.7: Element-average maximum principal stress depicted on the midsagittal plane of the tongue. Stresses are induced in the tongue due to gravitational and pressure forces (oral inhalation), as well as muscle activation. They are concentrated at the mandible where movement of the muscle tissue is most restricted, as well as in the central volume where the contractile stresses generated by the GG is greatest.

observed in figure 13.3. However, in the upright case (not shown), both the gravitational and pressure forces are very low in magnitude and therefore the muscles require negligible activation for position control. This differs from the response for the pressure distribution obtained from CFD analysis, which exhibited a measurable response in the GGm and GGp.
13.2 Quantification of muscle response during time-dependent, idealised loading

![Image](a) Upright orientation  ![Image](b) Supine orientation

Figure 13.8: Element-average maximum principal strain depicted on the midsagittal plane of the tongue at $p_{epi} = -500$ Pa. Strains are greatest in the central volume of the tongue where the compliant tissue deforms readily due to the generation of large contractile forces in the GG.

![Graph](Figure 13.9: Predicted muscle response to changing airway pressure during nasal respiration in the supine orientation using optimised neural model.

13.2.1 Analytical model of dynamic muscle response

For each muscle M, we present an approximate analytical model of the muscle response which incorporates the environmental influences that have been shown to significantly influence their behaviour. To achieve this, a trial function $FFMR^*$ is defined for the physical parameters present at time $t$. The resulting $FFMR$ value is chosen to remain within physical limits

$$\begin{align*}
FFMR &= \max \left[ 0, \, FFMR^* \right] \quad \text{with} \\
FFMR^* (p, \dot{p}, \gamma, T) &= \varepsilon_{MR} \left[ FFMR_{ave} (p, \gamma, T) + FFMR_{byst} (\dot{p}, \gamma, T) \right].
\end{align*}$$

(13.2)
It is assumed that the response can be decomposed into a rate-independent mean component and a hysteresis component that incorporates the rate-effects of loading. The former term would represent the limiting value if the time taken to attain the specified epiglottal pressure was infinitely long. The parameter $\varepsilon_{MR}$ was introduced as a mechanism to modify the ideal response, allowing the simulation of reduced muscle activation during the sleep state.

To motivate the description of these two functions, consider figure [13.10] which presents data for the GGm captured in one load cycle for two different gravitational configurations.

![Graph](image.png)

**Figure 13.10:** Raw FFMR data extracted for a single breathing cycle for the GGm. The response has been decomposed into the four distinct components of the breathing cycle, where the pressure and pressure-rates change signs. The arrows indicate the path of changing contraction intensity during inhalation (red) and exhalation (blue).

From the figures (and results not presented here), we observe the following:

- The muscle response is nonlinear with respect to pressure; however, a component of this nonlinearity may be due to rate-effects. A consideration of additional results leads to the conclusion that the response is also nonlinear with respect to inclination angle.

- There exists a different response during inhalation and exhalation. This is further affected by the gravitational orientation.

- The response exhibits a hysteresis effect during loading and unloading. In some muscles, this hysteresis is significant (for example, the peak difference in FFMR at a specified pressure was measured at 22% of the response range in figure [13.10b]).

- In general, the cyclic behaviour of the hysteresis response is clockwise, with the measured FFMR greater when the negative pressure rate is positive (i.e. epiglottal pressure is decreasing) than when it is negative. This is due to the force-velocity relationship of active muscular tissue: During muscle relaxation (experienced when $\dot{p} < 0$ for the GG), the contractile element extends while the opposite occurs during active contraction. For a fixed CE length and $\alpha$, the $f-V$ relationship dictates that the generated contractile force is significantly greater during elongation than contraction. Therefore, the FFMR can be reduced during relaxation, with the result that the muscle generates the same overall contractile force...
as required during a period of active contraction. The change in directionality observed in figure [13.10a] may be non-physical and attributed to the choice of \( \tau_F \). This is supported by the observation that the GG activation does not decrease to zero when the load is removed.

The contraction-relaxation effect on the force-velocity relationship captured in the Hill-model is depicted for the GG in figure [13.11]. Here it is observed that the fibres that are undergoing extension have a higher \( f_{cV}^c \) value than those actively contracting. In this state, the muscle is a more efficient force-generator due to various physiological reasons discussed in section 2.5.2.3 Therefore, the required level of activation (or, in this case, the FFMR) to overcome a set load is less during muscle relaxation (i.e. when the load is decreasing).

![Figure 13.11: Force-velocity function values (equation 6.13) in the Hill-element of fibres of the GG during inhalation and exhalation. The airway pressure is fixed at \( p_{epi} = -250 \text{Pa} \) in both cases, but the pressure rates differ in sign.](image)

Following from the linear functions presented in equations [10.1] and [13.1] we define a polynomial function to describe the relationship between the mean response of each muscle group and the negative epiglottal pressure \( p \) as

\[
\text{FFMR}_{\text{ave}}(p, \gamma, T) := \left( c_0 + c_1 \gamma + c_2 \gamma^2 \right) + \left( m_0 + m_1 p + m_2 \gamma + m_3 \gamma p + m_4 \gamma T^{-1} \right) p .
\]  

This function is applied separately to the positive and negative pressure regimes, with different coefficients determined for each region of the applied pressure spectrum. The first set of terms shift the zero-pressure FFMR value according to the angle of incline. The second set of terms defines the gradient of the \( p - \text{FFMR} \) relationship. In contrast to equation [10.1] this term is quadratic in \( p \) and linear in \( \gamma \). The necessity for higher-order pressure terms can be inferred by observing in figure [13.10] that the gradient of the response is not equal at \( p = \{p_{min}, p_{max}\} \), where the effects of change in pressure rates have been negated. Furthermore, the stiffness of the response is heavily influenced by the inclination angle \( \gamma \). A slight overall stiffening in the

\[ ^4 \text{Overall, only three parameters define the response in the upright position when } \gamma = 0. \text{ The other parameters are used to modify this curve to produce the desired response in other gravitational configurations.} \]
average response for various cycle periods $T$ was observed and accounted for.

To supplement equation [13.3] a model to capture the rate-induced hysteresis has been produced. As a function of the angle of incline and rate-of-change of negative epiglottal pressure, equation [13.4] is used to produce a perturbation from the rate-independent response that is noticeable in figure [13.10]. As there is no hysteresis demonstrated in quasi-static cases, the function vanishes when the pressure-rate is zero. In turn, this forces the magnitude of the perturbation at $p = \{p_{\min}, 0, p_{\max}\}$ to be zero, as these are stationary points in the assumed pressure loading path. The function, defined by

$$FFMR_{hyst}(\dot{p}, \gamma, T) := (b_0 + b_1 \gamma + b_2 \gamma^2) \left( n_0 + n_1 \dot{p} + n_2 \gamma + n_3 \gamma \dot{p} \right) T^{0.75} \dot{p}$$

(13.4)

is quadratic in pressure-rate and cubic with respect to the angle cosine. The terms in the first bracket are primarily utilised to change the direction of the hysteresis from clockwise to anti-clockwise dependent under specific gravitation orientations. The second term produces the majority of the perturbation, observed to be greatest in the supine orientation and at high pressure-rates. The magnitude of the hysteresis also appeared to be greater at lower cycle frequencies. As with the pressure-dependent function, this function also has two separate sets of coefficients valid for the two pressure regimes are determined. It is assumed that with a decrease in the FFMR-pressure gradient, there exists a proportionate reduction in the response hysteresis.

With reference to the discussion in section [2.6] there are two different mechanisms leading to muscle atonia during sleep, and their method of incorporation into the model is accounted for in the following paragraphs. Firstly we define the general factor used to reduce the muscle activity as

$$\varepsilon_{MR} = 1 - \frac{R}{100}$$

(13.5)

where $R$ represents a percentage reduction in the muscle response to the pressure load. This deactivation function, chosen a priori, to simulate in particular the response of the airway dilators during sleep or the onset of OSA [308, 231], assumes that the muscles of the tongue no longer continue to respond ideally to the gravitational nor pressure forces. This definition is aligned with the sleep response described in [111, fig. 4], where both the zero and non-zero muscle activities are less than those used when awake. According to [111, 113, 73], a reduction in tonic and phasic muscle activity in the range of 15%-30% has been measured during sleep.

The second mechanism captured is that the maximum rate-independent FFMR may be limited for certain muscles. This is described through the prescription of the additional constraint

$$FFMR_{ave} = \min [FFMR_{ave}(\dot{p}), FFMR_{ave}(p_{\text{thr}})]$$

(13.6)

This effectively restricts the degree of muscle contraction developed at low airway pressures, which mimics to the response depicted by [111], with the baseline threshold negative epiglottal pressure chosen as $p_{\text{thr}} = 450$ Pa. Beyond this threshold, these muscles are assumed no longer to respond to the falling airway pressure (and thus produces a loss of reflexive response) and, in order to ensure a smooth contractile response, only rate-based effects will result in a change in their FFMR.

5 Although derived from a measurable quantity, this term cannot be further motivated as the frequency of the load cycle (if it is at all periodic) cannot be known a priori.

6 Using $t^\ast$, the fraction of the cycle period that has elapsed, it is possible to artificially incorporate zero-pressure hysteresis into the model. This, however, voids the assertion that all significant contributors to the response should relate to physical parameters and that quasi-static loading should result in the average value being obtained.
Tables 13.2 and 13.3 list the coefficients determined for the most significant muscle groups that were active during simulations. Evolutionary algorithms were utilised to solve for the coefficients of the GGm, GGp and TV using only data obtained for nominal inhalation pressures of 500 Pa. The resulting predictive functions reproduce the behaviour to a moderate-to-high degree of accuracy. These coefficients have also been validated by checking their functionality outside the tested range of $p$ and $\dot{p}$, with physically plausible results still obtained at $p_{nom} = 1000$ Pa and double the pressure-rate serving as verification that the analytical model with the fitted parameters functions sufficiently well for a spectrum of loading conditions. Figure 13.12 demonstrates the overall accuracy of the analytical model in capturing the gross and rate-dependent behaviour of the response of the most active GG components.

### Table 13.2: Analytical model of tongue muscle control during transient oral respiration: Coefficients for FFMR ave.

<table>
<thead>
<tr>
<th>Muscle</th>
<th>Coefficient</th>
<th>Gravity shift</th>
<th>Average value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scale</td>
<td>$c_0$</td>
<td>$c_1$</td>
</tr>
<tr>
<td></td>
<td>$p \geq 0$</td>
<td>$10^{-3}$</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>GGm</td>
<td>$p &lt; 0$</td>
<td>0.5</td>
<td>5</td>
</tr>
<tr>
<td>GGm</td>
<td>$p \geq 0$</td>
<td>0.5</td>
<td>9.5</td>
</tr>
<tr>
<td>GGp</td>
<td>$p &lt; 0$</td>
<td>0.3</td>
<td>4</td>
</tr>
<tr>
<td>TV</td>
<td>$p \geq 0$</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td>TV</td>
<td>$p &lt; 0$</td>
<td>0.3</td>
<td>-0.1</td>
</tr>
<tr>
<td>SL</td>
<td>$p \geq 0$</td>
<td>0.4</td>
<td>1.85</td>
</tr>
<tr>
<td>SL</td>
<td>$p &lt; 0$</td>
<td>0.3</td>
<td>-0.2</td>
</tr>
<tr>
<td>HG</td>
<td>$p \geq 0$</td>
<td>0.4</td>
<td>1.85</td>
</tr>
<tr>
<td>HG</td>
<td>$p &lt; 0$</td>
<td>0.3</td>
<td>-0.2</td>
</tr>
<tr>
<td>MH</td>
<td>$p \geq 0$</td>
<td>0.5</td>
<td>9.5</td>
</tr>
<tr>
<td>MH</td>
<td>$p &lt; 0$</td>
<td>0.3</td>
<td>-0.1</td>
</tr>
<tr>
<td>SG</td>
<td>$p \geq 0$</td>
<td>0.4</td>
<td>1.85</td>
</tr>
<tr>
<td>SG</td>
<td>$p &lt; 0$</td>
<td>0.3</td>
<td>-0.2</td>
</tr>
</tbody>
</table>

However, it was determined that the model requires additional coefficients to fully realise the response of the SL, HG, MH and SG. The manually determined coefficients presented for these muscles represents only an approximation that captures their gross response. Furthermore, the zero-pressure hysteresis for the SL was large enough to diminish the accuracy of the model significantly, but no physically motivated terms can be introduced to the model to account for this. In most instances, the magnitude of their contraction is significantly lower than that produced by the GG constituents so it is assumed the error in the model will not produce significant deviations from the scenarios from which coefficients were determined.

Figures 13.13 to 13.15 present the response for each of the specified muscle groups for a range of inclinations and a cycle period of 2.5s. With reference to the experimental works of Remmers et al. [231], Malhotra et al.

---

In this instance, the statistical significance of the analytical model was analysed through the calculation of the coefficient of determination. Observation in the data trends, coupled with the computation of the statistical significance of the analytical models, truly motivated the requirement to capture the hysteresis effects, as the average value model alone produced sub-standard results on its own for certain muscle groups. The addition of FFMR ave increased the minimum coefficient of determination from $R^2 = 0.89$ to $R^2 = 0.94$ for the GGm, $R^2 = 0.90$ to $R^2 = 0.94$ for the GGp, and an average value of $R^2 = 0.94$ was obtained for the TV and a poor $R^2 = 0.68$ for the SL, for which the result trends are not resolved in full.
Table 13.3: Analytical model of tongue muscle control during transient oral respiration: Coefficients for FFMR_{hyst}.

<table>
<thead>
<tr>
<th>Muscle</th>
<th>Coefficient Scale</th>
<th>Gravity factor</th>
<th>Hysteresis</th>
</tr>
</thead>
<tbody>
<tr>
<td>GGM p ≥ 0</td>
<td>1 1 1 10^{-9}</td>
<td>125 10 150 25</td>
<td></td>
</tr>
<tr>
<td>GGM p &lt; 0</td>
<td>1 5.33 -3.33</td>
<td>125 -10 125 -25</td>
<td></td>
</tr>
<tr>
<td>GGP p ≥ 0</td>
<td>1 5.33 -3.33</td>
<td>125 10 150 25</td>
<td></td>
</tr>
<tr>
<td>GGP p &lt; 0</td>
<td>1 0 0</td>
<td>-150 7.5 75 2.5</td>
<td></td>
</tr>
<tr>
<td>SL p ≥ 0</td>
<td>1 0 0</td>
<td>-75 -1 -25 -2.5</td>
<td></td>
</tr>
</tbody>
</table>

Figure 13.12: Validation of transient analytical model accuracy for the GG. Overlaid on a weighted average of raw and smoothed FFMR datasets extracted from the neural model is the solid lines which indicate the response predicted by the analytical model. It is important to note that the directionality of the hysteresis, not shown in this picture, is also successfully captured by the model.

[167] and Akahoshi et al. [3] (an extract of which is shown in figure 2.17), and the model of Huang et al. [111] depicted in figure 2.18, the neural and analytical models capture the response of the GG very well, with the trends indicated by both sources being mimicked in the response illustrated in figure 13.13. The most obvious correlation between this data and that obtained experimentally is that the activity of the GGM and the GGP increases significantly as the airway pressure drops. Furthermore, the zero-pressure activity in the supine state is non-zero in the experimental and this computationally derived data. The clockwise hysteresis observed in the predicted response of the neural model at negative airway pressures has been observed in the experimental analysis of Akahoshi et al. [3] (and is most prevalent shown in [3] fig. 5b) and [231] fig. 8. Furthermore, this data and the wakeful-state model used by Huang et al. [111] depict a reduction in the gradient of the response at greater negative airway pressures. This trend has also been captured in the model at high angles of reclination, which corresponds to the conditions under which the data was collected by Akahoshi et al. [3].

The poor correlation between the magnitude of the FFMR values and EMG values presented in the literature...
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Figure 13.13: Response of the GG constituents as predicted by the analytical model for oral breathing. The thick solid lines indicate the overall response, while the rate-independent value produced from equation 13.3 is drawn as a thin line. Note that at an inclination of 75°, the hysteresis contribution is practically zero. This was also observed in the data obtained in the simulations and is near the inclination at which the response loop changes from clockwise to anti-clockwise.

165 [261, 221] can be attributed to the choice of material parameters for the muscle model (specifically $T_{0\text{max}}$, but also variations of material constitution amongst individuals), the modelled physical conditions and the interpretation of the EMG scale itself. However, that the trends have been captured extends confidence that the model approximates the function of the GG for the case of oral breathing.

From a comparison between figure 13.14a and figure 13.13c it is deduced that the TV and GGp activity are closely linked. Although the GGm and GGp both result in lateral expansion of the tongue, the TV has a larger proportion of its volume distributed in regions of the GGp than the GGm and is therefore better suited to oppose the motion caused by the GGp than the GGm. Negligible hysteresis was predicted by the neural model, and thus was not accounted in the analytical model.

The response of the SL varied greatly with the environmental conditions. As illustrated in figure 13.14 the gravitational orientation dictated whether this muscle is most critical during inhalation or exhalation. Considering the extreme cases, it can be determined why the SL is needed to prevent the deflection of the
Figure 13.14: Response of the TV and SL, both located near the superior surface of the tongue, as predicted by the analytical model for oral breathing.

tongue tip towards the mandible. The SL is most active during inhalation in the supine condition as then the GG contracts strongly. However, in the upright condition it is required to contract during exhalation when the loading forces act to produce a similar effect. The zero-pressure hysteresis associated with the SL was very large and not accounted for, leading to the poor correlation mentioned in footnote 7 on page 205.

Figure 13.15 illustrates the activity in the HG, MH and SG. The general trend for these muscles is that they are required to produce a greater contractile force during exhalation than inhalation. When a positive pressure is produced in the airway, the load is such that the tongue is pushed anteriorly. The SG is used to prevent this, but also leads to a resulting upwards force on the rear surface of the tongue. The action of the HG is therefore necessary to prevent lifting of the tongue posterior. The MH further assists in moderating the amount of lift on the tongue body. A further point to note is that the response of the HG and MH has a more complex relationship with the gravitational orientation than observed in other muscles. The MH shows most activity at 60° above the horizontal, while the HG demonstrates a very different response below 45°. This could be attributed to the energy-minimisation requirement (see section 7.3.2) and the interaction between these muscles and other muscle groups not detailed here.

With regard to the frequency of inspiration, figure 13.16 illustrates the stiffening of the GG response as the period of the breathing cycle is reduced. The phenomenon appears relatively minor, but capturing its effect for all postures improved the statistical accuracy of the model considerably.

13.3 Dynamic vs quasi-static analysis: The role of load history and the rate-dependence of muscular tissue

It has been demonstrated that it is possible to gain insight into the functioning and response of the tongue using two techniques, both of which have certain advantages and disadvantages in terms of simplicity and computational expense. A choice must now be made as to which methodology will be utilised to simulate the state of sleep. To do so, a comparison between results attained by the two methods is first made and an analysis of the conclusions that can be drawn from them is presented.
13.3 • THE ROLE OF LOAD HISTORY AND THE RATE-DEPENDENCE OF MUSCULAR TISSUE

Firstly, a reminder of the fundamental differences in the simulation philosophies: the time-dependent load has been a simplified and assumed field, while the static-load is determined from the final pressure field extracted from the CFD data. The muscle and neural models, both of which have been developed for dynamic situations, have been applied directly to the quasi-static case with only the removal of the rate-dependent
response of the muscle. To arrive at a decision, the collective effect of the boundary conditions and control algorithm result must be considered.

In section 13.1 and section 13.2, it has been shown that the neural model produces comparable results between the two methodologies. This is a surprising result, given the significantly different passive tongue movement due to the ideal and CFD derived pressure fields. With respect to the functioning of the GGp and GGm in particular, both of which have been demonstrated to be directly affected by posture and play the role of airway dilators, comparison between figure 13.4 and figure 13.13 indicate that qualitatively and quantitatively similar trends are produced. This suggests that the approximated loading distribution used in the dynamic cases is sufficiently accurate to represent mouth and nasal inhalation. It also demonstrates that the neural and muscle models can be used successfully in static analysis.

As was noted in section 13.1, the overall accuracy of the control algorithm (in its current form) is less than desirable while the performance for the dynamic case is adequate. The alternate methodology, with the current representation of the pressure distributions present in the airway, results in an over-prediction of the retroglossal displacement in the passive state. However, the dynamic scenario may provide additional insights in terms of the displacement and muscle contraction histories resulting from the temporally-variable load. The dynamic methodology, using approximate descriptions of the loading conditions, therefore will be utilised in section 13.4 to simulate one possible scenario leading to a loss of upper airway patency.

13.4 Induced retroglossal movement due to idealised dynamic loading during sleep

The analytical model presented in section 13.2.1 has been demonstrated to reproduce a response similar to that predicted by the neurological control model. Through manipulation of this response, it is now possible to predict the outcome of changing both anatomical and environmental conditions in conjunction with a sub-optimal muscle reaction. This allows the simulation of conditions that may lead to sleep disorders. Possible scenarios that could be investigated include

**Neurological response:** A reduction in the ability of muscles to resist air and gravitational loads. These may be caused by a slow adaptation of activity to rapidly changing environmental conditions, or an innate or developing neuromuscular disability.

**Pathophysiological:** An increase in adipose tissue content in the muscle requires an adaptation of the muscle response as the material parameters change over time. Suppressed muscle learning may result in insufficient contractile force, namely that required for the “learned” composition of the tongue, being utilised.

To simulate these conditions, a similar problem configuration to that used before was utilised. Using the temporally-dependent model, three full cycles of oral breathing were reproduced. Each cycle of inhalation and exhalation was considered to be 2.5s in length, and the nominal pressure for the period of exhalation was initially fixed at $p_{nom} = 500$Pa. Other specific changes to each scenario is listed where appropriate.

By modulating the value of $\varepsilon_{MR}$ (equation 13.5), simulated depression of tongue muscle response to surrounding air-pressure during sleep can be produced. Furthermore, enforcing the relationship given in equation 13.6 ensures a further limitation of muscle activity at epiglottal pressures of lower than $\sim 450$Pa.
restrict the usage of these modifications to the airway dilators, and assume that all other muscles function optimally.

In the following results, the anteroposterior position of the rear of the tongue, namely the y-component of the displacement of $P_C$, are measured relative to the solution determined with the optimised response (figures [13.13] to [13.15]) as the baseline. This was done as the displacement solution obtained the analytical model as a control mechanism, like that when directly using the GA controlled neural model, is small but non-trivial.

### 13.4.1 Posture and the depression of genioglossal response to airway pressure

Assuming the worst-case scenario in terms of response depression $\varepsilon_{MR}$ which may arise during sleep, figure [13.17] gives an indication to the greatly altered genioglossal response for nominal inhalation pressures near and well over the threshold pressure stated in [111]. Increasing the maximum negative airway pressure from 500Pa to 1000Pa for a fixed inhalation period results in an increase in the amount of hysteresis induced in the muscle response. More pertinent is the activity at pressures lower than the threshold pressure. Although the rate-effects result in a differing response during periods of pressure increase and decrease, the slope of the average response at a set pressure below the threshold value is now zero. Comparison with figure [13.13] demonstrates that the dilators have been severely compromised and that muscle activation is substantially less than that required to sustain position control under airway loads. Furthermore, the zero-pressure response is also reduced, suggesting that movement of the tongue under gravitational loads may be expected.

The two loading cases presented here are interpreted in the following manner: In the first, setting $p_{nom} = 500\text{Pa}$ for the inhalation cycle in conjunction with a non-trivial value of $\varepsilon_{MR}$ simulates destimulation of components of the GG without sufficient movement to result in a total loss of airway patency. The second scenario, where $p_{nom} = 1000\text{Pa}$ for the inhalation cycle, reduced activation is assumed to lead to a partial or total blockage of the retroglossal space or contribute to a loss of patency in the lower pharynx (leading to very low pressures). This could be related to the increased adipose deposits in, or movement of, the retroglossal and pharyngeal tissues, resulting in a decreased normal pharyngeal CSA.

The anteroposterior position of the rear of the tongue which changes due to partial deactivation of the genioglossus is shown in figures [13.18] and [13.19]. For the two pressure cases, the result of sub-optimal response of the GGp and GGm and the GGp alone are evaluated. The latter case was tested as the GGp has been previously shown to be primarily responsible for the control of the anteroposterior position of $P_C$.

The first case to be evaluated is that when the maximal negative airway pressure approaches and only slightly exceeds the threshold pressure. As shown in figure [13.18], a change in posture and lowering of the airway pressure resulted in a rearward movement of the tongue. Significant motion solely due to the influence of body forces is predicted in the supine orientation, especially when both GG components are understimulated. In all cases, loss of the effective functioning of both the GGm and GGp results in much larger motions than the GGp alone. In the supine case, at maximal applied pressure an extra 1mm rearward movement can be attributed to the loss of control of the GGm.

A decreasing angle of incline resulted in greater displacements due to the increased posterior component of

---

8 Up to this point, no mention of sleep-induced atonia in the other muscles of the tongue had been found in the literature.
In each case, 30% atonia (deactivation) is achieved by setting $R = 30$ in equation 13.5. The threshold pressure, prescribed as $p_{th \text{r}} = 450\text{Pa}$, for limitation of the average muscle response is marked by a dashed line. Comparison of figure 13.17a with figure 13.17c, and figure 13.17b with figure 13.17d, reveals the pressure-rate effects on the prescribed FFMR.

gravitational loading. However, the average gradient of the pressure-displacement curve is greater in magnitude for the upright case than of the supine case. This was due to increased muscle tone and the resulting tissue stiffening that occurs as increased gravitational resistance is required. There exists a noticeable change in displacement gradient for high inclinations once threshold pressure has been exceeded. Conceptually, this may be sufficient enough to induce a marked change in the airway pressure profile and result in a loss a patency.

A number of secondary phenomena also can be noted. Due to the general reduction in tonic activity, the zero-load displacement increases as the orientation moves towards the supine. The displacement hysteresis occurs in clockwise manner indicating that during relaxation movement of the tongue (particularly posterior displacement) increases. This effect is marginal in the supine case, but becomes more significant as the inclination angle increases. Furthermore, for the case of only having GGp atonia, a convergence of displacement histories of $P_C$ occurs at inclinations less than 60°.
13.4 • **Induced retroglossal movement due to idealised dynamic loading during sleep**

Figure 13.18: Anterior displacement of point $P_C$ during partial deactivation of GG with changing posture. Minimum epiglottal pressure produced with $p_{\text{nom}} = 500\, \text{Pa}$, while a pressure threshold $p_{\text{thr}} = 450\, \text{Pa}$ and $30\%$ atonia ($R = 30$) are assumed. The slight step in the displacement curves at higher pressures is due to the changing number of Uzawa iterations used to enforce incompressibility.

Once the threshold pressure is exceeded, large motions (between $2 - 3$ times that predicted for a lower nominal pressure) are predicted at maximal load. Figure 13.19 indicates that the predicted tongue movement is dramatically altered by the posture and an increased pressure loading. There exists a significant reduction in position control and resistance to the effects of increased airway loads once threshold pressure is crossed. In all cases, the pressure-displacement slope is altered significantly after this point. The overall result of this motion would be a significant reduction in pharyngeal CSA. Loss of governance of the GGp alone results in a similar behaviour of the tongue, although again the displacements are smaller overall.

Counter-intuitively, increasing the inclination does not necessarily result in an increase in airway patency. Tissue is far more compliant in upright position due to decreased muscle tone, thereby leading to greater displacements under pressure load. Due to the lessened tone, the resulting displacement at maximal load is greater in the upright position than the supine orientation.

The movement recorded during the transition from inhalation to exhalation and vice versa is significantly different. Hysteresis effects are large, and natural recovery of airway patency is weakened by the viscoelastic behaviour of the tissue. Interestingly, this leads to the maximum displacement of the tongue occurring at an epiglottal pressure slightly greater than the minimum pressure. Rate-effects persist as the zero-pressure point is reached. There also exists a convergent point at $850\, \text{Pa}$ where the load-based displacement is identical during the period of pressure drop.

### 13.4.2 Modulation of pressure threshold governing loss of reflexive muscle response during sleep

The pressure at which a loss of reflexive mechanisms occur is certainly gender specific, but also has a wide spectrum of other aetiologies. One can speculate that various factors, such as neurological disorders and...
Figure 13.19: Anterior displacement of point $P_C$ during partial deactivation of GG with changing posture. Minimum epiglottal pressure produced with $p_{nom} = 1000$ Pa, while a pressure threshold $p_{thr} = 450$ Pa and 30% atonia ($R = 30$) are assumed. The difference in displacement magnitude between the intersection points of a vertical line with the displacement history quantifies the displacement hysteresis in the loading cycle at a set pressure.

In the following scenarios, the baseline value of $p_{thr}$ is increased, with the expected result being that the resistance to movement is also increased. The resulting muscle activity for the primary airway dilators is shown in figure 13.20. As expected, the response of GG components below $p_{epi} = -450$ Pa is identical in all cases, but as the threshold pressure is exceeded the muscle activity levels out. The result is that between the threshold and peak pressure, the amount of contractile force generated within these muscles is severely reduced as the threshold pressure is increased.

Figure 13.20: FFMR for partially deactivated muscles at varying values for the pressure modulation threshold $p_{thr}$. Minimum epiglottal pressure produced with $p_{nom} = 1000$ Pa, while 30% atonia ($R = 30$) is assumed.
As a percentage of the FFMR produced at peak pressure in the wakeful state, this mechanism of muscle deactivation is far more severe when the body is situated in the upright posture than the supine one. Table 13.4 demonstrates that, in the worst-case, a loss of up to 75% of dilator activity may be induced during sleep in the upright posture, while the equivalent case may limited to 50% when the body is in the supine orientation.

Table 13.4: The influence of sleep reflex loss pressure threshold on GG contraction strength. Tabulated is the difference of GG FFMR at peak pressure with respect to that produced during the awake state.

<table>
<thead>
<tr>
<th></th>
<th>Pthr</th>
<th>Upright</th>
<th>Supine</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) GGp</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>450Pa</td>
<td>−74.4%</td>
<td>−50.4%</td>
<td></td>
</tr>
<tr>
<td>600Pa</td>
<td>−64.1%</td>
<td>−43.8%</td>
<td></td>
</tr>
<tr>
<td>700Pa</td>
<td>−56.5%</td>
<td>−39.8%</td>
<td></td>
</tr>
<tr>
<td>800Pa</td>
<td>−48.3%</td>
<td>−36.2%</td>
<td></td>
</tr>
<tr>
<td>900Pa</td>
<td>−39.4%</td>
<td>−32.9%</td>
<td></td>
</tr>
<tr>
<td>(b) GGm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>450Pa</td>
<td>−74.6%</td>
<td>−47.4%</td>
<td></td>
</tr>
<tr>
<td>600Pa</td>
<td>−64.4%</td>
<td>−42.5%</td>
<td></td>
</tr>
<tr>
<td>700Pa</td>
<td>−56.7%</td>
<td>−39.3%</td>
<td></td>
</tr>
<tr>
<td>800Pa</td>
<td>−48.5%</td>
<td>−36.1%</td>
<td></td>
</tr>
<tr>
<td>900Pa</td>
<td>−39.5%</td>
<td>−33.0%</td>
<td></td>
</tr>
</tbody>
</table>

For the upright case it is this effect, coupled with the overall minimal muscle tone used to regulate the tongue position, that results in a large anterior deflection of the tongue once the pressure threshold has been exceeded. Figures 13.21a and 13.21b indicate that in the period of pressure decrease, up to 4.5mm anterior deflection may occur when both dilatory components of the GG are affected. When the GGp alone experiences atonia, the maximal displacement magnitude post-threshold is reduced to 3mm. In each case, the maximal anterior displacement and magnitude of the displacement hysteresis measured during pressure drop and rise is proportional to the threshold pressure. The latter point can be explained by the fact that position recovery during the period of pressure normalisation is severely affected by threshold pressure through both viscoelastic effects and the reduced peak level muscle activity. In summary, the higher the pressure threshold, the greater the length of time for which the tongue experiences large retroglossal deflection.

However, in contrast to this, for the supine posture the effect that the pressure threshold has on the displacement is significantly reduced due to the overall increased muscle tone. The zero-load displacement is greater than that of the upright case as the tonic muscle activity is reduced during the sleep state. As was observed for the upright case, an increase in the pressure threshold does result in a greater anterior deflection of the tongue, and this is exacerbated by the reduction of activity of the GGm in addition to the GGp. This motion is limited to only 2mm after the pressure dropped below the threshold value in the worst case, and when only the GGp experiences atonia this value is only 1.25mm. For $p_{thr}$ between 700Pa and 900Pa, the displacement histories were quite similar in this orientation when compared to that of previous case where measurable differences are visible.

13.4.3 Degree of muscle atonia during sleep

Evaluation of the effect of general atonia of the tongue muscles during inspiration was conducted by altering the value of $R$ in equation 13.5 with $p_{thr}$ remaining at the baseline value. It is indicated in figure 13.22 that the retroglossal movement of the tongue is most significantly influenced as the angle of recline increases.
Muscle response to simulated breathing and conditions of pharyngeal collapse

Figure 13.21: Anterior displacement of point $P_C$ during partial deactivation of $GG$ due to a changing pressure threshold $p_{th}$ value. Minimum epiglottal pressure produced with $p_{nom} = 1000\, \text{Pa}$, while $30\%$ atonia ($R = 30$) is assumed.

In the upright posture, the difference in anteroposterior movement at peak pressure between the extreme cases was $0.75\, \text{mm}$ when both the GGp and GGm experienced a reduction in muscle activity, while a difference of $0.5\, \text{mm}$ was measured when the GGp alone functioned suboptimally. It was also observed that throughout the inhalation cycle the anterior motion increased marginally as the value of $R$ increased. This was primarily due to the loss of reflexive mechanisms, but is also partially attributed to the viscoelastic behaviour of the muscles. Regardless of the degree of atonia present in the muscles, once the pressure threshold is exceeded during inhalation, the tongue’s position remains severely compromised for the rest of the inhalation cycle.

When there is no air-induced load and the orientation is changed to that of the supine posture, the increased atonia compromises the tongue’s ability to resist gravitational forces. When both components of the GG are affected, the zero-load displacement at the start of the inhalation increases by a margin of $1.5\, \text{mm}$, while in the second case $0.75\, \text{mm}$ of initial movement can be attributed to this factor. This leads to a marked difference in the pressure-displacement history and a greatly increased difference in the zero-to-maximum pressure displacement value: $2.25\, \text{mm}$ and $1.5\, \text{mm}$ for the two- and one-GG component deactivation cases respectively.

By comparing these two sets of results, eliminating the gravitational effects and ignoring the loss of reflexive muscle tone, it can be concluded that, regardless of orientation, less than $1\, \text{mm}$ of additional retroglottal
13.4 Induced retroglossal movement due to idealised dynamic loading during sleep

Figure 13.22: Anterior displacement of point $P_C$ during partial deactivation of $GG$ due to a variation of the degree of muscle atonia. Minimum epiglottal pressure produced with $p_{\text{nom}} = 1000\text{Pa}$, while a threshold pressure $p_{\text{thr}} = 450\text{Pa}$ is assumed.

movement is generated due to the presence of an airway load on the tongue when in a state of reduced muscle tone. Overall, it can be stated that the loss of muscle tone may certainly lead to increased movement of the tongue as the angle of incline is reduced.

13.4.4 Delay in muscle response during sleep

Simulation of a neurological deficiency leading to a delayed response of all muscles to an external loading stimulus can be achieved by altering the pressure value used in equation 13.2. In practice, this means that an epiglottal pressure $p = p(t)$ is applied to the tongue surface, while $p = p(t - \Delta t)$ is registered and responded to by the tongue muscles. As it is assumed that such a situation may only arise during sleep, the delayed response was coupled with a partial deactivation of the dilator muscles.

Figure 13.23 shows the resulting muscle response as a function of the epiglottal pressure with a sinusoidal temporal loading pattern. It is quite apparent that even a small delay, of the order of tens of milliseconds, drastically changes the recorded stimulation history of the dilators. Due to the temporal offset, the portion of the FFTMR curve associated with pressure drop is shifted right with respect to the non-delayed curve, while
that recorded during a pressure increase is shifted left. The result of this is that for the supine posture each set of response curves has a clockwise looped shape for the supine orientation with the cross-over point shifting right as the delay increases. A similar phenomenon may also be seen in the work of Akahoshi et al. [3] shown previously in figure 2.17 although it appears from this data only very small neural delays may be appropriate. As the upright posture normally results in an anti-clockwise activation hysteresis curve, a neural signal delay tends to widen the loop further.

Figure 13.23: FFMR for partially deactivated GG muscles with a preset delay in the activation with respect to the applied airway pressure load. Minimum epiglottal pressure produced with $p_{\text{nom}} = 1000\text{Pa}$, while a threshold pressure $p_{\text{thr}} = 450\text{Pa}$ and 30% atonia ($R = 30$) are assumed.

As is shown in figure 13.24, the effect that the offset response of the dilators to the applied load has a situation varied effect on the retroglossal displacement history of the tongue rear surface. The presence of an activation delay leads to a significantly altered displacement history, particularly at high airway pressures, with the result that displacement is increased when the pressure-rate is negative. When both components of the GG experience a delayed neural response, as well as the destimulation associated with sleep, the maximal resulting rearwards tongue motion appears no larger when the neural delay is large than when there is no delay at all. However, when only the GGp FFMR is limited at the threshold pressure, the addition of a neural delay results in a measurably larger posterior deflection. The magnitude of the displacement remains less than in the case where the functioning of both muscles are compromised.

In the supine orientation, a cross-over point in the displacement-pressure loop is noted when long delays are present. This signifies that the typical behaviour of less movement during the pressure drop than during pressure increase is reversed. This is attributed to an increased contraction of the GG as it neurologically registers lower pressures than those actually experienced by the tongue, which in turn causes a larger contractile force to be applied thereby partially offsetting the atonia that is present. Conversely, at the inception of the inspiratory pressure drop the dilators are still responding to the expiratory pressures and thus the tongue experiences a greater no-load deflection than in the previous case-studies that have been presented.

If the head posture remains upright, the maximal anteroposterior displacement value occurs at minimum airway pressure while in the supine posture occurs at a higher pressure. In the supine case, the trend is that the magnitude of the motion produced as the pressure drops is increased due to the increased lag in response of the GG. For delays in excess of 105ms, the FFMR history no longer appears physiologically plausible.
13.4.5 Increase of non-muscular tissue mass in tongue

Using the analytical control model, it is feasible to simulate soft tissue accumulation in the interstitial space of the tongue musculature with no subsequent adaption by motor learning. This is achieved by keeping the coefficients listed in tables 13.2 and 13.3 valid for $\phi_f = 0.7$, constant and changing the fibre volume fraction applied to the physiology. As previously described, this material parameter is specified constant throughout the tongue and all muscles are affected in terms of the contractile stress that they generate locally. As some performance degradation is expected in the awake and sleep states, both are evaluated and discussed below.

13.4.5.1 Wakeful state

As was demonstrated in section 11.3.1, the genioglossal activity required to control tongue movement under both gravitational and pressure loading increases as the fibre volume fraction is reduced. Therefore even

Figure 13.24: Anterior displacement of point $P_C$ during partial deactivation of GG with delayed neural response of all muscles. Minimum epiglottal pressure produced with $p_{\text{nom}} = 1000\,\text{Pa}$, while a threshold pressure $p_{\text{thr}} = 450\,\text{Pa}$ and 30% atonia ($R = 30$) are assumed.

In these cases, the maximal posterior movement occurs at significantly higher pressures than the minimal epiglottal pressure and results in larger displacements than recorded in figures 13.24c and 13.24d.
in the wakeful state when the dilators are most responsive, large retroglossal movement of the tongue is possible if the increased volume of interstitial tissue is not accounted for.

Figure 13.25a illustrates that, on average, for every 10% by volume of adipose tissue increase, a displacement of 1mm per 1kPa can be expected when orientated in an upright position. In the supine posture, the performance is further affected by gravitational influences. Again, the overall stiffening of the muscular tissue results in a general resistance to airway loading but the deflection due to gravitational loading alone is approximately 0.75mm per 10% volume increase of interstitial tissue. However, it was observed that the resistance to a drop in epiglottal pressure decreases considerably as φ_l decreases. Rate-effects only appear to become significant if the difference between the neurologically-apparent and physiological values for the φ_l differ greatly.

Figure 13.25: Anterior displacement of point P_C during wakeful state inhalation due to reduced fibre volume fraction with GG response prescribed for φ_l = 0.7.

13.4.5.2 Sleep state

The addition of reduced contractile force due to soft tissue build-up, in conjunction with the performance degradation of the GGp and GGM associated with the sleep state, leads to very large rearward movement when the supine posture is maintained. As can be seen in figure 13.26b, at no load the retroglossal displacement is doubled when the value of φ_l is decreased from 0.7 to 0.4. At very low pressures up to a further 1.5mm anterior motion can be attributed in the extreme case to the mismatch between muscle stimulation and interstitial tissue volume.

In contrast, having the head in the upright position leads to far lesser deviation due to soft tissue build-up alone. At the pressure threshold, for the most extreme case an additional 0.75mm of movement may be induced while at the minimum airway pressure this value is 1.25mm.

13.5 Summary and discussion of results

Using the knowledge accumulated in producing the parametric study, the parameter-optimised neural model was used to perform two studies. The first was conducted under quasi-static conditions and using the pres-
13.5 • Summary and Discussion of Results

Figure 13.26: Anterior displacement of point \( P_C \) during sleep state inhalation due to reduced fibre volume fraction with CG response prescribed for \( \phi_f = 0.7 \). Minimum epiglottal pressure produced with \( p_{\text{nom}} = 1000 \text{Pa} \), while a threshold pressure \( p_{\text{thr}} = 450 \text{Pa} \) and 30\% atonia (\( R = 30 \)) are assumed.

SURE fields generated from the CFD analysis of the HUA. Loading of the passive tongue demonstrated that the displacement trends resulting from the assumed and CFD pressure distributions were similar. However, the assumed distribution resulted in an over-prediction of the air-induced movement at a set epiglottal pressure. Application of the neural model allowed the resolution of the FFMR required by the GG to resist movement during the wakeful state. The trends in the predicted response were qualitatively similar to those observed in the temporally-dependent parametric studies. From this, an analytical model, linear in terms of the epiglottal pressure, was produced and confirmed to be of a similar nature to that described in the literature. However, the accuracy of the data extracted from the neural model was declared questionable. Ultimately, it was decided that understanding the transient behaviour of the tongue was important and could lead to a deeper understanding of the tongue’s functioning than static simulations could achieve.

The second study involved the application of the neural model to scenarios in which a temporally-dependent pressure distribution, incorporating phases of both inhalation and exhalation, was utilised. Due to the complexity and computational expense of the task, the spatial description of the load was approximated with the knowledge of the general magnitude of the difference in the results under passive conditions. The effectiveness of the optimised neural model was reexamined under these conditions, and it was demonstrated that good results, consistent with those observed during the parametric study, were obtained. A deeper evaluation of the macro- and microscopic functioning of the airway dilators under differing loading conditions was performed.

Using data extracted from 24 independent simulations with a variation in angle of recline and duration of the breathing cycle, a nine parameter analytical model predicting the approximate response of seven muscle groups was produced. More specifically, the determined coefficients approximate the optimal activation of the tongue muscles during the wakeful condition and within a pressure regime consistent with a patent airway. The model primarily links posture and the epiglottal pressure and its rate of change to the muscle response. Furthermore, this model accounted for hysteresis effects and incorporated additional parameters which could simulate the muscle atonia present during sleep. It was validated by comparing the response predicted at negative pressures, exceeding that for which the parameters were extracted, to those generated by the neural model under the same conditions.
The sophisticated analytical model was used to simulate the tongue’s behaviour assuming a variety of conditions and pathologies, with an emphasis on functioning during the sleep-state. Posture, the fraction of tongue non-muscular tissue, the quantity of muscle tonia, the reflex mechanism critical pressure threshold and neurological signal delay all were evaluated and their influence on retroglottal tongue movement due to airway pressure was quantified. In these scenarios, it was assumed that some loss of airway patency had occurred, thus lowering the minimal epiglottal pressure.

From the results presented in section 13.4, it is evident that the normal loss of tone in the GG associated with sleep leads to several millimetres of retroglottal movement. This motion is amplified when both the GGp and GGm are affected, as opposed to the GGp (the main dilator) alone. Displacement hysteresis was also observed during the breathing cycle, indicating the significance of the viscoelastic nature of active muscular tissue. During normal sleep with no airway occlusion, gravitational influences dominate and posterior motion of the tongue is greatest in the supine posture. Atonia in both the GGp and GGm lead to in excess of 1.5mm posterior movement at atmospheric epiglottal pressure in this orientation. Under load, the maximal displacement condition was still that of the most reclined posture, but the pressure-induced displacement was greatest for the upright posture. The effect of many pathologies on the response to airway loading in a collapsed airway are more noticeable in the upright or lateral posture when the muscle tone, and therefore pre-load stiffness of the muscular tissue required to overcome gravitational forces, is lowest. Although this appears contrary to the literature (see [268, 269]), it primarily suggests that the no-load response of the tongue at the initiation of inhalation is a critical factor in the determination as to whether a loss of patency of the upper airway will occur in a given breathing cycle.

In the upright posture, the cessation of reflexive actions is the primary mechanism that leads to large displacements, even at low levels of sleep-induced atonia. However, for the supine orientation it is general GG atonia resulting in a loss of resistance to gravitational forces that remains the dominant contributor to anteroposterior tongue movement unless the threshold pressure is very high. For a prescribed air-pressure load pattern, a delay in the reflexive action of the dilators leads to no increase in the maximal displacement of the tongue posterior but did result in an increase in movement at higher pressures during the initial stages of inspiration. This may again lead to a pathogenic scenario due to the low-load movement of the tongue. Lastly, it was observed that a decrease in the volume occupied by the muscle fibres with no corresponding change in the muscular activity during sleep leads to very large deformations in both the upright and supine orientations.

Related to the cephalometric measurements of this geometry mentioned in section 8.8.2, the motion resulting from individual sleep-related phenomena evaluated here, without accounting for the movement of the pharyngeal constrictors, reduce the anteroposterior diameter of this upper pharynx geometry by up to 30% during high-resistance oral inhalation with a \( \phi_l = 0.7 \). However, it is reasonable to assume the cumulative displacement due to the compounding effect of multiple pathologies will be greater than this. The natural limiting case for this geometry and a \( \phi_l = 0.7 \) is the supine orientation with the maximal oral pressure load applied to the passive tongue. This leads to a 9.1mm of posterior movement of its rear surface. This limit is nearly reached when introducing a large \( \phi_l \) and dilator response mismatch, with up to 45% reduction in the

---

10 The reader is reminded of the supplementary study discussed in section 11.2.1, in which it was stated that the tongue muscle response when in lateral postures is qualitatively similar to that with the body assuming the upright posture. Assuming that the two component non-dilatory muscles lateral to the midsagittal plane keep the tongue out of contact with the palate, teeth and other buccal tissues, then it can be inferred that lying on one’s side may be detrimental due to decreased tone of the GG. However, the act of performing lateral control of the tongue position results in increased stiffness of certain regions of tissue and may partially negate this effect.
anteroposterior diameter achieved during sleep.

Given the spectrum of measurements presented in the literature (see table 8.1), it is noted that for many subjects the pathology-induced displacements predicted during sleep could result in a near complete filling of the upper pharyngeal space by the tongue. In the worst cases, the lack of resistance to the gravitational forces alone could induce such a behaviour. This reinforces the importance of sleep posture described in the literature, but also demonstrates that any of the pathologies investigated here, or the exacerbation thereof, may play a significant role in the induction of an apnoeic event.

The reader should also be reminded of the points made in the comparison drawn in section 13.3 where it was inferred that, due to the simulation methodology employed, the large displacements measured due to airway load in section 13.4 may be significantly exaggerated. That said, the retroglossal displacements predicted to occur during sleep and for the varying pathologies are sizable in comparison to the anteroposterior cephalometric measurements for OSA patients listed in table 8.1.
Imaging data has been used to construct a physiologically realistic model of the human tongue and surrounding tissues. Micro-histological data was also extracted and used to describe the tongue musculature. Simultaneously, the geometry of the surrounding airway including the nasal passages, buccal cavity, pharynx and trachea was reconstructed. CAD software was utilised to translate the extracted imaging data into meshed models for use in FEA and CFD analysis. A customised quasi-incompressible finite-strain elastic solver, based on well established and robust numerical methods, was developed using an open-source FE library. A muscle model, linking the micro- and macro-scale geometries, was introduced to describe the transverse isotropic behaviour of both passive and active muscular tissue. A method of simplifying complex geometries produced by capturing some of the extrinsic muscles of the tongue was developed.

A number of small studies were conducted to better understand the functioning of the tongue and ultimately assist in the derivation and motivation of mechanisms incorporated into a neuromuscular control algorithm. Initially, simple scenarios were evaluated to establish the response of the passive tongue as a whole and together with its underlying histology to gravitational and airway loading. The motion produced through the isolated contraction of individual tongue muscles was then tested and determined to be consistent with that described in both the human anatomical and computational literature. The importance of muscle coactivation was shown by demonstrating the complex movements only possible through the coordinated contraction of several muscle groups. The change in length of each muscle induced by the contraction of other muscles was then measured, and the minimal activation of the GG required to resist posterior movement of the tongue due to airway and gravitational loading was computed.

An open-source GA library was coupled to the FE solver for the purpose of providing an automated method of muscle control in response to a priori unknown stimuli. Control of the spatial position and energetic properties of the active tongue was established through the use of a multi-objective optimisation function. The steps related to the development of the control algorithm, as well as its basic functioning, were shown in detail. Numerous methods were employed to minimise the number of expensive state evaluations required by the non-deterministic GA. However, it was demonstrated that the model was robust and provided good spatial control and repeatable trends for the active muscle set under various scenarios. The results also appeared consistent with data presented in the cited literature.

A wide parametric study was conducted to optimise the functioning of the neural control model and establish the parameters most critical to the general functioning of the tongue under complex loading situations. It was demonstrated that the neural model captured the dilatory action of the GG and the role that several
physiological and environmental factors play in its response to loads. Importantly, it was demonstrated that the GG as well as the other muscles of the tongue, are more than capable of producing sufficient contractile force to overcome airway loading, even during periods of very heavy respiration.

A CFD model was developed and validated by demonstrating that the flow-field and pressure losses in various regions of the anatomy were consistent with data and studies described in the literature. Analysis of the airflow in the HUA was used to corroborate the initial pressure distribution assumed to develop under conditions of nasal and oral inspiration and expiration. It was shown that the pressure field developed during oral inspiration leads to the greatest anteroposterior pressure gradient on the tongue surface, and that an increase in the air flow rate increases the pressure losses in the buccal cavity.

The now optimised neural model was subsequently applied to the tongue when loaded using the pressure distribution extracted from the CFD study. A comparison was made between the passive behaviour of the tongue and a response for the airway dilators, qualitatively similar to that determined during the transient parametric study, was established. However, it was decided that the quasi-static behaviour of the neural model was sub-optimal, and that further exploration on the response of the tongue under transient conditions would be most enlightening in terms of understanding the precipitators of SDB.

Using the information and understanding gained from the previous studies, a wide-scale set of simulations was performed and data extracted from the neural model was used to produce an analytical model describing the awake response of several muscle groups during breathing to variable environmental influences. The resulting model was derived from, and consistent with, previous iterations developed under more simple conditions. It fitted the extracted trends accurately and captured the hysteresis effects developed due to the viscoelastic nature of active muscular tissue. Later, parameters were introduced to invoke the sleep-state response of the airway dilators observed during polysomnography.

Applied to several pathogenic scenarios, the model was used to highlight the importance of the no-load response of the tongue in resisting gravitational forces and preventing the initial movement that may lead to SDB such as OSA. Additionally, it was shown that the degradation of dilator response, by atonia or the loss of reflexive mechanisms, may lead to large retroglossal movement of the tongue which for some patients could result in complete occlusion of the retropharynx. Since these phenomena are normal during sleep, the degree to which they affect the retroglossal movement was methodically quantified. A delay of the order of tens of milliseconds in the response of the dilators to the airway load was shown to lead to abnormal behaviour in the tongue especially at the onset of inhalation. The potential degradation in the performance of the dilators, both during wakefulness and sleep, due to increased deposition of non-muscular tissue in the tongue was also quantified. Comparing these results with experimental studies documented in the literature, it was concluded that the tissue deformation present at the inception of airway pressure drop was particularly important in terms of the precipitation of airway collapse. All of the factors listed above have been demonstrated to have an influence in this regard.
There are a number of areas in which the models developed for the purpose of this work can be improved. These include the

**Geometry:** It would be ideal to find a dataset more suitable for the study of OSA and other SDB syndromes, namely one derived from a patient confirmed as having been inflicted with the disorder. Such a dataset should also ensure the tongue is in a more natural position. A more accurate description of the spatial distribution of tongue muscle volume fractions should be attained and incorporated into this data. Extension of the solid geometry to incorporate other soft tissue structures of the HUA, such as that presented in appendix I.1, would assist in gaining a deeper understanding of the interaction between the tongue and soft palate during breathing.

**Materials:** More experimental work needs to be performed to come to a definitive conclusion on the material parameters of the passive tongue. This should distinguish the effects of sample age and extraction site on the measured properties. If measured *in vivo*, additional consideration of the residual muscle tone should be made. A frequency analysis, similar to that conducted in appendix I.2, could be correlated against experimental measurements of resonance in the buccal region to assist in the validation of the model. The material models should be expanded to include effects of viscoelasticity or viscoplasticity to capture the hysteresis effects observed in passive muscular tissue. The importance of muscle fatigue should be determined and incorporated into the muscle model if necessary.

**FE model:** Inertial effects should be added to the FE model so that an extension of application into the field of linguistics, where large accelerations and velocities are present, can be made. The incorporation of rigid body dynamics would make the simulation of hard tissues, such as bone and cartilage, more simple and enhance the functioning of the soft tissue solver. Contact between the tongue, teeth and palate, which greatly influences tongue movement and the airflow developed during breathing, should be accounted for. The use of higher-order elements would further increase the accuracy of the FE solution. Using adaptive mesh refinement or hp-refinement would add further accuracy and help compensate for the mesh count disadvantages incurred when using structured mesh.

**Neural model:** It would be ideal to devise a predictive control mechanism to emulate better the true nature of proprioception and muscle control. The implementation of a learning algorithm, such as neural networks, for use as a muscle control mechanism would work well for this purpose. To assist with the computational expense of these algorithms, the use of a surrogate model, such as one based on
the coarsest level of a multi-grid approach, should be investigated. It should be determined whether a better method of describing the change in muscle activation, from a neurological perspective, could be developed. This model, used to link the neural signal to the muscle activation level, should have a better physiological basis for its parameters than that used in this work.

**Boundary values for the pressure field:** A substantial improvement regarding the description of pressure BCs on the solid model is possible. Ideally, a transient coupled FSI model should be developed to capture the effect of the deformation of the pressure field developed in the airway and vice versa. This would greatly reduce the complex load assumptions needed for the solid model, and counter the circular argument (regarding airway resistance developed from complex flow in a deformable domain) which is needed to motivate the pressure field applied to the model. It is felt that accounting for the changes in CSA associated with deformation of the upper airway tissues may produce different results.

**Analytical model of muscle response:** This portion of the model can be further refined by correlating the coefficients to more realistic breathing cycle and loading patterns. This may require the addition of extra terms to fit the new data. Computation of the response of the other tongue muscles to the epiglottal pressure may also be useful for further studies.

Tongue models have been explored in considerable detail for a number of purposes (see section 8.2). Although tailored for the application of researching SDB, the HUA tissue model can be applied to further fields of research, including

**Movement analysis:** As demonstrated in appendix I.3 path-line following can be incorporated into the neural control model. This allows for the analysis of dynamic tongue movement, such as that achieved by some of the control algorithms presented in the literature.

**Linguistics** Following on from the above point, the use of the neural model would allow the determination of muscle synergisms involved in the performance of dynamic motions during speech.

**Surgery and tumours:** Understanding the effect of the development of tumours in the tongue and surrounding tissues, and the impact of their surgical removal, has been presented in the literature. Changes in the material parameters (stiffening mimicking the presence of a tumour) and geometry (tumour excision) can be used to simulate these conditions prior to physical intervention. Subsequent application of the neural control model can allow the determination of the degree to which motion is lost, and whether the muscles can be retrained to recover lost mobility.
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APPENDICES
A. CONTINUUM MECHANICS

A.1 Zero strain condition

Considering the new definitions of total displacement, deformation gradient, and line element stretch and direction provided in equations \(3.24\), \(3.25\), \(3.28\) and \(3.30\) (which also define the quantities in the current configuration), evaluation of the two modified deformation states is made below.

A.1.1 Initial (zero strain) configuration

When the body takes the configuration which is classified to be the zero strain configuration, the displacement \(u^{CR} = x^I - X\) is possibly non-zero. In this configuration, the deformation gradient \(F^{CR} = F^{IR}\), and therefore

\[
F^{CI} = F^{IR} F^{RI} = F^{IR} \left( F^{IR} \right)^{-1} = I ,
\]

from which all strain measures will have a magnitude of unity. When this configuration is attained, the measure \(F^{RI}\) is recorded and used to determine the total deformation gradient as defined in equation \(3.25\) from that point onwards. The corresponding stretch of a line element is

\[
\lambda^{CI} = \lambda^I = |IN| = 1 .
\]

Noting that the original direction vectors for line elements are recorded in the reference configuration, their updated direction in the initial configuration is

\[
n^I = \frac{F^{IR} N}{|F^{IR} N|} .
\]

A.1.2 Reference configuration

By definition, the displacement of the reference configuration is \(u^{CR} = 0\). Assuming that a non-trivial initial configuration has been defined, the deformation gradient \(F^{CR} = I\) and it follows that

\[
F^{CI} = IF^{RI} = F^{RI} ,
\]
which describes a pre-strained condition in this configuration. This is further demonstrated though the referential line element stretch magnitude

\[ \lambda_{CI} = \lambda_0 = |F^{RI} N| \neq 1 \quad \text{if} \quad F^{RI} \neq I. \]  

(A.5)

As the original line element direction vector is recorded in this configuration, it is expected that the (identity) deformation has no effect on this direction vector. This is precisely the result given by

\[ N_0 = \frac{F^{CR} N}{|F^{CR} N|} F^{CR} I = N. \]  

(A.6)

### A.2 Tensor operations

Due to the simplicity arising with working in the stationary reference configuration, the derivation of derivatives of quantities with respect to referential deformation measures are provided below. Where useful, their spatial equivalents are derived as well.

#### A.2.1 Derivatives

##### A.2.1.1 Rank 2 tensors

The derivative of the invariants (equations 3.21a and 3.21b) with respect to the right Cauchy-Green deformation tensor are

\[ \frac{\partial I_1^C}{\partial C} = I, \]  

(A.7)

\[ \frac{\partial I_2^C}{\partial C} = I_2^C I - C, \]  

(A.8)

while that of the volumetric Jacobian (related to equation 3.21c by equation 3.22) is

\[ \frac{\partial J}{\partial C} = \frac{1}{2} J C^{-1}. \]  

(A.9)

This can be confirmed by comparing the time-rate \( \dot{J} = \frac{\partial J}{\partial C} : C \) with a manipulation the result given later in equation B.6. A quantity that often appears in later text is the term

\[ \frac{\partial J^{-\frac{2}{3}}}{\partial C} = \frac{\partial J^{-\frac{2}{3}}}{\partial J^{-\frac{2}{3}}} \frac{\partial J}{\partial C} = \left( -\frac{2}{3} J^{-\frac{2}{3}} \right) \left( \frac{1}{2} J C^{-1} \right) = -\frac{1}{3} J^{-\frac{2}{3}} C^{-1}. \]  

(A.10)

The derivative of stretch of a line element (a reference-frame invariant quantity) with respect to the right Cauchy-Green tensor is derived by from the definition of the magnitude of stretch given in equation 3.23a.

Taking the derivatives of both sides with respect to \( C \),

\[ 2 \lambda \frac{\partial \lambda}{\partial C} = N \otimes N \quad \Rightarrow \quad \frac{\partial \lambda}{\partial C} = \frac{1}{2 \lambda} N \otimes N. \]  

(A.11)

The quantity \( N \otimes N \) is sometimes referred to as the structure tensor.
A.2 • Tensor operations

A.2.1.2 Rank 4 tensors

The rank 4 tensor \( \frac{\partial C_{AB}^{-1}}{\partial C_{CD}} \) is evaluated by the expression

\[
\frac{\partial C_{AB}^{-1}}{\partial C_{CD}} = -C_{AC}^{-1}C_{BD}^{-1} = \frac{1}{2} \left( C_{AC}^{-1}C_{BD}^{-1} + C_{AD}^{-1}C_{BC}^{-1} \right) .
\] (A.12)

This can be derived in the following manner: Taking derivatives of both sides of the identity equation \( I = C^{-1} C \) produces

\[
0 = \frac{\partial}{\partial C_{CD}} \delta_{AE} = \frac{\partial}{\partial C_{CD}} \left( C_{AB}^{-1}C_{BE} \right) = \frac{\partial C_{AB}^{-1}}{\partial C_{CD}} C_{BE} + C_{AB}^{-1} \delta_{BC} \delta_{DE} .
\]

Multiplying by a factor of \( C_{BD}^{-1} \), the final result

\[
0 = \left( \frac{\partial C_{AB}^{-1}}{\partial C_{CD}} C_{BE} + C_{AB}^{-1} \delta_{BC} \delta_{DE} \right) C_{EF}^{-1} = \frac{\partial C_{AF}^{-1}}{\partial C_{CD}} + C_{AC}^{-1} C_{DF}^{-1}
\]

is obtained, which upon rearrangement leads to equation A.12.

Using equation A.10, the derivative of the isochoric right Cauchy-Green deformation tensor with respect to its non-isochoric counterpart

\[
\frac{\partial C}{\partial C} (J^{-\frac{2}{3}} C) = C \otimes \frac{\partial J^{-\frac{2}{3}} C}{\partial C} + J^{-\frac{2}{3}} \frac{\partial C}{\partial C} = C \otimes \left[ \frac{1}{3} J^{-\frac{2}{3}} C^{-\frac{1}{3}} \right] + J^{-\frac{2}{3}}
\]

leads to the definition of the referential deviator tensor \( \hat{P} \).

A.2.2 Push-forward operations

This operation is defined by equation 3.37 for rank 2 tensors and equation 3.56 for rank 4 tensors.

A.2.2.1 Rank 2 tensors

Common rank 2 tensors that undergo push-forward operation in later calculations include that of the identity tensor

\[
\chi (I) = b
\] (A.14)

the right Cauchy-Green deformation tensor

\[
\chi (C) = b^2
\] (A.15)

and its inverse

\[
\chi (C^{-1}) = I
\] (A.16)

The referential structure tensor can also be defined in a spatial setting by

\[
\chi (N \otimes N) = (FN) \otimes (FN) = \lambda^2 n \otimes n
\] (A.17)
A.2.2.2 Rank 4 tensors

In general, the transformation of a fourth-order tensor which produced by the dyadic-product of two second-order tensors can be described by the dyadic product of the transformation of the individual rank-2 tensors:

$$\chi(G \otimes H) = \chi(G) \otimes \chi(H) \quad .$$  \hfill (A.18)

Using equation [A.18] in conjunction with equations [A.14] to [A.17] the following commonly used identities become self-evident:

$$\chi(I \otimes I) = b \otimes b$$  \hfill (A.19)
$$\chi(C \otimes C) = b^2 \otimes b^2$$  \hfill (A.20)
$$\chi(C \otimes I) = b^2 \otimes b$$  \hfill (A.21)
$$\chi(I \otimes C) = b \otimes b^2$$  \hfill (A.22)
$$\chi(C^{-1} \otimes C^{-1}) = I \otimes I$$  \hfill (A.23)
$$\chi(N \otimes N \otimes N \otimes N) = \lambda^4 n \otimes n \otimes n \otimes n$$  \hfill (A.24)

Furthermore, the spatial transformation operation acting on the fourth order identity tensor results in

$$\chi(\mathbb{I}) = b \otimes b$$  \hfill (A.25)

where the operation $\otimes$ has the definition provided in equation [3.57] and result given in equation [A.12] is pushed forward by

$$\chi\left(\frac{\partial \mathbf{C}^{-1}}{\partial \mathbf{C}}\right) = -\mathbb{I} \quad .$$  \hfill (A.26)

A.3 Volumetric-deviatoric split of SEF

Starting with the SEF described using referential quantities

$$\psi = \hat{\psi}_{\text{vol}}(J) + \hat{\psi}_{\text{iso}}(\bar{C}, \bar{\lambda}) \quad ,$$  \hfill (A.27)

application of equation [3.51] results in the additive decomposition of the second Piola-Kirchhoff stress

$$S = S_{\text{vol}}(J) + S_{\text{iso}}(\bar{C}, \bar{\lambda}) \quad .$$  \hfill (A.28)

The volumetric component of the stress can be computed with the assistance of equation [A.9] as

$$S_{\text{vol}} = 2 \hat{\psi}_{\text{vol}} \frac{\partial J}{\partial C} \hat{\psi}_{\text{vol}} J C^{-1}$$  \hfill (A.29)

which upon the use of equation [3.37] results in equation [3.82a]. Using equation [A.13] the isochoric component of the second Piola-Kirchhoff stress is given by

$$S_{\text{iso}} = 2 \frac{\partial \hat{\psi}_{\text{iso}}}{\partial C} : \frac{\partial C}{\partial C} = \hat{S} : \hat{\mathbf{P}} = \hat{\mathbf{P}} : \hat{S}$$  \hfill (A.30)
where the symmetry of $\hat{\mathbf{P}}$ is exploited and we define an auxiliary stress quantity

$$\bar{\mathbf{S}} = 2\frac{\partial \tilde{\psi}_\text{iso}}{\partial \mathbf{C}} \mathbf{C}^{-1}$$

(A.31)

which is the referential counterpart to that given in equation 3.82c.

Noting that $\mathbf{S} : \mathbf{C} = \tau : \mathbf{I}$, the push-forward of equation A.30 using equation 3.37 in conjunction with equations 3.75 and A.13 results in

$$\tau_{\text{iso}}_{ab} = F_{aA} S_{\text{iso}}^{AB} F_{bB}$$

$$= F_{aA} \left[ J^{-\frac{1}{2}} \left( \delta_{AC} \delta_{BD} - \frac{1}{3} \mathbf{C}^{-1}_{CD} \mathbf{C}^{-1}_{AB} \right) S_{CD} \right] F_{bB}$$

$$= \left[ \left( J^{-\frac{1}{2}} \mathbf{F}_{aA} \right) \delta_{AC} \delta_{BD} \left( J^{-\frac{1}{2}} \mathbf{F}_{bB} \right) - \frac{1}{3} \left( J^{-\frac{1}{2}} \mathbf{C}^{-1}_{CD} \right) F_{aA} C^{-1}_{AB} F_{bB} \right] S_{CD}$$

$$= F_{ac} S_{CD} F_{bD} - \frac{1}{3} S_{CD} \mathbf{C}^{-1}_{CD} \delta_{ab}$$

$$= \tau_{ab} - \frac{1}{3} \bar{\mathbf{S}}_{dd} \delta_{ab}$$

$$= \left( \delta_{ac} \delta_{bd} - \frac{1}{3} \delta_{ab} \delta_{cd} \right) \bar{\tau}_{cd}$$

$$= \mathbf{P}_{abcd} \bar{\tau}_{cd}$$

(A.32)

from which the definition of the spatial auxiliary stress equation 3.82c and deviatoric projection operator equation 3.84 are produced. The latter performs the operation to a rank 2 spatial tensor

$$\mathbf{P} : (\cdot) = (\cdot) - \frac{1}{3} \text{tr} (\cdot) \mathbf{I}$$

(A.33)

Following from equation A.28, the additive decomposition of the elastic tangent is

$$\mathbb{H} = \mathbb{H}_\text{vol} + \mathbb{H}_\text{iso}$$

(A.34)

with the volumetric contribution

$$\mathbb{H}_\text{vol} = \frac{4}{3} \frac{\partial^2 \tilde{\psi}_\text{vol}}{\partial \mathbf{C}^2} = 2 \frac{\partial \mathbf{S}_\text{col}}{\partial \mathbf{C}}$$

$$= 2 \left( \tilde{\psi}_\text{vol} \frac{\partial J}{\partial \mathbf{C}} \otimes J \mathbf{C}^{-1} + \tilde{\psi}_\text{vol} \frac{\partial J}{\partial \mathbf{C}} \otimes \mathbf{C}^{-1} + \tilde{\psi}_\text{vol} \frac{\partial \mathbf{C}^{-1}}{\partial \mathbf{C}} \right)$$

$$= J \left( \tilde{\psi}_\text{vol} + J \tilde{\psi}_\text{vol} \right) C^{-1} \otimes C^{-1} + 2 \tilde{\psi}_\text{vol} \frac{\partial \mathbf{C}^{-1}}{\partial \mathbf{C}}$$

(A.35)


The lengthy derivation of the isochoric tangent is summarised in the following lines. Using equation 3.55 in conjunction with equations A.13 and A.30, the isochoric component of the elastic modulii is given by

$$\mathbb{H}_\text{iso} = 2 \frac{\partial \tilde{\psi}_\text{iso}}{\partial \mathbf{C}} = 2 \frac{\partial \mathbf{S}_\text{iso}}{\partial \mathbf{C}} \left( \hat{\mathbf{P}} : \mathbf{S} \right)$$

$$= 2 \left[ \frac{\partial \hat{\mathbf{S}}}{\partial \mathbf{C}} : \mathbf{C} + \hat{\mathbf{P}} : \frac{\partial \mathbf{S}}{\partial \mathbf{C}} : \frac{\partial \mathbf{C}}{\partial \mathbf{C}} \right]$$

$$= 2 \frac{\partial \hat{\mathbf{S}}}{\partial \mathbf{C}} : \mathbf{C} + \hat{\mathbf{P}} : \mathbf{H} : \hat{\mathbf{P}}$$

(A.36)
From the definition of the referential deviatoric operator, the first term in equation A.36 can be expanded to the expression

\[
2 \frac{\hat{\mathbf{P}}}{cC} : \mathbf{S} = -\frac{2}{3} \left[ (S_{mo} \otimes C^{-1} + C^{-1} \otimes S_{mo}) - (\mathbf{S} : C) \left( C^{-1} \otimes C^{-1} - \frac{1}{3} C^{-1} \otimes C^{-1} \right) \right]
\]  

(A.37)

Pushing this quantity forward into the current configuration results in the expression

\[
JC_{iso}^{abcd} = F_{aA}F_{bB} \left( 2 \frac{\hat{\mathbf{P}}}{cC_{CD}} \hat{S}_{EF}C_{EC}F_{dD} \right) \]  

(A.38)

where, upon expansion, the first term simplifies to

\[
F_{aA}F_{bB} 2 \frac{\hat{\mathbf{P}}}{cC_{CD}} \hat{S}_{EF}C_{EC}F_{dD} = -\frac{2}{3} \left[ (\bar{\tau}_{iso}^{ab} \delta_{cd} + \delta_{ab} \bar{\tau}_{iso}^{cd}) - (\bar{\tau}_{ee}) \bar{\tau}_{abcd} \right] .
\]  

(A.39)

After some manipulation, the second term is simply

\[
F_{aA}F_{bB} \hat{\mathbf{P}}_{ABEF} \hat{\mathbf{P}}_{CD}F_{dD} = J \left( \hat{\mathbf{P}}_{ABEF} \hat{\mathbf{P}}_{CD}F_{dD} \right) - \frac{2}{3} \left[ (\bar{\tau}_{iso}^{ab} \delta_{cd} + \delta_{ab} \bar{\tau}_{iso}^{cd}) - (\bar{\tau}_{ee}) \bar{\tau}_{abcd} \right] .
\]  

(A.40)

using equation 3.83c and the identity

\[
F_{aA}F_{bB} \hat{\mathbf{P}}_{ABEF} \hat{\mathbf{P}}_{CD}F_{dD} = J \left( \hat{\mathbf{P}}_{abgh} \right) \]  

(A.41)

Insertion of equations A.39 and A.40 into equation A.38 leads to the result given in equation 3.83b.

### A.4 Motion-dependent boundary conditions

#### A.4.1 Fictitious material layer

With reference to figure 3.5 and the definitions provided in section 3.7.1.1, the following paragraphs detail the linearisation of the displacement-dependent traction conditions (section 3.7.1.2) associated with the fictitious material layer.

Linearisation with respect to the displacement of the material thickness equation 3.92 leads to

\[
\frac{\partial h}{\partial u_j} = \frac{\partial}{\partial u_j} [h_0 - u_k N_k] = -\frac{\partial u_k}{\partial u_j} N_k = -N_j
\]  

(A.42)

while, using equation A.42 that of its inverse equation 3.92 results in

\[
\frac{\partial h^{-1}}{\partial u_j} = -h^{-2} \frac{\partial h}{\partial u_j} = h^{-2} N_j
\]  

(A.43)

With the use of equations 3.92 and A.42, the derivative of the scalar normal strain equation 3.93 with respect to the displacement is

\[
\frac{\partial \varepsilon}{\partial u_j} = \frac{\partial}{\partial u_j} \left[ \ln \left( \frac{h}{h_0} \right) \right] = \left( \frac{h}{h_0} \right)^{-1} h_0^{-1} \frac{\partial h}{\partial u_j} = -h^{-1} N_j
\]  

(A.44)
and that of the shear strain equation 3.94 is

\[
\frac{\partial \gamma_\alpha}{\partial u_j} = \frac{\partial}{\partial u_j} \left[ \frac{u_k e_k^\alpha}{h} \right] = \frac{\partial}{\partial u_j} \left[ u_k e_k^\alpha \right] h^{-1} + u_k e_k^\alpha \frac{\partial h^{-1}}{\partial u_j} = h^{-1} \dot{\epsilon}_\alpha + \left( u_k e_k^\alpha \right) h^{-2} N_j = h^{-1} \left( \dot{\epsilon}_j^\alpha + \gamma N_j \right) \tag{A.45}
\]

using equation A.43 and the definition of the shear strain itself.

Application of the product rule leads to the definition of the derivative of the normal traction magnitude equation 3.97 with respect to the normal strain

\[
\frac{\partial \sigma_N}{\partial \varepsilon} = \frac{\partial}{\partial \varepsilon} \left[ E (\varepsilon) \varepsilon \right] = \frac{\partial E}{\partial \varepsilon} \varepsilon + E \tag{A.46}
\]

and that of the shear traction magnitude equation 3.98 with respect to the shear strain is

\[
\frac{\partial \sigma_S}{\partial \gamma_\alpha} = \frac{\partial}{\partial \gamma_\alpha} \left[ -G (|\gamma_\alpha|) \gamma_\alpha \right] = - \left( \frac{\partial G}{\partial \gamma_\alpha} \gamma_\alpha + G \right) = - \left( \frac{\partial G}{\partial |\gamma_\alpha|} |\gamma_\alpha| + G \right) \tag{A.47}
\]

The definition of the tangent matrix provided in equation 3.99 is derived from the linearisation of traction vector (equation 3.95)

\[
\frac{\partial t_i}{\partial u_j} \Delta u_j = \left[ \frac{\partial t^N_i}{\partial u_j} + \sum_\alpha \frac{\partial t_i^\alpha}{\partial u_j} \Delta u_j \right] \Delta u_j \tag{A.48}
\]

where upon application of equations A.44 and A.46 to the first term of equation A.48 leads to equation 3.100, the definition of the normal tangent

\[
\frac{\partial t^N_i}{\partial u_j} = \frac{\partial}{\partial u_j} \left[ t^N_i \right] = \frac{\partial t^N_i}{\partial \varepsilon} \frac{\partial \varepsilon}{\partial u_j} N_i \tag{A.49}
\]

and use of equations A.45 and A.47 on the second term of equation A.48 results in equation 3.101a, the stiffness of the tangential component of the traction

\[
\frac{\partial t^\alpha_i}{\partial u_j} = \frac{\partial}{\partial u_j} \left[ t^\alpha_i \right] = \frac{\partial t^\alpha_i}{\partial \gamma_\alpha} \frac{\partial \gamma_\alpha}{\partial u_j} e_i^\alpha \tag{A.50}
\]

### A.4.2 External fibres

Using trigonometric relations and the definitions provided in figure 3.6, the angle between the displacement vector and reference fibre vector determined from scalar product

\[
\cos (\theta) = \frac{L^0_i \cdot u}{L^0_i |u|} = \frac{L^0_i \cdot u}{L^0_i |u|} , \tag{A.51}
\]

which leads to the definition of the fibre length in current configuration as determined from triangle cosine formula

\[
L^2_i = L^0_i \dot{u}^2 + u_k u_k - 2 L^0_i u_k \tag{A.52}
\]

Taking derivatives of both sides of equation A.52 with respect to displacement, and noting the definition of the current fibre direction given in equation 3.104 results in

\[
2 L^0_i \frac{dL_i}{du_j} = 2 u_k \frac{du_k}{du_j} - 2 L^0_i \frac{du_k}{du_j} \Rightarrow \frac{dL_i}{du_j} = \frac{1}{L_i} \left( u_j - L^0_i \right) = -n_{ij} \tag{A.53}
\]
Furthermore, linearisation of the current fibre stretch (equation 3.105) is determined using equation A.53

\[
\frac{d\lambda_i}{du_i} = \frac{1}{L^0_i} \frac{dL^0_i}{du_i} = -\frac{1}{L^0_i} \eta_{ii} \tag{A.54}
\]

while that of equation 3.104, the current fibre direction, is calculated with the use of equation A.53 and results in

\[
\frac{dn_{ij}}{du_j} = \frac{d}{L^0_i} \left[ \frac{1}{L^0_i} \frac{dL^0_i}{du_j} (L^0_i u_i - u_i) + \frac{1}{L^0_i} \frac{d}{du_j} (L^0_i u_i - u_i) \right] \\
= \left( -\frac{1}{L^0_i} \right) (-n_{ij}) (L^0_i u_i - u_i) + \frac{1}{L^0_i} \left( \frac{du_i}{du_j} \right) \\
= \frac{1}{L^0_i} \left( n_{ij} n_{ij} - \delta_{ij} \right) \tag{A.55}
\]

Finally, the linearisation of the traction, equation 3.106, is determined using the chain rule and equations 3.105 and A.53 to A.55 with the result that

\[
\frac{dt_i}{du_j} = \phi_i \left[ \frac{d\lambda_i}{du_j} T_i n_{ij} + \lambda_i \frac{dT_i}{d\lambda_i} n_{ij} + \lambda_i T_i \frac{dn_{ij}}{du_j} \right] \\
= \phi_i \left[ \frac{d\lambda_i}{du_j} \left( T_i + \lambda_i \frac{dT_i}{d\lambda_i} \right) n_{ij} + \lambda_i T_i \frac{dn_{ij}}{du_j} \right] \\
= \phi_i \left[ \frac{d\lambda_i}{du_j} \left( T_i + \lambda_i \frac{dT_i}{d\lambda_i} \right) n_{ij} - T_i (n_{ij} n_{ij} - \delta_{ij}) \right] \tag{A.56}
\]

which lead to the definition provided in equation 3.107.
B. VARIATIONAL FORMULATIONS

B.1 Evaluation of deformation increments

For a general motion $\varphi$, pressure $p$ and dilatation $\theta$, the virtual increments $\delta \varphi, \delta p, \delta \theta$ are defined as

$$v = \varphi + \varepsilon \delta \varphi, \quad q = p + \varepsilon \delta p, \quad \gamma = \theta + \varepsilon \delta \theta$$ (B.1)

with $v, q, \gamma$ representing the total virtual displacement, pressure and dilatation and $\varepsilon$ a perturbation.

From the above, the deformation gradient (equation 3.3) associated with the total virtual displacement is

$$F(v) = I + \frac{\partial v}{\partial X} = I + \frac{\partial (\varphi + \varepsilon \delta \varphi)}{\partial X}.$$ (B.2)

Making use of the Frechét derivative defined in equation 4.4, the virtual deformation gradient associated with the virtual displacement increment $\delta \varphi$ is

$$D\varphi F(\varphi) : \delta \varphi = \frac{dF(v)}{dv} \bigg|_{v=0} = \nabla \delta \varphi = \nabla \delta \varphi F := \delta F,$$ (B.3)

which also implies that

$$\nabla \delta \varphi = \delta FF^{-1}.$$ (B.4)

Note that the result of the computations of the virtual increment $\delta(\bullet)$, linear increment $\Delta(\bullet)$ and time-rate $(\bullet)'$ have the same form. For example, using a different interpretation of the definition prescribed to $\varepsilon$ and the incremental operator, equation 3.10 can be inferred from equation B.4.

Using the chain rule and equation B.3, the virtual left Cauchy-Green deformation tensor (equation 3.14b) is

$$\delta b := \delta FF^T + F\delta F^T = 2 \left( \delta FF^T \right)^S = 2 (\nabla \delta \varphi b)^S$$ (B.5)

using the symmetric operator $(\bullet)^S$ defined in section 3.1.

Noting the identity $\nabla \cdot (\bullet) = I : \nabla (\bullet) = I : [\nabla (\bullet)]^S$, the virtual increment of the volumetric Jacobian is

$$\delta J := JF^{-T} : \delta F = J I : \nabla \delta \varphi = J \text{tr} (\nabla \delta \varphi) = J \nabla \cdot \delta \varphi$$ (B.6)

using equations 3.14a, A.9 and B.3 and the symmetry of $C$. 

Cerecam
With the assistance of equations B.3 and B.6 and noting the operation performed by the spatial deviator tensor (equation A.33) and its symmetric properties, the virtual isochoric deformation gradient (equation 3.74b) is determined to be

\[ \delta \mathbf{F} := J^{-\frac{3}{2}} \left( \delta \mathbf{F} - \frac{1}{3} \nabla \cdot \delta \mathbf{F} \right) = J^{-\frac{3}{2}} \left( \nabla \delta \mathbf{F} - \frac{1}{3} \nabla \cdot \delta \mathbf{F} \right) \mathbf{F} = \left( \mathbb{P} : (\nabla \delta \mathbf{F})^S \right) \mathbf{F} \]. \tag{B.7}

Furthermore, the virtual isochoric left Cauchy-Green tensor (equation 3.76), calculated using equation B.7 and the same properties of the deviator tensor described above, is

\[ \delta \mathbf{b} := J^{-\frac{3}{2}} \left( \delta \mathbf{b} - \frac{2}{3} \nabla \cdot \delta \mathbf{b} \right) = 2 \left( \nabla \delta \mathbf{F} \right)^S = 2 \left( \nabla \delta \mathbf{F} \right)^S \mathbf{b} = 2 \left( \mathbb{P} : (\nabla \delta \mathbf{F})^S \right) \mathbf{b} \]. \tag{B.8}

### B.2 Mixed three-field formulation

#### B.2.1 Residual formulation

The residual equation is for the three-field problem is developed by taking the first variation of equation 4.3a with respect to all independent fields using the Frechét derivative (equation 4.4). The result of this procedure is

\[ \mathbf{R} = \mathbf{D}_{\delta \mathbf{F}} \mathbf{P} + \mathbf{D}_{\delta \mathbf{b}} \mathbf{P} + \mathbf{D}_{\delta \theta} \mathbf{P} \]

\[ = \mathbf{R}^\text{int} + \mathbf{R}^\text{ext} + \mathbf{R}^\text{int} + \mathbf{R}^\text{int} \]. \tag{B.9}

with the expansion of the individual terms provided below.

Equation 4.5a, the internal residual contribution derived from the motion, results from

\[ \mathbf{R}^\text{int} = \mathbf{D}_{\delta \mathbf{F}} \mathbf{P} + \mathbf{D}_{\delta \mathbf{b}} \mathbf{P} \]

\[ = \mathbf{R}^\text{int} + \mathbf{R}^\text{int} + \mathbf{R}^\text{int} \]. \tag{B.10}

using equations 3.82b, A.33, B.6 and B.8 and noting that that the push forward of the auxiliary second Piola-Kirchhoff stress can be written as

\[ \mathbf{T} = \mathbf{F}^T \mathbf{F} = \mathbf{F}^T = \mathbf{F}^T = \mathbf{F}^T - \mathbf{F}^T = 2 \hat{\mathbf{\psi}}_{\text{iso}} = \mathbf{b} \mathbf{b}^T \mathbf{b} \mathbf{b} \]. \tag{B.11}

resulting in equation 3.82c. The first variation of the total external work is

\[ \mathbf{R}^\text{ext} = \mathbf{D}_{\delta \mathbf{F}} \mathbf{P} + \mathbf{D}_{\delta \theta} \mathbf{P} \]

\[ = \mathbf{R}^\text{ext} + \mathbf{R}^\text{ext} + \mathbf{R}^\text{ext} \]. \tag{B.12}

which leads directly to equation 4.16c when the boundary decomposition described in section 3.7 taken into account. Variation of the constraint leading to the equality of volumetric Jacobian and dilatation (equation 4.2a) is

\[ \mathbf{R}^\text{int} = \mathbf{D}_{\delta \mathbf{F}} \mathbf{P} + \mathbf{D}_{\delta \mathbf{b}} \mathbf{P} \]

\[ = \mathbf{R}^\text{int} + \mathbf{R}^\text{int} + \mathbf{R}^\text{int} \]. \tag{B.13}
resulting in equation 4.5c while that of the incompressibility condition (equation 4.2b)

\[ R_{\text{int}} \delta \theta = D_0 \Pi_{\text{int}} \cdot \delta \theta = \left. \frac{d}{d \varepsilon} \right|_{\varepsilon=0} \int_{\Omega_0} \left( \psi_{\text{vol}} (\gamma) - (\Lambda - p) \gamma \right) \, d\Omega_0 \]  

(B.14)

leads to equation 4.5d using the chain rule derived identity \( \psi_{\text{vol}} (\gamma) = \frac{\partial \psi_{\text{vol}} (\theta)}{\partial \theta} \delta \theta \).

### B.2.1.1 Domain of integration

Notice that in equation 4.5a the integral is over the reference domain and the integrand involves quantities defined in the current configuration. Using equations 3.41 and 3.46, this expression is shown to be equivalent to equation 3.72

\[ \int_{\Omega_0} \nabla \delta \varphi : \tau \, d\Omega_0 = \int_{\Omega_0} \nabla \delta \varphi : J \sigma \, d\Omega_0 = \int_{\Omega} \nabla \delta \varphi : \sigma \, d\Omega . \]  

(B.15)

Similarly, the tangent matrix integrals developed in appendix B.2.2 have the form

\[ \int_{\Omega_0} \nabla \delta \varphi : J C : \nabla \Delta \varphi \, d\Omega_0 = \int_{\Omega} \nabla \delta \varphi : C : \nabla \Delta \varphi \, d\Omega . \]  

(B.16)

### B.2.2 Linearisation

Linearisation of the residual equation (equation B.9) results in the tangent

\[ K (\delta \varphi, \delta \theta, \delta p, \Delta \varphi, \Delta \theta, \Delta p, \varphi, \theta, p) = D_\varphi^2 \Pi \cdot \Delta \varphi + D_\theta^2 \Pi \cdot \Delta \theta + D_p^2 \Pi \cdot \Delta p + D_{\varphi \theta} \Pi \cdot \Delta \varphi \Delta \theta \]  

\[ = \left( D_\varphi R_{\text{int}}^\delta \varphi \cdot \Delta \varphi + D_\varphi R_{\text{ext}}^\delta \varphi \cdot \Delta \varphi + D_\theta R_{\text{int}}^\delta \theta \cdot \Delta \theta \right) \]  

\[ + \left( D_\varphi R_{\text{int}}^\delta \varphi \cdot \Delta p + D_\theta R_{\text{int}}^\delta \theta \cdot \Delta \varphi \right) \]  

\[ = K_{\text{int}} \delta \varphi \Delta \varphi + K_{\text{ext}} \delta \varphi \Delta \varphi + K_{\text{int}}^\delta \varphi \Delta p + K_{\text{int}}^\delta \varphi \Delta \theta + K_{\text{int}}^\delta \theta \Delta \varphi + K_{\text{int}}^\delta \theta \Delta \theta \]  

\[ + K_{\text{int}}^\delta \varphi \Delta \theta + K_{\text{int}}^\delta \theta \Delta \varphi + K_{\text{int}}^\delta \varphi \Delta \theta . \]  

(B.17)

Following Holzapfel et al. [107], the derivation of the first term of equation B.17 is completed using a rate-based description for the purpose of increased legibility. As the virtual displacement field is independent of the real displacement, its rate is

\[ (\nabla (\delta \varphi))' = \delta \dot{F} \dot{F}^{-1} = -\delta \dot{F} \dot{F}^{-1} l = - \nabla (\delta \varphi) l \]  

(B.18)

using the identity

\[ (F^{-1} F)' = \dot{I} = 0 \Rightarrow \dot{F}^{-1} = -F^{-1} \dot{F} F^{-1} \]

which, by application of equation 3.10 also implies that

\[ F \dot{F}^{-1} = -l \]  

(B.19)

The Lie time-derivative of the Kirchhoff stress, which provides the stress rate, is

\[ \mathcal{L} (\tau) = \dot{\tau} - l \tau - \tau l^T \]  

\[ = J C : d \]  

(B.20)

(B.21)
the first part coming from the definition of the Lie time-derivative (total time derivative of contravariant
tensors) with the use of equation B.19

\[ \mathcal{L}(\tau) := \frac{d\tau}{dt} = F \left( \frac{D}{Dt} \left( F^{-1} \tau F^{-T} \right) \right) F^T \]

\[ = F \left( F^{-1} \tau F^{-T} + F^{-1} \dot{\tau} F^{-T} + F^{-1} \tau \dot{F}^{-T} \right) F^T \]

\[ = F \dot{F}^{-1} \tau F^{-T} F^T + FF^{-1} \dot{\tau} F^{-T} F^T + FF^{-1} \tau \dot{F}^{-T} F^T \]

\[ = -l\tau + \dot{\tau} - \tau l^T \] \hspace{1cm} (B.22)

and the second from the equivalence of the form of the total time derivative and the linearisation of \( \tau \), that is

\[ \Delta \tau = \frac{\partial \tau}{\partial \nabla (\Delta \varphi)} : \nabla (\Delta \varphi) = J \mathcal{C} : \nabla (\Delta \varphi) \Rightarrow \ \dot{\tau} = J \mathcal{C} : \nabla (\varphi) . \] \hspace{1cm} (B.23)

Equating and rearranging equations B.21 and B.22 the Kirchhoff stress rate can therefore be written as

\[ \dot{\tau} = J \mathcal{C} : d + l\tau + \tau l^T . \] \hspace{1cm} (B.24)

Expressed in terms of rates and through the application of equations B.18 and B.24 the linearisation of
the integrand of equation 4.17e is thus

\[ (\nabla (\delta \varphi) : \tau)' = (\nabla (\delta \varphi))' : \tau + \nabla (\delta \varphi) : \dot{\tau} \]

\[ = -\nabla (\delta \varphi) : \tau l^T + \nabla (\delta \varphi) : \left( J \mathcal{C} : d + l\tau + \tau l^T \right) \]

\[ = \nabla (\delta \varphi) : (J \mathcal{C} : d + l\tau) \] \hspace{1cm} (B.25)

where \( \tau = \tau_{iso} + pJ I \) and the total displacement tangent \( J \mathcal{C} = J \mathcal{C}_{iso} + pJ ( I \otimes I - 2\mathbb{I}) \). The contribution to
the incremental problem for the motion-dependent portion of the residual equation therefore appears in the
form

\[ K_{\text{int}}^{\delta \varphi} \Delta \varphi = \int_{\Omega_0} \left\{ \nabla (\delta \varphi) : [J \mathcal{C}_{iso} + pJ ( I \otimes I - 2\mathbb{I})] : \nabla (\Delta \varphi) \right\} \ d\Omega_0 \]

\[ + \int_{\Omega_0} \left\{ \nabla (\delta \varphi) : \nabla (\Delta \varphi) [\tau_{iso} + pJ I] \right\} \ d\Omega_0 , \] \hspace{1cm} (B.26)

and that for the motion-dependent portion of the external energy equation is

\[ K_{\text{ext}}^{\delta \varphi} \Delta \varphi = -\int_{\Gamma^{(u)}_0} \left\{ \delta \varphi \cdot \frac{\partial \cdot \tau (u)}{\partial \varphi} \Delta \varphi \right\} \ d\Gamma^{(u)}_0 \] \hspace{1cm} (B.27)

which is equivalent to equation 4.17e. The other linearisation terms following from the three-field formulation,
that is when \( \Lambda \) is not treated as field-variable, are simply

\[ K_{\text{int}}^{\delta \varphi} \Delta p = -\int_{\Omega_0} \left\{ \nabla (\delta \varphi) : \Delta p J I \right\} \ d\Omega_0 \]

\[ = \int_{\Omega_0} \left\{ J \nabla \cdot (\delta \varphi) \Delta p \right\} \ d\Omega_0 \] \hspace{1cm} (B.28)

\[ K_{\text{int}}^{\delta p} \Delta \varphi = \int_{\Omega_0} \left\{ \delta p J I : \nabla \Delta \varphi \right\} \ d\Omega_0 \]

\[ = \int_{\Omega_0} \left\{ \delta p J \nabla \cdot \Delta \varphi \right\} \ d\Omega_0 \] \hspace{1cm} (B.29)

\[ K_{\text{int}}^{\delta \varphi} \Delta \theta = -\int_{\Omega_0} \left\{ \delta p \Delta \theta \right\} \ d\Omega_0 \] \hspace{1cm} (B.30)

\[ K_{\text{int}}^{\delta \theta} \Delta p = -\int_{\Omega_0} \left\{ \delta \theta \Delta p \right\} \ d\Omega_0 \] \hspace{1cm} (B.31)

\[ K_{\text{int}}^{\delta \theta} \Delta \theta = \int_{\Omega_0} \left\{ \delta \theta \psi_{\text{vol}}''(\theta) \Delta \theta \right\} \ d\Omega_0 \] \hspace{1cm} (B.32)

using equation B.6 and noting that \( \Delta \psi_{\text{vol}}(\theta) = \frac{\partial \psi_{\text{vol}}(\theta)}{\partial \theta} \Delta \theta \).
B.3 Mean dilatation Q1-P0 element

As the name suggests, the mean dilatation Q1-P0-P0 element assumes that the dilatation and pressure quantities are piecewise constant and discontinuous. Due to this property, these terms can be filtered out on an element level resulting in a displacement-only formulation.

On a per-element basis, the weak-form of equation 4.2a can be modified such that

\[
\Omega_0^e \int \theta^e \, d\Omega_0^e = \Omega_0^e \int J \, d\Omega_0^e \Rightarrow \Omega_0^e \int \delta \theta^e \, d\Omega_0^e = \Omega_0^e \int J (\nabla (\delta \varphi) : I) \, d\Omega_0^e
\]  

resulting in equation 4.14 along with the associated equations 4.12 and 4.13 by application of equation 3.46.

Variation and linearisation of equation B.33 using equation B.6 leads to

\[
\delta \theta^e = \frac{1}{\sqrt{\Omega_0^e}} \int \delta J \, d\Omega_0^e = \frac{1}{\sqrt{\Omega_0^e}} \int J (\nabla (\delta \varphi) : I) \, d\Omega_0^e
\]  

\[
\Delta \theta^e = \frac{1}{\sqrt{\Omega_0^e}} \int J (\nabla (\Delta \varphi) : I) \, d\Omega_0^e.
\]  

From equation 4.5d, the element-wise pressure is determined to be

\[
\Omega_0^e \int p^e \, d\Omega_0^e = \Omega_0^e \int \psi_{vol}^e (\theta) + \Lambda \, d\Omega_0^e
\]

\[
\Rightarrow p^e = \frac{1}{\sqrt{\Omega_0^e}} \int \{ \psi_{vol}^e (\theta) + \Lambda \} \, d\Omega_0^e
\]  

which leads to equation 4.15 when it is assumed that \( \Lambda \) is constant on an element. Using equation B.34 the resulting variation and linearisation of equation B.36 is

\[
\delta p^e = \psi''_{vol}^e (\theta^e) \delta \theta^e = \psi''_{vol}^e (\theta^e) \frac{1}{\sqrt{\Omega_0^e}} \int J (\nabla (\delta \varphi) : I) \, d\Omega_0^e
\]

\[
\Delta p^e = \Delta \left( \psi_{vol}^e (\theta^e) + \Lambda \right) = \psi''_{vol}^e (\theta^e) \Delta \theta^e = \psi''_{vol}^e (\theta^e) \frac{1}{\sqrt{\Omega_0^e}} \int J (\nabla (\Delta \varphi) : I) \, d\Omega_0^e.
\]  

The reduced displacement residual formulation, attained by substitution of equation B.34 equation B.37 into equation B.39 is

\[
R^{\text{int}} (\delta \varphi, \varphi, \theta, p) = \Omega_0 \int \left\{ \nabla (\delta \varphi) : \left[ \tau_{iso} (\bar{\dot{b}}, \bar{\lambda}_t) + p J I \right] \right\} \, d\Omega_0
\]

\[
+ \Omega_0 \int \left\{ \psi''_{vol}^e (\theta^e) \frac{1}{\sqrt{\Omega_0^e}} \int J (\nabla (\delta \varphi) : I) \, d\Omega_0^e (J - \theta) \right\} \, d\Omega_0
\]

\[
+ \Omega_0 \int \left\{ \frac{1}{\sqrt{\Omega_0^e}} \int J (\nabla (\delta \varphi) : I) \, d\Omega_0^e \left( \left[ \psi_{vol}^e (\theta) + \Lambda \right] - p \right) \right\} \, d\Omega_0
\]

\[
= \Omega_0 \int \left\{ \nabla (\delta \varphi) : \left[ \tau_{iso} (\bar{\dot{b}}, \bar{\lambda}_t) + p^e J I \right] \right\} \, d\Omega_0
\]

\[
+ \sum_{e=1}^{n_e} \psi''_{vol}^e (\theta^e) \frac{1}{\sqrt{\Omega_0^e}} \int J (\nabla (\delta \varphi) : I) \, d\Omega_0^e \int \left\{ J - \theta^e \right\} \, d\Omega_0^e
\]

\[
+ \sum_{e=1}^{n_e} \frac{1}{\sqrt{\Omega_0^e}} \int J (\nabla (\delta \varphi) : I) \, d\Omega_0^e \int \left\{ \psi_{vol}^e (\theta^e) + \Lambda^e \right\} - \left\{ \psi_{vol}^e (\theta^e) - p^e \right\} \, d\Omega_0^e.
\]
By using the element-wise definitions of \( \theta, p \) listed in equations 4.14 and 4.15, this further reduces to the form given in equation 4.16b.

Using the discontinuity of the fields, their constant value over the element and applying equation B.34, equation B.37, equation B.35, equation B.38 to equations B.28 to B.32 as required in equation B.17, the expression

\[
\begin{align*}
\sum_{e=1}^{n_e} \left[ \int_{\Omega} \left\{ \nabla (\delta \varphi) : J I \Delta p \right\} \text{d}\Omega + \int_{\Omega} \left\{ \delta p \delta J I : \nabla (\Delta \varphi) \right\} \text{d}\Omega \right. \\
- \int_{\Omega} \left\{ \delta \theta \Delta p \right\} \text{d}\Omega - \int_{\Omega} \left\{ \delta p \Delta \theta \right\} \text{d}\Omega + \int_{\Omega} \left\{ \delta \psi_{vol}^p (\theta) \Delta \theta \right\} \text{d}\Omega \\
\left. \frac{\psi_{vol}(\theta)}{\sqrt{\text{vol}}} \int_{\Omega} J (\nabla (\delta \varphi) : I) \text{d}\Omega \int_{\Omega} J I : \nabla (\Delta \varphi) \text{d}\Omega \right. \\
- \frac{1}{\sqrt{\text{vol}}} \int_{\Omega} J (\nabla (\delta \varphi) : I) \text{d}\Omega \int_{\Omega} \psi_{vol}^p (\theta) \frac{1}{\sqrt{\text{vol}}} \int_{\Omega} J (\nabla (\Delta \varphi) : I) \text{d}\Omega \\
- \frac{1}{\sqrt{\text{vol}}} \int_{\Omega} J (\nabla (\delta \varphi) : I) \text{d}\Omega \int_{\Omega} \psi_{vol}^p (\theta) \frac{1}{\sqrt{\text{vol}}} \int_{\Omega} J (\nabla (\Delta \varphi) : I) \text{d}\Omega \\
+ \frac{1}{\sqrt{\text{vol}}} \int_{\Omega} J (\nabla (\delta \varphi) : I) \text{d}\Omega \int_{\Omega} \psi_{vol}^p (\theta) \frac{1}{\sqrt{\text{vol}}} \int_{\Omega} J (\nabla (\Delta \varphi) : I) \text{d}\Omega \\
\right]
\end{align*}
\]

(B.40)
is resolved. Applying equation B.40 to the internal contributions of equation B.17, the final form of the reduced stiffness formulation derived from the internal energy is

\[
K_{\text{int}} (\delta \varphi, \Delta \varphi, \varphi) = K_{\text{vol}} + K_{\text{mat}} + K_{\text{geo}}
\]

(B.41)

with the definitions of these terms provided in equations 4.17b to 4.17d.
C. MATERIAL MODELS

C.1 Constitutive relations for general fibrous hyperelastic materials

Beginning with the definition of the material SEF
\[ \psi = \hat{\psi}_J (J) + \hat{\psi}_M (C) + \sum_i \hat{\psi}_i (\lambda_i) = \psi_J (J) + \psi_M (b) + \sum_i \psi_i (\lambda_i) \quad , \]
(C.1)
a precursor to equation 5.1b, the derivation of the stress and tangent tensors for the volumetric component (equations 5.4a and 5.5a) follows the same approach adopted in the determination of equations 3.82a and 3.83a.

Energetic contributions from the bulk, \( \psi_M \), are assumed to be a function of the tensor invariants. Using equation 3.51, applying the chain rule and the derivatives noted in equations A.7 and A.8, the second Piola-Kirchhoff stress is
\[ S_M = 2 \frac{\partial \hat{\psi}_M}{\partial C} = 2 \left( \frac{\partial \hat{\psi}_M}{\partial I_1^C} + \frac{\partial \hat{\psi}_M}{\partial I_2^C} \right) = 2 \left( \frac{\partial \hat{\psi}_M}{\partial I_1^C} + I_1^C \frac{\partial \hat{\psi}_M}{\partial I_2^C} I_1^C - \frac{\partial \hat{\psi}_M}{\partial I_2^C} C \right) \quad , \]
(C.2)
which can be transformed to the spatial Kirchhoff stress tensor using equation 3.37, the result of which is
\[ \tau_M = 2 \left( \frac{\partial \hat{\psi}_M}{\partial I_1^C} + I_1^C \frac{\partial \hat{\psi}_M}{\partial I_2^C} b \right) b = 2 \frac{\partial \hat{\psi}_M}{\partial b} b \quad \] (C.3)
and equivalent to that provided in equation 5.4b. The tangent associated with equation C.2 is expanded to
\[ H_M = 4 \frac{\partial^2 \hat{\psi}_M}{\partial C^2} = 2 \frac{\partial S_M}{\partial C} = 4 \left( \frac{\partial}{\partial C} \left( \frac{\partial \hat{\psi}_M}{\partial I_1^C} \right) I + \frac{\partial}{\partial C} \left( I_1^C \frac{\partial \hat{\psi}_M}{\partial I_2^C} I_1^C \right) + \frac{\partial}{\partial C} \left( - \frac{\partial \hat{\psi}_M}{\partial I_2^C} C \right) \right) \quad \] (C.4)
where the derivative quantities are given by
\[ \frac{\partial}{\partial C} \left( I_1^C \frac{\partial \hat{\psi}_M}{\partial I_1^C} I_1^C \right) = I \otimes \left( \frac{\partial^2 \hat{\psi}_M}{\partial I_1^C \partial I_1^C} + \frac{\partial^2 \hat{\psi}_M}{\partial I_2^C \partial I_1^C} \right) = \left( \frac{\partial^2 \hat{\psi}_M}{\partial I_1^C \partial I_1^C} + \frac{\partial^2 \hat{\psi}_M}{\partial I_2^C \partial I_1^C} \right) I \otimes I - \left( \frac{\partial^2 \hat{\psi}_M}{\partial I_2^C \partial I_1^C} \right) I \otimes C \quad \] (C.5)
\[ \frac{\partial}{\partial C} \left( I_1^C \frac{\partial \hat{\psi}_M}{\partial I_2^C} I_1^C \right) = I \otimes \left( \frac{\partial I_1^C}{\partial I_1^C} \frac{\partial \hat{\psi}_M}{\partial I_1^C} I_1^C + \frac{\partial I_1^C}{\partial I_1^C} \frac{\partial \hat{\psi}_M}{\partial I_1^C} I_1^C \right) = \left( \frac{\partial \hat{\psi}_M}{\partial I_2^C} \right) I \otimes I - \left( \frac{\partial^2 \hat{\psi}_M}{\partial I_2^C \partial I_1^C} \right) I \otimes C \quad \] (C.6)
which, on substitution into equation (C.4), produces the final result

\[
\frac{\partial}{\partial C} \left( \frac{\partial \hat{\psi}_M}{\partial I_2} \right) C = - \left( \frac{\partial^2 \hat{\psi}_M}{\partial I_1^2 \partial I_2} + \frac{\partial^2 \hat{\psi}_M}{\partial I_2^2 \partial I_1} + \frac{\partial^2 \hat{\psi}_M}{\partial I_2^2 \partial C} \right) + \frac{\partial \hat{\psi}_M}{\partial C} \frac{\partial C}{\partial I_2} \left( C \otimes C - \left( \frac{\partial \hat{\psi}_M}{\partial I_2^2} \right) I \right)
\]  

(C.7)

The spatial transformation of equation (C.8) using equations (3.56, A.19) to A.21 and A.25 returns the result given in equation (5.5b).

With the use of equation (A.11), the second Piola-Kirchhoff stress derived from the internal fibre contributions

\[
S_f = 2 \frac{\partial \hat{\psi}_I}{\partial C} = 2 \frac{\partial \hat{\psi}_I}{\partial \lambda_I} \left( \lambda_I \right)^{-1} N_I \otimes N_I
\]  

(C.9)

which leads to equation (5.4c) using equations (3.37 and A.17). The fibre tangent is then

\[
\mathbb{H}_f = 4 \frac{\partial^2 \hat{\psi}_I}{\partial C^2} = 2 \frac{\partial S_f}{\partial C} = 2 N \otimes N \otimes \left( \frac{\partial \hat{\psi}_I}{\partial \lambda_I} \left( \lambda_I \right)^{-1} + \frac{\partial \hat{\psi}_I}{\partial \lambda_I} \right) \frac{\partial \lambda_I}{\partial C}
\]  

\[
= \left( \frac{\partial \hat{\psi}_I}{\partial \lambda_I} - \frac{\partial \hat{\psi}_I}{\partial \lambda_I} \left( \lambda_I \right)^{-1} \right) \lambda_I^{-2} N \otimes N \otimes N \otimes N
\]  

(C.10)

from which its spatial counterpart given in equation (5.5c) is produced through the use of equations (3.56 and A.24).

### C.2 Total work done by active contraction of muscles within a continuum

Starting from the continuum definition of rate of work expended on a body in quasi-static deformation as defined by equation (3.45), the insertion of the relations given by equation (5.6a) along with the use of equation (3.41) results in

\[
\dot{W} = \int_{\Omega} (\sigma_{\text{vol}} + \sum_i \phi_i \sigma_i) : \mathbf{l} \, d\Omega.
\]  

(C.11)

which is equivalent to

\[
\dot{W} = \dot{W}^{\text{vol}} + \dot{W}^{\text{iso}} = \dot{W}^{\text{vol}} + \dot{W}^{\text{M}} + \sum_l \dot{W}_l^f.
\]

From this, one can determine the total work rate of a specific muscle by noting that

\[
\dot{W}_l = \int_{\Omega} \phi_l \sigma_l : \mathbf{l} \, d\Omega
\]

(C.12)

which includes contributions from the PE, SE and CE. After decomposing the fibre Kirchhoff stress into magnitude and directional components, further manipulation of equation (C.12) using equations (3.10, 3.20)
6.6, 7.15 and 7.16 produces

\[ \dot{W}_i = \int_{\Omega_0^f} \dot{\phi}_i T_i \lambda_i n_i \otimes n_i : l \, d\Omega_0^f \]

\[ = \int_{\Omega_0^f} \dot{\phi}_i T_i \lambda_i \left( n_i \cdot F^{-1} n_i \right) \, d\Omega_0^f \]

\[ = \int_{\Omega_0^f} \dot{\phi}_i T_i \left( \lambda_i n_i \cdot n_i + \lambda_i n_i \cdot \dot{n}_i \right) \, d\Omega_0^f \]  

(C.13)

and results in equation 7.14. Next, the use of the Hill-model relationships given in equations 6.3 and 6.4 and stretch and stretch-rate relationship described in equations 6.7b and 7.17 to decompose equation C.13 into the PE, SE and CE components

\[ \dot{W}_i = \int_{\Omega_0^f} \phi_i T_p \lambda_p \, d\Omega_0^f + \int_{\Omega_0^f} \phi_i T_c \lambda_c \, d\Omega_0^f \]

\[ = \int_{\Omega_0^f} \phi_i T_p \lambda_p \, d\Omega_0^f + \int_{\Omega_0^f} \phi_i T_c \left( \lambda_c \lambda_c^{-1} + \dot{\lambda}_c \lambda_c^{-1} \right) \, d\Omega_0^f \]  

(C.14)

from which the final result given in equation 7.18 is resolved.
D. Validation studies

D.1 Finite-strain incompressible elasticity

A study verifying the FEM implementation of the incompressible finite-strain elasticity was performed. The tests described below demonstrate the accuracy of implementation under compressive and shear loading.

D.1.1 Indentation test

The indentation test presented by Reese et al. [229] and elaborated on by Elguej et al. [63] demonstrated the effectiveness of the quasi-incompressible formulation under severe compressive loading. A cubic block with an edge length of 1mm represents a quarter of the entire domain. Planar constraints on -X,-Y,-Z surfaces account for the symmetry of the problem. The +X,+Y surfaces are traction free while the +Z surface is constrained in X,Y directions. A vertical load is applied on a 0.5mm² patch on +Z surface, aligned against the X-Z and Y-Z planes. The load, which is applied in the reference configuration, has a value of $p - p_0$, with the nominal load $p_0 = 4\text{MPa}$. The cube, which is considered near-incompressible, is composed of a Neo-Hookean material with material parameters $\mu = 80.19\text{GPa}$ and $\nu = 0.499$. The maximum dilatation error allowed was $1 \times 10^{-4}$.

Figure D.1a depicts the displacement solution after 10 load steps at which the maximum load had been applied. The convergence of the solution under h-refinement is illustrated in figure D.1b. The results compared very well with the literature.

D.1.2 Cook’s membrane

The Cook cantilever problem is used by Armero [5] to test the properties of FEM formulations under shear loading and their resistance to volumetric locking. A non-regular beam is fully constrained on one side and has a total vertical load of 100kN on the opposite face. The beam is in plane-strain and is thus constrained through its thickness. The upper and lower surfaces remain traction free. The cantilever is composed of a near-incompressible Neo-Hookean material with material properties $\mu = 80.1938\text{GPa}$ and $\nu = 0.499$. Incompressibility was considered to be obtained when the dilatation error was reduced to $1 \times 10^{-5}$.

Five load steps were used to obtain the displacement solution shown in figure D.2a. Comparing the results given in figure D.2b to those found in the literature, the mixed formulation with regular (non-skewed)
D.2 External/fictitious material model

To demonstrate the external tissue model, consider a $1 \times 2 \times 1 \text{mm}^3$ volume composed of two dissimilar materials, namely muscle matrix (without fibres) and adipose tissue. The volume is made to undergo shear deformation by imposing a displacement constraint on both surfaces. The adipose tissue was fixed on the upper surface, while the lower surface of the muscle had a prescribed lateral displacement and was fixed in the other two directions. All other surfaces are considered traction-free. Both materials are of equal volume, and have identical FEM meshes consisting of 64 identical elements. In the case where the fictitious material
is considered, the adipose volume is removed and the interface surface treated with the traction condition described by equations 3.97 and 3.98 in conjunction with the constitutive model given in section 5.4.3.1. The fixed surface for the fictional material is set in the same position as that of the preceding case.

Comparison between the two results generated using equivalent boundary conditions is presented in figure D.3. It is demonstrated in figure D.3a that qualitatively similar solutions are produced using both methods. Since the muscle tissue is more compliant than the adipose, it undergoes a larger deformation. The leading edge of the muscle is raised, while the trailing edge drops. Similar configuration of the traction-free surfaces of the muscle body were also observed.

![Displaced solution](image)

(a) Displaced solution

![Lateral displacement of muscle-adipose interface](image)

(b) Lateral displacement of muscle-adipose interface

**Figure D.3**: Displacement of the interface between different tissue types. In figure D.3a, the silhouette of the displaced solution for the two-material model is also depicted. The adipose tissue is coloured red and fixed at the upper surface, while blue represents the muscle tissue volume which undergoes translation of its lower surface. The dotted lines in figure D.3b denote values measured when two material volumes exist.

However, as is clear from both figure D.3a and figure D.3b, the fictitious material case is conservative in terms of the production of traction forces. The displacement of the material interface was significantly larger when the presence of the adipose tissue was directly simulated, but the overall displacement trends are similar. The performance difference is due to the conservancy of the shear component of the material model and the lack of volumetric effects which form a constraint on the motion of the adipose tissue in the former case.

### D.3 Passive tissue model

Validation of the constitutive models for passive skeletal muscle is presented. Some aspects regarding the chosen material parameters are discussed and some initial observations on the reinforcing properties of the muscle fibres, as well as the effect of fibre volume fraction, are made.
D.3.1 Muscle matrix of the tongue

A comprehensive survey of models of the tongue and other relevant skeletal muscle models has been conducted in order to characterise an accurate constitutive model for the passive tongue. Table D.1 provides an account of the reported small strain Young’s modulus of passive tongue tissue used in various models and from experimental analysis of skeletal muscle tissue.

Table D.1: Literature survey of muscle small strain Young’s modulus (human tongue unless otherwise noted).

<table>
<thead>
<tr>
<th>Source</th>
<th>Value (kPa)</th>
<th>Source</th>
<th>Value (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gérard et al. [86]</td>
<td>1.1</td>
<td>Vogt et al. [293]</td>
<td>10.1</td>
</tr>
<tr>
<td>Van Loocke et al. [286]</td>
<td>3.3</td>
<td>Van Ee et al. [282]</td>
<td>11.0</td>
</tr>
<tr>
<td>Cheng et al. [39]</td>
<td>2.6</td>
<td>Perrier et al. [219]</td>
<td>12.25</td>
</tr>
<tr>
<td>Huang et al. [111]</td>
<td>6</td>
<td>Gérard et al. [85]</td>
<td>15</td>
</tr>
<tr>
<td>Buchaillard et al. [28], [29]</td>
<td>6.2</td>
<td>Dang and Honda [51]</td>
<td>20</td>
</tr>
<tr>
<td>Sanguineti et al. [244]</td>
<td>6.2</td>
<td>Fujita et al. [27]</td>
<td>30</td>
</tr>
<tr>
<td>Sanguineti et al. [244]</td>
<td>10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Computationally derived value  

b Fresh porcine / ovine skeletal muscle. Approximate value derived from reported data  

c Aged porcine / ovine skeletal muscle. Approximate value derived from reported data  

d Freshly post-mortem rabbit tibialis  

e Calculated from a shear modulus value assuming $\nu = 0.5$.

In order to evaluate the various matrix models found in the literature that describe passive tongue muscle tissue, a number of the models were implemented and evaluated with the uniaxial-stress test described in footnote 4 on page 65. The resulting stress-strain curves (both maximum principal values) are shown in figure D.4a and the approximate modulus of elasticity associated with the materials is given in figure D.4b.

![Figure D.4: Comparisons between the muscle matrix model and other models for the tongue in the literature](image)

(a) True stress vs true strain  
(b) Young’s modulus vs true strain

Figure D.4: Comparison between the muscle matrix model and other models for the tongue in the literature [293, 111, 244, 86, 28]. The result for the matrix model used in this work is shown in black.

From both table D.1 and the before-mentioned figures, there appears to be a large variation in the constitutive relationships used to describe the passive tongue. Not only does the account of the zero strain Young’s
modulus vary significantly, but the nature of the material nonlinearity and the degree to which it stiffens with increased strain varies as well. The result is an order-of-magnitude discrepancy of large-strain stiffness for the tested models. It should be noted that although the model of Gérard et al. [86] shown in figure D.4 derived from indentation tests of a human tongue, it was the most compliant model and shows little similarity to the rest of the cited literature. However, it appears to be consistent with the experimental analysis conducted by Van Loocke et al. [286] for freshly harvested tissue, as seen in figure D.5. Similar results for fresh tissue were also observed by Buchaillard et al. [29]. This is due to Gérard et al. [86] assuming zero muscle activation for the fresh tissue whereas models with a stiffness modulus in the range of 6 kPa assume that some residual muscle activation is present [29]. The effect of the sample freshness on the results obtained in experimental analysis is discussed by Van Ee et al. [282] and Van Loocke et al. [286]. Furthermore, it has been observed in tests performed by Van Ee et al. [282] and Van Loocke et al. [286] that strain-rate and the effects of cyclic loading are factors that should be considered.

Ultimately, material parameters for the muscle matrix were chosen such that the small strain stiffness was 6.2 kPa, which aligned with a number of the models in literature. The notion that this figure includes the effect a minimal degree of muscle activation is taken into account in the development of the neural model presented in chapter 7. The rate of increase of stiffness at small strains was set to mimic that of the Yeoh material model of Buchaillard et al. [28], which resulted in the models correlating well at large strains. The resulting stiffness modulus at +0.4 strain was 23.78 kPa and at −0.5 strain was 13.84 kPa.

D.3.2 Passive component of muscle fibre

In addition to providing a valid range of parameters for the matrix model, the experimental data in Van Loocke et al. [286] was used as an initial benchmark against which the parameters chosen for the PE were validated. Figure D.5 demonstrates that the increase in stiffness shown when a transverse fibre family is added is in the range of that observed in the fresh and aged tissue. The transverse fibres are placed in tension as the uniaxially displaced tissue is compressed, while axially orientated fibres are loaded in compression and have no effect on the tissue stiffness. The resulting stiffness curve demonstrates that the small strain stiffness is comparable to that of aged tissue. However, at large strains the reinforcing effect of the PE, which is superimposed on that of the muscle matrix, is similar to that seen in fresh tissue samples.

Further comparison can be made to the combined experimental results of Gordon et al. [91] and ter Keurs et al. [274] that outlined the nature of the PE. In figure D.6, the combined effect of the PE and the length-dependent part of the CE are plotted as a function of fibre stretch. This result represents iso-velocity elongation of a muscle fibre at maximum activation, and is presented as a fraction of the peak isometric force. The chosen parameters for the PE make this element more compliant than that presented by ter Keurs et al. [274], but the overall effect of a highly increased material stiffness at high strains is attained.

D.3.3 Fibre volume fraction

From equation 5.6c, it is ascertained that the stress generated within the muscle fibre components is directly proportional to their volume fraction. In appendix D.3.2, the parameters chosen for PE as listed in table 6.4 were selected and validated for the volume fraction value specified for the tongue in section 6.5.1.

---

1 This large variation in experimental data has been noted by Van Loocke et al. [286].
Figure D.5: Comparison between fresh and aged experimental compression data from [286] and the muscle model. Legend: AX – axial alignment of fibre with deformation; TV – transverse alignment of fibre with deformation.

Figure D.6: Combined response of active and passive components of muscular tissue, namely $f_p + f_c^L$. Comparison of the described functions with data from ter Keurs et al. [274] for the passive tissue response, combined with active muscle response described in Herzog and Ait-Haddou [101] and Gordon et al. [91], demonstrates that the overall response of the tissue is correct. The response of the PE used here is slightly less stiff than that described by ter Keurs et al. [274].

Figure D.7 demonstrates that both the stress and stiffness properties of passive tissue are, as expected, linearly dependent on the fibre volume fraction and that the correct configuration of the PE parameters is paramount to the accuracy of the model. It is observed in figure D.7b that the variation in tensile stiffness of the muscular tissue relative to that of the muscle matrix (7.26kPa at +0.1 strain) due to the effect of fibre volume fraction is significant at even very low-strains. The stiffness of the PE increases exponentially in comparison to the underlying tissue matrix.
Figure D.7: The change in stress response and stiffness properties of passive fibrous tissue resulting from modification of the fibre volume fraction.

D.3.4 Number and orientation of reinforcing fibres

In the tongue, numerous fibre families meet and interact throughout its volume. The number of muscle groups present at each point and their orientation with respect to one another alter the passive properties of the tissue. Figure D.8 illustrates the effect of the number of fibre families and orientation on the tensile and compressive stress-strain behaviour of muscle tissue.

Figure D.8: Passive tissue stiffening due to fibre reinforcement. Axially-aligned fibres produce a large stiffening effect in tension, but no passive resistance during compression. Transversely aligned and off-axis fibres add some stiffness during compression as they are placed in tension during the deformation. Legend: AX – axial alignment of fibre with deformation; TV – transverse alignment of fibre with deformation; OT – fibres are orthogonal. The angle given is that of the fibre with respect to transverse plane.
For the case of compression shown in figure D.8a, the addition of fibres in the transverse direction results in reinforcement of the material while fibres aligned in the axial direction do not affect the material stiffness. Due to the nature of the deformation during compression, it was observed that orientating fibres at up to 60° to the axial direction resulted in negligible reinforcement. The addition of a single fibre family in the transverse plane has the effect of stiffening the tissue, but because the reinforcement is in the direction of only one of the transverse axes, the tissue remains compliant. Adding an extra transverse fibre family orthogonal to the first results in the stiffest tissue measured in compression. When an axial fibre is added, the tissue becomes more compliant but remains stiffer in comparison to when only one transverse fibre was present. The latter two scenarios demonstrate that the volume fraction for each family is reduced as the overall fibre volume fraction remains constant regardless of the number of muscle groups present.

Under tension, the incorporation of fibres off the transverse plane results in stiffening of the tissue. It is clear that the closer the alignment of the fibres to the direction of deformation, the greater the resistance to motion due to the stiffness of the PE. By comparing the cases having only 1 fibre group and 3 orthogonal fibre groups, the former being aligned with the deformation and the latter having one fibre family aligned with the deformation, the effect of the fibre volume fraction can again be observed. The volume fraction occupied by the axial fibre in the latter case is $\frac{1}{3}$ of that of the former case, reducing the effective stiffness of the tissue in the axial direction. As the PE offers no resistance in compression, the cases where only fibres transverse to the direction of motion exist result in the same material stiffness of that of having just the matrix present.

In summary, it is evident that the alignment of the fibres with respect to the load affects the degree to which the PE is loaded. Under certain loading configurations, the fibre volume fraction may not play a significant role in the effective stiffness of the tissue. According to figure D.8b, tensile uniaxial loading of tissue with a single fibre family at 45° with a $\phi_f = 0.7$ results in little added stiffness due to the PE at strains of up to +0.15. The result of this is that the volume fraction has a more significant effect in altering the effective stiffness of tissue in scenarios in which the tensile principal direction of deformation is aligned with the fibre direction.

### D.4 Active tissue model

The implementation of the model for internal fibres is compared to examples presented by Martins et al. [171]. The slight differences between the results shown below and the benchmark results can be attributed to differences in the implementation of the muscle models.

#### D.4.1 Internal fibres

A $10 \times 5 \times 1$mm geometry discretised into $1$mm$^3$ cells was used to reproduce half of the grid used by Martins et al. [171]. Muscle fibres were aligned in the direction of longest grid edge. The symmetry of the model in the fibre direction was accounted for, thus replicating the square grid used in the benchmark. The plane-strain response was ensured by enforcing zero displacement in the third direction. The muscle matrix parameters were altered to be consistent with the used by Martins et al. [171] ($b = 23.46, c = 379.52$Pa). The activation parameters were set to $T_0 = 1, \tau_R = 20$ms, $\tau_R = 200$ms. The time-step size used in the first example is $\Delta t = 50$ms, while the second required a smaller step size of $\Delta t = 20$ms.

Isometric contraction of the muscle group demonstrates that the activation function is correctly evaluated and
that the fibre constitutive model produces correct results. In this example, no displacement of any boundaries is allowed. In figure D.9a, it was observed that the rise and fall of the activation level is exponentially increasing and decaying. The temporal history of the total axial stress, depicted in figure D.9, has a similar shape to the neural history.

Figure D.9: Replication of the isometric contraction test described by Martins et al. [171]. The result in black was produced using an implementation of the exact muscle relationships used by Martins et al. [171] and correlates well with that which they documented.

Isotonic contraction, where the generated contractile force in a muscle is sufficient to overcome an applied traction, is demonstrated in the same geometry. One of the 5mm sides is planarly constrained, while a axial stress is applied, in the reference configuration to the opposite surface. The stress is linearly increased to its maximal value of 4805.26Pa over the first second, and is maintained for an additional 2.5s. At $t = 1s$, a neural stimulus is provided to the muscle and maintained for a duration of 1s, after which the stimulus is removed. The stimulus and resulting activation histories are illustrated in figure D.10a and the axial stress and strain shown in figure D.10c.

Figure D.10: Replication of the isotonic contraction test described by Martins et al. [171].

Both of the problems outlined above match the benchmark results shown in the literature and demonstrate
that the muscle model functions as expected\(^2\). The inconsistency in the stress-time results are primarily due to the differences in the materials models, as both the length and velocity relationships of muscle tissue, as well as the account of fibre volume-fraction, differs between the two approaches.

\(^2\) An interesting catastrophic instability was observed for this problem, namely that the slightest perturbation of the solution in the Newton-Raphson algorithm caused solution divergence. This highlighted an unforeseen difficulty when using this model in geometrically regular grids and a regular arrangement of embedded fibres. Ultimately, this problem required the employment of a direct solver to ensure a very high precision linear step.
E. CRITIQUE OF THE CONSTRUCTED MODELS

In order to critically evaluate the accuracy of the model as a whole, a summary of the anatomical inconsistencies and nuances observed in portion of the VHP dataset pertaining to this research is presented. Where aspects of the underlying physiology extracted from the images are ignored or modified, a full account of these modifications and a motivation for the changes is given.

E.1 Anatomical inconsistencies of the VHP dataset

The most disadvantageous aspect of the dataset is that the tongue is in an unnatural position, clearly illustrated in figure 8.4. Not only does the tongue rest forward in the mouth, but it is clamped between the teeth on its blade and the sides, causing the tip of the tongue to protrude forward to the lips. The frenulum and underside of tongue blade are also in contact with the mandible and portions of the superior surface of the tongue are in contact with the hard palate. These points needed to be corrected in order for a functional model to the produced, as the position of the tongue is inconsistent with that observed in vivo while breathing naturally.

Upon extraction of the thyroid cartilage, it was discovered that only one of the processes to which the oropharyngeal constrictors attach was present.

E.2 Accuracy of geometry reconstruction

When considering the accuracy of the geometric reconstruction, four elements need be addressed. They are:

1. Constraints inherent in imaging, modelling and simulation software.
2. The process used for reconstructing the tissue structures from imaging data.
3. The process of developing the fluid domain from the solid model.
4. Fundamental problems with the data source.
**E.2.1 Software constraints**

The complex nature of the HUA together with limitations in the software required that the model be separated into several files to reduce the overall number of masks used to segment the data. A similar limitation was met when extracting the muscle fibre data. The reconstructed dataset could as a result not be viewed in its entirety during construction, hindering the detection of errors early in the reconstruction process.

An additional pertinent point is that the FE software was restricted to hexahedral elements, so that detail in certain parts of the model had to be removed. Furthermore connectivity constraints forced some regions to have an unnecessarily fine mesh. Finally, since only linear elements can be read in by the software, the description of tissue boundaries was relatively coarse in places.

**E.2.2 Modelling tissue structures**

The following section outlines the geometric differences between the voxel data extracted from the images and the three-dimensional model that was recreated from the data. Since the solid and fluid models are distinct but interlinked, the details for the solid model, which is the focus of the work, is presented first with the additional points that pertain only to the fluid model introduced afterwards.

As the underlying histological data for the tongue is linked to its configuration with in the imaging data, the extent to which alterations could be made to the solid geometry were limited. Some muscles that are not expected to have an impact its movement, such as the PG and infrahyoid muscles, were ignored entirely. The teeth, which constrained the tongue, were removed leading to the presence of small gap the tongue and hard palate, as well as the the mandible. Deformation in the apex and blade of tongue caused by the clamping of the teeth on the tongue was removed. The anterior sublingual gland and frenulum in-between the tongue and the mandible was ignored in order to prevent initial contact between the tongue and the mandible, as well as to reduce the degree of constraint present on the anterior surface of the tongue. The lateral sublingual glands have been represented as soft tissue within the tongue body but their connectivity between the tongue and mandible is not maintained, again to relax the constraint placed on the tongue. Since it is expected that these tissues are relatively compliant, their removal in order to simplify the model was thought to be valid.

The hyoid was reshaped so that it was less tapered at its posterior margin and its lesser horn removed, facilitating the construction of a high-quality mesh for this part of the model. The anatomy between the epiglottis, thyroid cartilage and hyoid bone was treated as though entirely composed of adipose tissue. Although the epiglottis is known to rest on a fat pad, there exist several bursae and other tissues in this region as well. The ligaments in the region of the hyoid and thyroid, as well as the thyroid and hyoepiglottic membranes, were also ignored. Although these thin collagenous structures, when in tension, serve to constrain the motion of parts of the anatomy, their influence on the gross movement of the tongue was considered to be insignificant enough to warrant their current representation.

Furthermore, the surface of the hard palate was displaced marginally so as to introduce a gap between it and the tongue thereby removing in the initial contact between these two entities. The thyroid process was added to the right hand side of thyroid cartilage and the laryngeal prominence was removed.

---

1 The influence of these parts could be included using a boundary energy model, such as that described by Javili and Steinmann [130].
Due to their thin structure, the presence of image artifacts and the perspective of the dataset, the pharyngeal constrictors were difficult to discern in the axial and reconstructed images. However, it did appear that regions of the airway were collapsed, which is a distinct possibility as no muscle activity is present to ensure airway patency. Based on the anatomical literature, a structure representing the constrictors was reconstructed, but indications are that this may call for revision. This is discussed in more detail in appendix E.2.4 below. The apparent inner wall of the collapsed oropharynx is contrasted in figure E.1 against that of the reconstructed geometry. Since various muscle groups, such as the SG penetrate the oropharyngeal walls, these regions of penetration were ignored, patched up and considered to be a part of the pharyngeal constrictors.

Figure E.1: View in Mimics© of the inner wall of the oropharyngeal constrictors, with the position of the epiglottis (pink) and soft palate (blue). The apparent true position of the inner wall (red) along with final (green) reconstructed geometries indicated. The degree to which the reconstruction could be made to accurately represent the oropharyngeal constrictors was constrained by the length of time required to produce each geometry and, ultimately, mesh requirements.

E.2.3 Developing the fluid domain

The solid model was used as a basis for the fluid model, and the changes in the solid geometry therefore reflect directly on the construction of the fluid model. However, further deviations from the extracted imaging data was required to produce an adequate model. A slight alteration of the cheeks, which now serve as the enclosing boundary for the air in the oral cavity, was performed to remove contact between them and the tongue. The region lateral and anterior to the tongue where the sublingual glands are present was removed from the free-stream, thereby reducing the flow area in the oral cavity. Due to their complexity and the difficulty in extracting accurate details from the imaging data, the nasal passage was simplified substantially.
using the method presented in Zhang et al. \[325\], and the sinuses totally ignored. Although the presence of external muscles in region nasopharynx was accounted for, it is likely that the complex geometry in this region hasn’t been fully represented. Furthermore, the effect that the muscles emanating from the tongue body have on the impingement of flow has not been considered.

### E.2.4 Data source problems

Many of the inaccuracies in the construct of the fluid model can be attributed to source of the data, specifically that a solid model or description of the fluid boundaries was required before the volume of dataset that makes up the airway could be inferred. Ideally, accurate MRI or CT data should have been used to directly extract the description of the airway instead of the inverse method employed in this work. However, because of the low-resolution of the associated MRI or CT data, this information was not explored. Consequently the methodology used to construct the fluid model and its associated simplifications resulted in a several unrealistic features appearing in the model.

As is shown in section \[8.8.2\] several issues pertaining to the airway $\text{CSA}$ exist. The transverse profile of the airflow gap in the oral cavity is incorrect when in a state of inhalation. This is due to the blockage of the oral cavity by the tongue, restricting the flow area over the superior surface of the tongue. Additionally, because the teeth were removed, the area through which fluid would move in the lateral regions of the mouth is excessive. Due to the coarse representation of the nasal passage geometry and the position of the pharyngeal walls, the $\text{CSA}$ of the nasal passage does not truly match the anatomical literature as well as would be hoped. The $\text{CSA}$ of the lower nasopharynx and the velopharynx appears quite large. The lateral distance between uvula and nasopharynx as reconstructed appears larger than usually illustrated in literature; for example, see \[2\] p771.
F. Isolated activation of individual tongue muscles

Figure F.1: Isolated contraction of the GGa (FFMR 5%)

Figure F.2: Isolated contraction of the GGa (FFMR 5%)
Figure F.3: Isolated contraction of the **GGm (FFMR 5%)**

Figure F.4: Isolated contraction of the **GGp (FFMR 5%)**

Figure F.5: Isolated contraction of the **GH (FFMR 5%)**
**Figure F.6:** Isolated contraction of the HG (FFMR 5%)

**Figure F.7:** Isolated contraction of the IL (FFMR 5%)

**Figure F.8:** Isolated contraction of the MH (FFMR 5%)
**Figure F.9**: Isolated contraction of the SG (FFMR 25%)

**Figure F.10**: Isolated contraction of the SH (FFMR 5%)

**Figure F.11**: Isolated contraction of the SL (FFMR 5%)
Figure F.12: Isolated contraction of the TV (FFMR 5%)

Figure F.13: Isolated contraction of the VT (FFMR 5%)
G. Parametric study of neural model

The neural control model has a number of physical and non-physical parameters associated with it. These include variables utilised to reduce computational cost and some which affect the interpretation of the cost-benefit to contracting specified muscle groups. Below, a discussion on how these parameters influence the accuracy of the result is presented. These results were applied in the development of a more accurate model for later use.

Not demonstrated is the effect of the evaluation rate, that is the number of time-steps between those at which the neural model is utilised to produce a new active muscle set. In a previous iteration of the model, it was determined that, for the given time-step size, using the same active set for a single additional time-step reduced the computational time (naturally, by a factor of 2) without a proportional loss in accuracy of the result. Similarly, the time discretisation, itself not immediately associated with the neural model, was chosen to ensure that accurate results were maintained under all scenarios to be tested.

G.1 Muscle selection factor

Introduced in section 7.4.3, the value used to filter out unlikely candidates for muscle activation, $c_L$, has a great influence on the duration of each simulation. The bounding values for $c_L$ were chosen to provide a balance between computational efficiency and the overall solution results. It was determined that a greater likelihood for inaccuracies in the calculation of $\bar{\lambda}_t$ exist as the gravitational orientation moves towards the upright position, hence the need for a lower value of $c_L$ in this regime.

In terms of the effectiveness of this method, a typical reduction of the order of 50% of the simulation time was achieved when utilising equation 7.24 in conjunction with equation 7.25 versus having no filter (i.e. $c_L = 0$) on the active muscle set. Considering the base problem used thus far, the average number of evaluations required for each occasion the neural model reconfigured the muscle state was reduced from 62 when $c_L = 0$ to 26 for $c_L = 0.995$.

Comparison of figures 11.1a, 11.2b and G.1 indicates that, qualitatively, the response of the muscles with and without filtering was very similar. The intensity of the contraction in each muscle group remained consistent between both simulations, although it was noted that the HG was predicted to have a slightly
greater contractile force when no filtering is used, suggesting that it is prematurely forced to be inactive by the algorithm. However, the overall quality of the position control is effectively identical between the two cases. In this single case, the \( \text{GGp} \) is noted to contract with slightly greater intensity at the time of peak pressure due to the increased contraction of the \( \text{HG} \). Nevertheless, the overall trends in terms of magnitude of contraction for the \( \text{GG} \) constituents remain similar.

Figure G.1: The response of the model using the described filtering technique was very similar to that obtained when no filtering of the active muscle set occurred.

The trade-off between simulation time and loss of accuracy in terms of positional and muscular control caused by introducing equation 7.25 appears worthwhile. The recruitment of additional muscles does slightly affect the predicted activation patterns of the airway dilators, but this effect is small and will likely be further diminished when energy-conservation is included as an optimisation parameter in the neural model.

### G.2 Number of control points

A secondary fine net for the control points was evaluated to determine whether more control points should be utilised in further studies. The coarse distribution, shown previously in figure 8.11, was used as a base to which supplementary points were added. Figure G.2 depicts the finer distribution of the control points on the upper and rear surfaces of the tongue. 10 points were positioned on the upper surface, 7 were placed on the rear and 5 on the transitioning edge between the two surfaces. The position of these points remained regular in order to prevent the GA from favouring any point on the tongue.

From the data shown in Table G.1, it can be deduced that including additional control points decreases the effectiveness of the neural model in maintaining the position of the control points on the midsagittal plane. For all but \( P_D \), an increase in the mean displacement was recorded. With the contraction of each muscle group affecting a large region of the tongue, perturbations in the contraction of some muscles now have a greater influence on the result. Consideration of the additional points reduced the effectiveness of the control model as it was required to make a compromise in the position of more points with no control point being more important than another.

From the results, it is clear that an increase in number of control points does not necessarily produce more optimal control of the tongue. It can be concluded that the number of control points used should be minimised,
Figure G.2: The position of all of the control points in the fine net.

Table G.1: The effect that altering the control point distribution has on the mean displacement measured on the midsagittal plane. The mean displacement, in mm, was computed from displacement data recorded at the prescribed control points over the course of the simulation. The listed measurement points were common between the two tested distributions.

<table>
<thead>
<tr>
<th>Control point</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coarse</td>
</tr>
<tr>
<td>$P_A$</td>
<td>1.86</td>
</tr>
<tr>
<td>$P_B$</td>
<td>1.31</td>
</tr>
<tr>
<td>$P_C$</td>
<td>0.65</td>
</tr>
<tr>
<td>$P_D$</td>
<td>0.87</td>
</tr>
</tbody>
</table>

but chosen with care. They should still be distributed in such a manner as to ensure that the overall configuration of the tongue body remains physiologically realistic while the points that are important to control should be explicitly evaluated and considered by the model.

G.3 Weighting values of control points

The weights assigned to each control point provide the facility to prescribe their significance on the solution of the GA. Increasing the value from unity is the artificial equivalent to clustering them in a region of geometry. As the position of the tongue tip, $P_A$, has been found to be most difficult to control due to its flexibility, the weight at this point was increased from 1 to 3. The weight at $P_C$ was also altered to the same value as to prevent the GA from focusing excessively on the control of $P_A$ and to maintain a good result at this position.

Table G.2 provides a summary of the influence of the described weights on the mean displacement solution at the various control points on the midsagittal plane. As desired, the result of increasing weight at $P_A$ is that the mean displacement at this position was reduced by 32%. The associated modification of the weight at the tongue posterior, $P_C$, produced a 21% improvement in result. There was however a reduction in the ability to maintain the position of the upper mid-surface of the tongue, denoted by $P_B$, with the mean displacement increasing by 14%.
Table G.2: The mean displacement, in mm, at control points on the midsagittal plane due to the influence of changing the weighting values at $P_A$ and $P_C$.

<table>
<thead>
<tr>
<th>Control point</th>
<th>Weight $w_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$P_A$</td>
<td>1.86</td>
</tr>
<tr>
<td>$P_B$</td>
<td>1.31</td>
</tr>
<tr>
<td>$P_C$</td>
<td>0.65</td>
</tr>
<tr>
<td>$P_D$</td>
<td>0.87</td>
</tr>
</tbody>
</table>

From this data, it was concluded that the combined increase in the weights at $P_A$ and $P_C$ to a value of 3 was an effective measure at improving the functioning of the optimisation algorithm.

G.4 Energy minimisation parameters

Finally, to introduce the requirement of work rate minimisation, the objective weights are altered from the trivial combination $[1, 0]$. From this we will determine optimal parameters and as well as their influence on the displacement result. As we expect the displacement result to decrease in quality, it must be ensured that the resultant oscillations of the tongue surface remained within physiologically realistic bounds.

In figure G.3 the sequentially increasing importance of the work rate has little effect on the position control of the tongue until a critical threshold is exceeded. At this point, the displacement control in the first loading cycle is not obtained. However, at later loading cycles the displacement solution is significantly better and remains within reasonable limits. An increase in the movement of the rear of the tongue is detected, although again it remains within realistic limits.

![Figure G.3](image)

Figure G.3: Position control of control points on the tongue surface under a change in objective function weights. Extreme differences are only observed when the weighting value on the energetic objective functions was increased to 0.5.

However, evaluation of the response of the $GG$ demonstrates that the solution obtained for the weights $[0.5, 0.5]$ is very much inconsistent with the other results. As can be seen in figure G.4, bias towards energy conservation leads to a steady but plausible reduction of the muscle activity for all tested cases except one. For
the former scenarios, the peak FFMR is reduced in the GGp while the GGm attained a lower zero-pressure FFMR. In the problem case, the FFMR of both of these muscles increased to a certain value at $t = 3s$ which remained roughly constant thereafter. This indicates two things, the first being that the response on the GG, which is known to be linked to the epiglottal pressure, is no longer physiologically consistent. Secondly, and more interestingly, although the FFMR result is non-realistic, the displacement solution after $t = 3s$ remained reasonably good, indicating that other muscle groups must be working collectively to oppose the applied load.

**Figure G.4:** Muscle response due to a change in objective function weights. The response of the GG further indicates that the threshold for reasonable results lies with a work rate weighting factor of between 0.4 – 0.5.

Taking a slightly conservative stance on the results, we consider the weight factors (0.7, 0.3), respectively for displacement and energy functions, to be ideal for use for the tongue model. This choice remains within the bounds that produce physiologically realistic and repeatable results, while allowing some buffer for unforeseen influences. This introduces flexibility that may be required when evaluating scenarios not evaluated in this part of the parametric study. To further justify this choice, a brief discussion on the statistical characteristics of the heuristic model is presented below.

Figure G.5 demonstrates that, with this choice of weighting parameters, the displacement score range of the tested population is balanced, while many of the tested solutions can be characterised as energy-efficient muscle configurations. This results in an overall score solution that is Gaussian and uni-modal, with a wide standard deviation.

The maintenance of bias towards low-scoring solutions is demonstrated in figure G.6. 85% of the solutions chosen as the best choice for each time-step had a displacement solution with a score of less than 0.25. Utilising this data in conjunction with that shown in figure G.5, it can be concluded that although fewer very high-quality solutions were evaluated, the results remain near optimal for the chosen objective weights.

It appears that, for this model, the wide standard deviation of the overall tested population is a necessity to ensure that an adequate displacement solution is obtained on average. As seen in figure G.7, increasing the weight of the energy function reduces the standard deviation of the overall population score, indicating that solutions with good displacement characteristics are tested less frequently. This is a logical development as the GA will tend to converge on a solution that utilises less muscle action and thus focus more evaluations on solutions with these characteristics.
Figure G.5: Histogram of scores of the evaluated population accumulated over the entire duration of a simulation. Weights for the displacement and work rate objective functions were 0.7 and 0.3 respectively. Although the distribution of the displacement scores is relatively even across all bins, the linear combination the objective functions results in normal distribution with a large standard deviation.

Figure G.6: Histogram of scores of the best genome accumulated over the entire duration of a simulation. Weights for the displacement and work rate objective functions were 0.7 and 0.3 respectively. The chosen best-solutions generally represent globally excellent results in comparison to the test population distribution given in figure G.5.
Figure G.7: Histogram comparing the scores of the evaluated population accumulated over the entire duration of a simulation for different objective weights. Increasing the bias towards work rate minimisation decreases the standard deviation of solution scores.
H. **CFD STUDY OF UPPER AIRWAY FLOW**

**H.1 Simulation configuration**

The CFD simulations were conducted using the commercial software FLUENT®. The full steady state Navier-Stokes equations were solved using the FVM. Due to the mixed flow conditions expected at the varying range of volume flow rates, a turbulence model that is capable of correctly representing flow in the laminar, transitional and fully turbulent flow regimes was required. As the computational expense of LES, DES and DNS turbulence models was too great, a RANS model was deemed ideal to approximate the turbulent effects on the flow field. In particular, the \( k-\omega \) SST model, incorporating low Re corrections, was selected as it has been shown to give a solution close to that obtained when using LES \[177\]. It provides a reasonable solution to transitional and fully turbulent flow while also accommodating fully laminar flow\[1\].

Higher order solution schemes were utilised to ensure solution accuracy. The Semi-Implicit Method for Pressure-Linked Equations (consistent) (SIMPLEC) algorithm was used for pressure-velocity coupling. The pressure and momentum fields were solved using the Pressure Staggering Option (PRESTO!) and Monotone Upstream-Centered Schemes for Conservation Laws (MUSCL) algorithms respectively. The Quadratic Upstream Interpolation for Convective Kinetics (QUICK) algorithm was used to solve all turbulence equations.

The final model of the fluid domain was comprised of 1.25 million hexahedral and polyhedral cells, with 50% of the them located in the pharynx, 26% in the oral cavity, 10% in the trachea and the rest distributed in the nasal passages\[1\]. A no-slip condition was applied to all walls, which were considered rigid and stationary. The boundary conditions at the inlets and outlets varied slightly according to the nature of the breathing and the part of the breathing cycle being simulated. At the outlet, namely a section of the trachea, a prescribed velocity condition was used to induce a specified volume flow rate through the domain. The mass-flow between each branch of the bronchus was split according to the CSA of the boundary surface. The region of the airway open to the atmosphere was represented as a pressure boundary condition. Depending on

---

1 Validation studies confirmed that simulations within the laminar flow regime conducted with and without the \( k-\omega \) SST turbulence model enabled produced similar results.

2 A brief validation study determined that this cell count and distribution resulted in sufficiently accurate results. Three meshes were evaluated, the other two comprised a total of 0.53 million and 0.78 million cells respectively. Both nasal and oral inspiration were simulated at 5L/min and 60L/min using each mesh. Using the finest grid as the benchmark result, at a low flow rate the difference in predicted pressure drop between the inlet and outlet was, in the worst-case, 2% and the difference in the maximal velocity within the domain was 3%. At a high flow rate, the worst-case relative difference in pressure and velocity measurements increased to 3.5% and 3.5% respectively. As the results between coarse and fine grids matched both quantitatively and qualitatively, it was determined that the chosen grid was sufficiently fine for the use in this work.
whether nasal or mouth breathing was modelled, the appropriate boundary condition was changed to a wall BC to ensure that fluid only flowed through those boundaries that matched the breathing type being simulated.

**H.2 General flow characteristics**

The general flow characteristics of oral and nasal breathing are presented. The differences between inspiration and expiration are discussed for each case. This information supplements the discussion in section 12.1.

**H.2.1 Nasal and oral inspiration**

The velocity profile shown in figure H.1a illustrates the high velocity regions in the vestibules (nose opening) and larynx. Jetting over the posterior surface of the uvula due to the flow constriction is visible. This phenomenon is more pronounced at high flow rates and matches the observations reported in the literature [56, 67, 147, 195]. The retroglottal jet is not strongly developed in this scenario but has been resolved fully in other studies [56].

![Nasal and Oral Inspiration](image)

**Figure H.1**: Magnitude of velocity on the midsagittal plane during inspiration at 60L/min.

Figure H.2 depicts velocity contours on coronal sections through the nasopharynx. It was observed that the majority of the fluid mass moves through the medial part of the septum. Towards the posterior third of the nasal passages, air moves into the superior meatus and to a lesser extent the inferior meatus as the height of the septum is reduced; a flow feature that has also described by Zhang et al. [325]. Upon entering the choanae, the fluid exiting the narrow nasal passages interacts with the surrounding stagnant air and the flow stream.

---

[3] The drawback to this approach is that the static pressure on the blocked inlet wall will be non-atmospheric, which is a non-realistic approximation.
becomes more diffusive as it moves towards the velopharynx. Overall, the velocity and pressure profiles in the nasal cavity were qualitatively comparable to the steady simulations shown in [325, 147].

The midsagittal velocity profile for oral inspiration, shown in figure [H.1b] was qualitatively similar in low and high flow rate cases. As the tongue blocked the entrance to the mouth, the air moved over its upper surface as well as around its sides. In these images, this was partially illustrated by the stagnation of the air at the tongue tip and the downwards flow from this point. Weak flow jetting was visible between the inferior surface of the uvula and the tongue. The uvula assisted in deflecting the air past the epiglottis and down the pharynx. At lower flow rates, the jet was directed partially onto the epiglottis. At higher flow rates, the jet appeared less well directed due to the secondary effects and the interaction of this jet with the lateral flow moving around the sides of the tongue. The air moving past the uvula remained attached by the Coanda effect and was directed over the epiglottis, a phenomenon also reported in the literature [131].

The flow profile though the buccal cavity is presented in figure [H.3]. It was very apparent in this image that a large quantity of the air moving through the mouth is channelled along the sides of the tongue. As previously mentioned, this is not necessarily an accurate representation of the normal physiology in humans, but may approximate a condition where the tongue has lifted and deflected back in the mouth. The gap between the tongue and the hard palate was very narrow, while the gap between the sides of the tongue and the inner walls of the cheeks was much wider. This resulted in the latter being the preferred flow path. As large quantities of air moved around the side of the tongue, it was deflected laterally inwards towards the pharynx centreline by the palatopharyneus (PP). The air originating from the superior and lateral surfaces of the tongue then mixed in the pharynx.

Flow acceleration at the larynx was clearly visible for both cases in figure [H.1]. Inferior to the larynx, a recirculation zone appeared in the trachea. This flow structure was also noted in the literature [196] and is explained by the laryngeal jet that is developed (as shown in [131]). The flow structure in trachea, at a set flow rate, appears independent of orifice of inhalation.

Full-field streamlines (not shown) indicated that, for the case of nasal inspiration, the flow path is very similar at high and low flow rates. The secondary flow pattern of the pharyngeal vortex, as depicted in the literature and shown in figure [H.4a], was visible in these cases. Two recirculation loops, lateral to the main flow channel and constrained by the pharyngeal walls, were present during nasal breathing. These vortices were generated...
Figure H.3: Coronal sections of the buccal cavity showing fluid velocity during oral inspiration at 60L/min.

by the shear stresses set up by the channel of air moving down the pharynx acting on the stagnant air in the lateral cavities of the pharynx. Additional vortices were present between the tongue and epiglottis. All of these turbulent structures were quite weak and therefore did not produce a significant effect on the pressure field. It was observed that the laryngeal jet was stronger at high flow rates than low flow rates.

Figure H.4: Streamlines of airflow in the pharynx for inspiration at 60L./min.

During oral inspiration, flow around the sides of tongue, clearly seen in figure H.4b, had higher momentum at a higher flow rate and thus resisted changes in direction as it moved into the open passage of the oropharynx. The flow therefore entered the pharynx more directly, while at a low flow rate the air moved around the region of the lateral sublingual glands. However, the turbulence and mixing in the oropharynx was stronger at higher flow rates. Two large vortices were again present in the pharynx, but their location and cause differed considerably in comparison to nasal breathing. The vortices were generated in the wake of the tongue, as the flow moved over the top and sides of it. These turbulent phenomena produced little effect on the low pressure zone that had developed in this region due to losses in the buccal cavity. It is clear from this image that there was quite a lot of transverse movement of air, which had a significant impact on the development of the flow field in the pharynx.
H.2.2 Nasal and oral expiration

The midsagittal flow profile for nasal exhalation is shown in figure H.5a. Apart from a small contribution from flow directed into the oral cavity due to attachment to the epiglottis, the fluid was near stationary in the oral cavity. Fluid flowing from the velopharynx was jetted into the nasopharynx due to the constriction present there. The flow detached from surface of the uvula and was directed towards the superior meatus of the nasal cavity.

Figure H.5: Magnitude of velocity on the midsagittal plane during expiration at 60L/min.

Figure H.5b demonstrates that during oral expiration the flow was attached to the epiglottis and directed towards the oral cavity due to the curvature of the epiglottis. However, some fluid was forced into the velopharynx and recirculated in this region. From the nature of the velocity field at the outlet, it was evident that a significant proportion of the fluid mass moved laterally around the tongue body and not over its upper surface. This physiological inaccuracy has been previously discussed in terms of its effect on the nature of inhalation simulated in this work.

H.3 Pressure distribution on the soft palate

Figure H.6 illustrates the pressure distribution on the soft palate. When simulating inspiration though the nose, the soft palate experienced a decreasing pressure profile in the posterior direction over its upper surface while the pressure on the surfaces bounding the oropharynx were near constant. As the superior surface remained a high pressure region, and from a sagittal viewpoint the upper surface has a strong curvature, it was predicted that the air-induced resultant force would move the uvula in the superior direction. However, due to the complex geometry and pressure distribution, this could only be confirmed through further studies using FEA. The pressure drop expected due to the velopharyngeal jet was not large enough to be captured.
During oral inspiration, the posterior pressure drop was continuous along the oropharyngeal surfaces of the soft palate. Static pressure was recovered in the velopharynx and the posterior surface of the uvula and superior surfaces of the soft palate were exposed to a constant pressure. With the posterior oropharyngeal parts of the soft palate being a low pressure region, the resulting force acting on the pliable regions of the soft palate might have been expected to move the uvula towards the tongue. However, the complex pressure profile on the inferior soft palate made this scenario somewhat more difficult to predict as the anterior of the oropharyngeal soft palate remained a high pressure zone.

The soft palate experiences vastly different pressure distributions for expiration with the two breathing mechanisms. During nasal expiration, the lateral and inferior surfaces in the oropharynx experience a high pressure, while the pressure drop across the velopharynx results in a low pressure region on the superior surface. A significant pressure gradient was observed across the length of the uvula. In contrast, the inferior and lateral surfaces of the uvula are at low static pressure relative to the superior surface during oral expiration. In both cases, the high pressure region at the uvula tip was clearly visible.

Figure H.6: Air-pressure distribution on the soft palate for breathing at 60L/min.
Further discussion

The data collected during the CFD study also demonstrated that during high flow rate inhalation the pharyngeal walls are subject to very low pressures due to losses in the buccal cavity or nasal passages. Without stiffening of the pharyngeal constrictors, this may lead to movement of these tissues which would further exacerbate any loss of patency caused by the position of the tongue alone. The pressure distribution on the soft palate is complex and requires further examination in order to predict its motion due to the airway load. An initial study of the movement of the soft palate is presented in appendix I.2 and demonstrates that inhalation through either the nose or mouth tends to displace the uvula forward towards the tongue. This is counter-intuitive for the case of nasal inhalation, and merits further examination preferably using time-dependent FSI analysis. For oral inspiration, this may result in further losses of airway patency and lower epiglottal pressures.
I. FURTHER OPPORTUNITIES FOR RESEARCH

I.1 Complete soft and hard tissue model of HUA

Following on from the discussion in section 8.5, figure I.1a shows the full reconstruction of the tissue of the HUA from the volumetric dataset. Both soft and hard tissues within the region of interest, and which define the extents of the fluid model, are represented. The full micro-histology of the tongue, soft palate and oropharynx is described. The overall goal of creating such a model was to simulate the full deformation of the soft tissues under airway loading conditions, using both FSI and simplified airway pressure models.

To this end, a frictionless surface-to-surface contact model described by Wriggers [313], accompanied by a custom contact detection model, was implemented to cater for the expected contact between the tongue and the soft and hard palate, as well as the lateral tissues under conditions of large deformation. Figure I.2 illustrates the results of a benchmark example, demonstrating the effectiveness of the implemented contact model. Furthermore, the neural model was extended to allow for the simultaneous computation of optimum muscle activation patterns in isolated and non-interacting muscle groups. Subject to the hypothesis that the muscles keeping each tissue group stationary in space resulting in no contact between them, the motion of the tongue, palate and oropharynx remain largely independent. Ultimately, the computational cost of using the full HUA geometry was too large for use within the current computational framework, and focus was placed on the use of models of reduced complexity.

I.2 Soft palate model

A model of the soft palate is illustrated in figure I.1b. The model includes the pliable region of the palate that attaches to the posterior surface of the hard palate, as well as the portion of muscular tissue that forms the palatoglossal arch. Visible is a complex of muscular fibres that exist in the glandular soft tissue of the soft palate, prominent amongst which is the musculus uvulae (UV) which moves the tip of the uvula and the palatopharyneus (PP) that extends through the palatoglossal arch. The external muscles of the levator veli palatini (LVP) and tensor veli palatini (TVP) are shown, as are their origins.
(a) Complete upper airway soft and hard tissue model

(b) Soft palate (posterior isometric view)

Figure 1.1: Details of full HUA tissue model
Numerous models, of varying complexity, simulating the uvula and soft palate are represented in the literature [143, 17, 41, 266, 298, 300, 328], as is histological data extracted from experiments [144, 21, 112, 39]. In figure I.1b, the tissue of the soft palate is represented by a mixture of adipose and muscular tissue such that the small strain stiffness modulus of the material is comparable to the (wide) range presented within the literature (approximately 7200 Pa). From the data presented in Hamans et al. [96], which presents with a volume fraction of interstitial and connective tissue in the uvula, it was assumed that the volume fraction of muscular fibres in the soft palate was $\phi_f = 0.15$. To pre-strain the tissue, the applied body force was 1.075 times that of gravity in the vertical direction.

Zero-displacement constraints were applied to surfaces that exist on the interface between the hard and soft palates, as well as to the inferior surface of the palatoglossal arch where the [PP] inserts into the floor of the oropharynx. The presence of adipose and other tissues surrounding the oropharynx and lateral portions of the soft palate are crudely approximated using traction BCs. This tissue adjacent to the palatopharyngeal and lateral pharyngeal constrictor muscles represents the buffer between these muscle and the external muscles of the tongue amongst other anatomical features. In actuality, these tissues would be separated by facial layers that would allow them to slide over one another (tangential motion), but normal motion would be presented due to the contact pressure present between the two parts. However, this reality cannot be accounted for in this stylised model. The interior surfaces of the model exposed to the air existing in the oropharynx, along with the uvula and a portion of the superior surface, experience forces due to air present in the velopharynx and nasopharynx.

Modal analysis was conducted using an implementation of the inverse iteration (power) method [226] to validate the chosen boundary conditions and material characteristics. Figure I.3 shows the first two modes computed for the problem. The captured harmonics appear physiologically plausible as the [PP] which lines the oropharynx is highly constrained while the palate roof is free to move. A combination of the FE mass lumping method, compliant passive material parameters and the prescribed BCs likely lead to an underprediction of the primary frequency of vibration. The second to fifth harmonics ($14.7 - 21.8$ Hz) were within the lower range excited during palatal snoring [202, 157, 220] but well below the spectrum of other frequencies active during snoring. Gravitational orientation was not seen to change the vibration characteristics of the passive soft palate ($\pm 1$ Hz).

The effect of gravitational and pressure loading on the movement of the passive soft palate was examined.
Further opportunities for research

(a) Primary mode: Sagittal plane oscillation (7.1 Hz)
(b) Secondary mode: Axial plane oscillation (14.7 Hz)

Figure I.3: Harmonics of the soft palate under (upright) gravitational load.

in brief. The pressure distribution extracted from CFD simulations for the inhalation condition were applied to the surface of the soft palate exposed to the airway. Figure I.4 shows the result of this analysis. It was observed that, under no airway loading, the passive palate undergoes very large deflections in the posterior and superior directions when gravity is orientated in the supine direction. This is illustrated visually in figure I.5 for the supine position. Interestingly, the uvula is displaced in the same direction when in the prone orientation. This is due to the location of its centre-of-mass, which is inferior to the palatal arch. Compared to the supine orientation, the magnitude of these zero-pressure movements decreases considerably as the orientation moves towards upright. Overall, the measured displacements are significantly larger than that predicted by Sun et al. 266 (0.004 mm) but were of the order of those given by Wang et al. 298 (maximum of 6.7 mm).

Figure I.4: Displacement of the uvula apex due to gravitation and pressure loading

Upon inhalation through either the nose or mouth, the general trend was for the uvula to displace anteriorly and inferiorly. This contradicted the initial prediction made in section 12.1.1 that nasal inspiration would result in the uvula displacing superiorly and posteriorly. Fascinatingly, the lack of tissue pre-strain in the upright orientation leads to differing anteroposterior motion when inhalation is through different orifices. Overall, the movement was largest at high flow rates and when gravity acted in the supine direction. Since static CFD simulations were used to generate the pressure field and did not take into account the initial large deformations of the palate, these results appear questionable and represent first approximations only. At inspiration through the nose, it is expected that the reduction in CSA of the velopharynx associated with
the posterior movement of the uvula when in the supine orientation would have a significant effect on the pressure distribution over the soft palate.

Figure 1.5 shows the displacement of the uvula after the pressure distribution extracted at a fixed flow rate for various breathing scenarios was applied. Comparison with the equivalent no-load case shown in figure 1.5a visually demonstrates the forward movement of the uvula predicted during inspiration. However, the very large displacements predicted during the exhalation phase illustrate the need for a more precise material parameters to be developed for use in the model. Providing a more accurate distribution and volume fraction of muscle fibres and adjusting their general tone would result in uvula and palatal stiffening. This would resist such large movements and also increase the primary frequency of vibration.

Figure 1.6: Displacement on midsagittal plane of soft palate due to gravitational (supine orientation) and pressure (60L/min) loading.
### I.3 Neural model

In an extension of the example given in section 7.5.1, the question as to whether the neural model could track a temporally changing goal position was explored. Under no pressure loading, the goal point $\hat{P}$ was moved in a prescribed manner and the GA was tasked with finding the combination of neural signals that kept the free-corner of the block $P$ nearest $\hat{P}$ (with no energetic considerations). Figure I.5 shows the relative position of $P$ to $\hat{P}$ as the goal point moved along different trajectories. It is evident that the model was able to keep distance between the goal and actual positions of the block corner low at all times when the movement of the goal changes smoothly in time. However, introducing a sudden direction change demonstrated a shortcoming of the activation model used resulting in the appearance of a reflexive delay. It can be seen that, given the set of activation parameters, the recovery time taken to reattain the goal position is of the order of $0.1\text{s}$. This further motivates the desirability of enhancing the model linking the neurological signal to the muscle activation.

---

**Figure I.7:** Displacement on midsagittal plane of soft palate due to gravitational loading.