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Abstract
A bubble column reactor is a vertical cylindrical vessel used for gas-liquid reactions. Bubble Columns have several applications in industry due to certain obvious advantages such as high gas-liquid interfacial area, high heat and mass transfer rates, low maintenance requirements and operating costs. On the other hand, attempts at modelling and simulation are complicated by lack of understanding of hydrodynamics and mass transfer characteristics. This complicates design scale-up and industrial usage.

Many studies and models have attempted to evolve understanding of the hydrodynamic complexity in Bubble Columns reactors. A closer look at these studies and models reveals a variety of solution methods for different systems (Frössling, 1938; Clift et al., 1978; Hughmark, 1967; Dutta, 2007; Ranz and Marshall, 1952; Benitez, 2009; Buwa et al., 2006; Suzzia et al., 2009; Wylock et al., 2011). Numerous correlations (Frössling, 1938; Clift et al., 1978; Hughmark, 1967; Dutta, 2007; Ranz and Marshall, 1952; Benitez, 2009; Buwa et al., 2006) exist but to date in literature, there is no general approach to determining accurate estimates of average mass transfer coefficient values. Good estimates of the average mass transfer coefficient will improve the predictive capacity of the associated models.

Recent attempts at modelling micro-scale bubble-fluid interaction resulted in the Bubble Cell Model, BCM, (Coetzee et al., 2009) which simulates the velocity vector field around a single gas bubble in a flowing fluid stream using a Semi-Analytical model.

The aim of the present study is to extend the BCM applications by integrating the mass balance into the framework to predict the average mass transfer coefficient in bubble columns. A nitrogen-water steady state system was simulated in an axisymmetric grid where mass transfer occurs between the gas and liquid.
A concentration gradient may develop around the bubble which may be represented as concentration contours, where the mass boundary layer thickness as defined in the film theory is identified as one of these contours. The width of the irregularly shaped mass boundary layer thickness may be averaged and together with the nitrogen mass diffusivity used to calculate the average mass transfer coefficient.

The local fluid velocity affects the thickness of the film and together with the nitrogen mass diffusivity influences the rate of mass transfer across the concentration boundary layer. Increasing the inlet velocity decreases the mass boundary layer thickness and thereby increases the average mass transfer coefficient.

The CFD results from the simulation were integrated into the BCM by developing an algebraic function using the curve fitting approach. Three different ways of estimating mass transfer coefficient were developed, namely, the Sherwood number, concentration boundary layer (film theory) and boundary layer models. The best and fastest model with \( R^2 \) value of 0.9956 was the film theory now called the BCM Extension, which estimates the mass transfer coefficient as a function of \( \text{Re} \) and \( \text{Sc} \) numbers.

The BCM extension results were compared to different correlations such as those of Frössling (1938), Clift et al. (1978), Ranz and Marshall (1952); the estimated results showed not only the expected trend but also similar values to the mass transfer coefficient. The close estimates show there is a relation between the simulation model and correlations from experiments.

Therefore, a two dimensional semi-analytical fundamental model, the BCM, can be used to generate the steady-state velocity vector and pressure fields and when given the Reynolds and Schmidt numbers, predict the gas-liquid mass transfer rate from spherical bubbles in bubble columns in a homogeneous regime.
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Nomenclature

$a$ Gas-liquid interfacial area per unit liquid volume, m$^{-1}$

$C$ Concentration, kg m$^{-3}$

$C_A$ Concentration of species A, kg m$^{-3}$

$C_{Ab}$ Bulk liquid Concentration of species A, kg m$^{-3}$

$C_{Ai}$ Concentration of species A at the interphase, kg m$^{-3}$

$C_{As}$ Concentration of species A at bubble surface, kg m$^{-3}$

$C_{A=}=$ Bulk Concentration of species A, kg m$^{-3}$

$D$ Mass diffusivity, m$^2$ s$^{-1}$

$D_{AB}$ Mass diffusivity of species A into species B, m$^2$ s$^{-1}$

$d$ Spherical diameter of bubble, m

$d_s$ Sauter mean bubble diameter, m

$g$ Acceleration due to gravity, m s$^{-1}$

$k_l$ Liquid mass transfer coefficient, m s$^{-1}$

$k_{l_{av}}$ Average mass Coefficient over the length of the plate, m s$^{-1}$

$L$ Characteristic length, m

$p$ Fluid pressure
$Re_x$  Plate Reynolds number based on plate length $x$,

$r_w$  Mean renewal rate, $s^{-1}$

$s$  Time -seconds

$Sh_{av}$  Average Sherwood Number

$t$  Time variable, $s$

$u$  Fluid velocity, $m \, s^{-1}$

$u_\infty$  Bulk Fluid Velocity, $m \, s^{-1}$

$x$  Plate/vertical distance, $m$

$x,y$  Horizontal and vertical coordinates

**Symbols**

$\delta$  Momentum Boundary layer thickness, $m$

$\delta_m$  Mass Boundary layer thickness, $m$

$\sigma$  Surface tension coefficient, $kg \, s^{-2}$

$r,\theta$  Radial and angular coordinates

$\mu$  Dynamic viscosity of fluid, $kg \, m^{-1}s^{-1}$

$\rho$  Density, $kg \, m^{-3}$

$\varepsilon_g$  Gas holdup

$\Delta$  Differential

$\nabla$  Gradient

$f_1, \alpha$  Overall stage one model, stage one parameter

$f_2$ and $\zeta$  Stage two model and parameters
Chapter 1 Introduction

1. Background and Theory

Multiphase reactors have been routinely applied in several industries such as chemical, biochemical, food and petroleum, metallurgical and pharmaceutical industries (Degaleesan et al., 2001; Deckwer et al., 1992). The degree of phase contact in these broad applications is used as selection criteria for particular processes. The commonly used reactors are: trickle bed reactors (fixed or packed bed), fluidized bed reactors and bubble column reactors (Kantarci et al., 2005; Levenspiel, 1999; Kayode Coker, 2001; Trambouze et al., 1988; Krishna, 1994).

A gas-liquid bubble column reactor is a cylindrical vessel with a gas distributor (sparger) at the bottom as in Figure 1. The gas is sparged continuously at the inlet forming bubbles in the liquid hence the name “gas-liquid bubble column”. The bubbles, regarded as the dispersed phase, travel upwards through the column in the liquid (continuous phase).

![Figure 1: Schematic diagram of a Gas-Liquid Bubble Column Reactor](image)

Bubble columns have attracted significant interest in recent years due to their numerous applications in the Fischer–Tropsch synthesis (Krishna and Sie, 2000; Bukur and Daly, 1987), manufacture of fine chemicals, oxidation reactions,
chlorination, alkylation, polymerization, hydrogenation, coal liquefaction and fermentation reactions (Ekambara, 2005; Chang, 1989; Chrysikopoulos, 2003; Clarke, 2008; Fleischer et al., 1996; Gomez-Diaz and Navaza, 2005; Carra and Morbidelli, 1987; Deckwer, 1974; Troshko, 2009).

Bubble column reactors exhibit a number of advantages (Kantarci et al., 2005; Shaikh and Al-Dahhan, 2007) such as:

- Effective mixing
- High interfacial area
- High heat and mass transfer rates
- Low maintenance requirements
- Low operating costs due to lack of moving parts

On the other hand, bubble columns have the following disadvantages (Lemione et al., 2008):

- Significant back mixing (increased blending of reactants and products)
- Bubble-bubble interactions in the heterogeneous regime
- Complexity of scale-up due to the lack of knowledge on hydrodynamics and mass transfer characteristics under typical industrial conditions.

The major design parameters associated with the performance of bubble columns are the fluid hydrodynamics (inlet gas velocity), gas hold-up, gas-liquid interfacial area, the gas-liquid mass and heat transfer coefficients (Madhavi, 2007; Kantarci et al., 2005). Gas hold-up and superficial gas velocity affect the surface area of the bubbles and the amount of time the gas bubble is present in the reactor. The surface area of the bubbles in turn affects the rate of mass transfer which influences the overall bubble column performance.

It is therefore necessary to understand the effect of hydrodynamics on mass transfer when attempting to optimise design and performance of bubble column reactors. It should be noted that significant research efforts have been applied in the past years to improve the performance, design and scale-up of bubble column reactors (Joshi 2001, 2003).
1.1. **Gas-Liquid Flow Regimes**

Gas-liquid bubble columns are reactors where gas enters at the bottom and rises through a liquid due to the inlet velocity and buoyancy. When the gas is sparged into the liquid, the bed of liquid begins to expand homogeneously (moves uniformly), while the bed height and the gas hold-up increase almost linearly with the superficial gas velocity. This regime is referred to as the homogeneous or bubbly flow regime which occurs at very low to moderate superficial gas velocities (0 to 0.4 m.s\(^{-1}\)) and is characterized by small spherical bubbles with diameters ranging between 0.003 and 0.008 m (Ranade, 2002; Van Baten and Krishna, 2004; Krishna, 2003; Shaikh and Al-Dahhan, 2007).

As the gas velocity is increased (< 0.08 m.s\(^{-1}\)), the gas hold-up increases and the regime transitions from the homogenous to the heterogeneous regime or churn turbulent regime. The regime transition causes the formation of bubbles with different shapes and sizes. The large bubbles travel in the center of the column while the small bubbles travel along the sides of the walls or are trapped in the wake of larger bubbles (Ranade, 2002; Van Baten and Krishna, 2004; Krishna, 2003; Shaikh and Al-Dahhan, 2007).

Increasing the gas velocity even further, a point is reached where the gas velocity becomes insufficient and bubbles coalesce forming larger bubbles which span the entire cross section of the column. This undesired flow regime is called slug flow and frequently occurs in pipelines transporting gas-oil mixtures (Zhang *et al*., 2007; Shaikh and Al-Dahhan, 2007).

The type of flow regime in a reactor is strongly dependent on the inlet gas velocity and significantly influences the hydrodynamics of a system. To illustrate this dependency, the different flow regimes frequently observed in bubble columns are presented in Figure 2.
Buwa and Vivek (2004) showed that in turbulent flow, there is a complex relationship between the gas hold-up distribution, column operating and design variables. As such, the initial scope of the present study is restricted to the homogeneous regime and will extend application to the heterogeneous regime only once the core model principles are established.

1.1.1. Bubble Physics

In Figure 2 above, different bubble shapes are observed in the different flow regimes. Clift et al. (1978) describes the different bubble shapes extensively and most importantly demonstrates that the bubble shape depends on the Reynolds number (density, viscosity).

It is generally expected that the bubble will either reduce or increase in size due to coalescence or break-up as it rises through the column. There are many factors that can affect the shape of bubbles, such as, the fluid density, fluid viscosity, gravitation acceleration, surface tension, terminal gas velocity and characteristic length (diameter of the volume-equivalent sphere). This change in bubble size occurs when the bubble is subjected to these external factors until the forces balance at the gas-fluid interface.
The factors that affect bubble shape are summarised and grouped in the following dimensionless numbers: Reynolds (Re, Eq. 1), Eötvös (Eo, Eq. 2) and Morton Number (Mo, Eq. 3). The Weber number (We, Eq. 4) is another dimensionless number mostly used to analyse fluid flows where an interface exists between two different fluids as is the case in multiphase flows (Michealides, 2006).

\[
\text{Re} = \frac{\rho du}{\mu} \propto \frac{\text{Inertia Forces}}{\text{Viscous Forces}} \quad (1)
\]

\[
\text{Eo} = \frac{\Delta \rho g d^2}{\sigma} \propto \frac{\text{Buoyancy Forces}}{\text{Surface Tension Forces}} \quad (2)
\]

\[
\text{Mo} = \frac{g \mu^4}{\rho \sigma^3} \propto \frac{\text{Viscous Forces}}{\text{Surface Tension Forces}} \quad (3)
\]

\[
\text{We} = \frac{\rho u^2 d}{\sigma} \propto \frac{\text{Inertia Forces}}{\text{Surface Tension Forces}} \quad (4)
\]

In fluid dynamics, the density and viscosity (Eötvös, Eq. 2 or Reynolds number, Eq. 1) are used to characterise the shape of bubbles or drops moving in a continuous phase (Clift et al., 1978). There are three main groups of bubble shapes namely: spherical which appear when the viscous forces are more significant than the inertia forces, ellipsoidal which have a convex interface around the entire surface and spherical-cap which are almost flat and look like cuts from spheres (see Figure 3) (Clift et al., 1978). The bubble shape is initially spherical and upon deformation, it is transformed to other shapes like wobbling, skirted and/or dimpled ellipsoidal cap (Smolianski et al., 2008).

Figure 3: Different Bubble Shapes: Spherical (left), ellipsoidal (middle) and spherical-cap (right) (Clift et al., 1978)
It therefore follows that when modelling a bubble column system, the operating regime has to be clearly specified.

1.2. Measuring BCR Characteristics

Amongst the parameters affecting the bubble column performance, the overall volumetric mass transfer coefficient ($k_a$) is key as mass transfer from the gas phase to liquid phase or *vice versa* significantly influences the rate of mass transfer (Cussler, 2003).

The mass transfer coefficient in bubble column reactors has been reported in literature in a variety of correlations and models (Frössling, 1938; Garner and Keey, 1958, 1959; Lochiel and Calderbank, 1964; Clift et al., 1978; Rowe et al., 1965; Ranz and Marshall, 1952; Brain and Hales, 1969; Bowman et al., 1961; Friedlander, 1957; Hughmark, 1967; Motarjemi and Jameson, 1978; Linton and Suterland, 1960). A more general, consistent means of estimating the average mass transfer coefficient is sought.

Mass transfer due to diffusive flux across a theoretical film is defined as the movement of a component in a mixture from a region of higher concentration to a region of a lower concentration across an interface (molecular diffusion). When different fluid phases are involved, convective mass transfer is included in the overall mass transfer process since diffusion follows the direction of the bulk fluid (Cussler, 2003). Therefore, Convective Mass Transfer involves the transport of a component between an interface and a moving fluid or between two relatively immiscible moving fluids. It is necessary to understand how the $k_a$ parameter relates and varies with velocity, density and fluid viscosity.

Figure 4 illustrates the concentration boundary layer that develops when fluid flows around a bubble for any of the species diffusing from the gas to liquid phase (contour line with same concentration). In the film theory, the mass boundary layer thickness is defined as the distance from the bubble surface to where the concentration of the diffusing species is 99% of the bulk liquid concentration (Bird et al., 1960). More explanations regarding this definition are discussed in Section 2.1.
There are three types of boundary layers (contour lines) when fluid flows over any surface, namely, the velocity, concentration and thermal boundary layers. The corresponding layer thicknesses result from the gradient differences by momentum, mass and thermal diffusion, respectively (Dutta, 2007). For species mass transfer, only the concentration boundary layer is investigated in order to calculate \( k_l a \) whereas the thermal boundary layer is used to calculate the heat transfer coefficient.

![Concentration Boundary Layer](Image)

**Figure 4: Concentration boundary layer formation around bubble**

According to a review by Bouaifi *et al.* (2001), very few research studies have separated \( k_l \) from \( a \) and therefore, a better understanding of this parameter \((k_l a)\) will help determine which of the two factors really controls the mass transfer. Akita and Yoshida (1974) also propose this separation.

### 1.2.1. Interfacial Area

For bubble columns, the variation in the overall volumetric mass transfer coefficient is primarily influenced by interfacial area (Kantarci *et al.*, 2005). For spherical bubbles, the specific interfacial area can be expressed as the relative ratio of the gas hold-up \( \epsilon_g \) and Sauter mean bubble diameter \( d_s \) (Eq. 5; Baehr and Karl, 2006). However, measuring and simulating the gas hold-up is difficult because it depends on the superficial gas velocity (Bouaifi *et al.*, 2001; Hughmark, 1967; Akita and Yoshida, 1973, 1974).

\[
a = \frac{6\epsilon_g}{d_s} \quad (5)
\]
1.2.2. Mass Transfer Coefficient

Bubble column reactors are widely used due to observed high mass transfer rates. The overall volumetric mass transfer rate per unit volume of the dispersion in a bubble column is governed by the liquid side mass transfer coefficient $k_l$. The gas side resistance (that is, concentration gradients within the bubble) is assumed negligible (Deckwer, 1992; Kantarci et al., 2005). The liquid mass transfer coefficient $k_l$ is defined as the ratio of diffusivity $D_{AB}$ to the mass boundary layer thickness $\delta_m$ according to the film theory (Eq. 6; Cussler, 2003). Appendix A contains details on the derivation of the film theory.

$$k_l = \frac{D_{AB}}{\delta_m} \quad (6)$$

The expected concentration boundary layer formation around a stagnant bubble is illustrated in Figure 5a where a uniform spherical mass boundary layer thickness $\delta_m$ is observed. This clearly defined boundary layer changes with angular position when fluid flows over the bubble as seen in Figure 5b. A large mass boundary layer thickness exists at low velocities and ultimately results in small $k_l$ whereas high velocities yield smaller mass boundary layer thickness and high $k_l$ values. At this point, the different angular spherical boundary layers for the moving bubble are averaged to get a uniform value.

(a) Concentration Boundary Layer formation around stagnant bubble
(b) Concentration boundary layer formation when fluid flows over bubble

Figure 5: Concentration Boundary Layer formation around (a) Stagnant bubble and (b) bubble with moving fluid

The mass diffusivity $D_{AB}$ can easily be calculated via kinetic theory of gases or estimated from experiments (Thirumaleshwar, 2006; Cussler, 2003) whereas the mass boundary layer thickness $\delta_m$ cannot be easily calculated because it depends on the hydrodynamics of the system.

As a result, with the estimated mass diffusivity and simulated mass boundary layer thickness, the mass transfer coefficient in a bubble column can be calculated. Various methods and theories are used to calculate the mass transfer coefficient. It should be specified that aim of the present research is to predict the average mass transfer coefficient over a bubble and not the local mass transfer coefficient. Amongst these methods, dimensionless numbers are often used to correlate mass transfer data.

1.2.2.1. Dimensionless Groups

The mass transfer coefficient in a non-reacting system can also be described systematically using dimensionless numbers such as Reynolds number, viscosity ratio, Peclet number, ratio of diffusion coefficients and distribution coefficients (Kantarci et al., 2005).

The Peclet number (Eq. 7) is the ratio of advection rate to diffusion rate, which is the product of the Reynolds number and Schmidt number, and is important in describing
mass transfer. Equation 1 shows that when the inertia forces dominate, the Re is high and leads to large $k_l$ values. However, the reverse occurs when the viscous forces dominate. The Schmidt number, Sc, on the other hand is a ratio of the viscous diffusivity to mass diffusivity (Eq. 8; Ranade, 2001).

$$Pe = Re \times Sc = \frac{du}{DA_B} \quad (7)$$

$$Sc = \frac{\mu}{\rho D_{AB}} \quad (8)$$

The mass diffusivity is directly proportional to the $k_l$ (Eq. 6) and this ultimately makes $k_l$ a function of Re and Sc. The Sherwood number Sh (Eq. 9) is defined as the ratio of convective to diffusive transport (Sherwood et al., 1975; Basmadjian, 2004; Incropera et al., 2011). The Schmidt (Eq.8) and Sherwood (Eq. 9) numbers are particularly used when describing mass transfer.

$$Sh = \frac{k_l L}{DA_B} \quad (9)$$

1.3. Computer Fluid Dynamics – CFD

1.3.1. Empirical Correlations

Correlations are a useful way of collating experimental data and providing estimates of fluid properties. Many studies have been carried out on mass transfer coefficients and thus numerous empirical correlations for calculating $k_\ell$ are established in the literature (Hughmark, 1967; Hikita et al., 1980, 1981).

However, these correlations are specific to the equipment type, the particular system, geometry and operating conditions (Dudley, 1995). The correlations have different methods used which are inconsistent and subject to many uncertainties (errors). Therefore, it would be advantageous if these experimental studies can be supported by mathematically developed models.

1.3.2. Numerical Calculations

For decades, Computational Fluid Dynamics (CFD) tools have been applied in modelling bubble columns to establish a rational basis for the interpretation of fluid dynamics variables. CFD Modelling of gas-liquid phase flows has shown remarkable progress and it can be used as a tool for predicting $k_\ell$. The most frequently applied approaches are the Euler-Euler, Euler-Lagrange (Zhang et al., 2007) and Direct
Numerical Simulation (Dani et al., 2006) methods.

With the Euler-Euler approach, both phases are modelled as two inter-penetrating continua whilst the Euler-Lagrange approach tracks each bubble, bubble-bubble and bubble-liquid interactions (Lain, 2002; Pfleger and Becker, 2001). These methods are, however, computationally expensive depending on the level of detail required such as the geometry, hydrodynamics of the system and scale. The Direct Numerical Simulation (DNS) is dependent on closure models and though frequently used, it is still computationally expensive.

Computing capability is one of the significantly observed challenges in the numerical modelling of bubble columns. However, progress has been registered in understanding the hydrodynamics properties and mass transfer characteristics of bubble columns. Bubble columns have advantages which explain its extensive use in industries but face difficulties in the optimization of their performance in different applications. Therefore, a less computationally expensive method is needed to model bubble columns and thereafter conduct optimization studies.

1.4. Summary

The efficiency of gas-liquid bubble columns relies on the inlet gas velocity, gas hold-up, gas-liquid interfacial area and gas-liquid heat and mass transfer coefficients. The inlet gas velocity determines the type of flow regime in the bubble column. The flow regime can be either be homogeneous, heterogeneous or slug flow and has an influence on how long the gas bubbles are present in the column. The gas velocity alongside fluid density and viscosity also determine the shape of the bubble as it enters the column which thereafter has an impact on the mass transfer rate.

The volumetric mass transfer coefficient is a key parameter when dealing with mass transfer and significantly improves bubble column performance. Mass transfer in a gas-liquid involves transport of a component from gas phase to liquid phase or vice versa. In doing so, the diffusing component develops a concentration profile with which the mass boundary layer thickness can be calculated. The mass boundary layer thickness along with the mass diffusivity of diffusing component is used to calculate the average mass transfer coefficient using the film theory.
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The mass transfer coefficient is a key parameter for optimising bubble columns performance and can be estimated from different experimental methods, theories and computational methods. This chapter focuses on understanding the basic principles and conditions used to define and develop methods of estimating mass transfer coefficients.

2.1. Modelling Mass Transfer

Predicting or modelling the mass transfer rate in a bubble column can be complicated. To design and optimize bubble columns, precise information regarding the mass transfer coefficient and interfacial area is required. Due to the complexity of the bubble hydrodynamics in gas-liquid systems and mass transfer characteristics involved, it is difficult to reliably predict the rate of mass transfer.

A number of simplified models exist that can be useful in describing mass transfer, namely: film theory, boundary layer theory, surface renewal theory and Higbie’s penetration theory (Dutta, 2007). Table 1 show the different models used in calculating mass transfer coefficients.

<table>
<thead>
<tr>
<th>Theory</th>
<th>State</th>
<th>( k_i ) Expression</th>
<th>Dependence on Diffusivity</th>
<th>Model Parameter (unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Film</td>
<td>Steady</td>
<td>( k_i = \frac{D}{\delta_m} )</td>
<td>( k_i \propto D )</td>
<td>( \delta_m \ (m) )</td>
</tr>
<tr>
<td>Penetration</td>
<td>Unsteady</td>
<td>( k_i = 2[D/\pi t]^{1/2} )</td>
<td>( k_i \propto D^{1/2} )</td>
<td>( t \ (s) )</td>
</tr>
<tr>
<td>Surface Renewal</td>
<td>Unsteady</td>
<td>( k_i = [D r_w]^{1/2} )</td>
<td>( k_i \propto D^{1/2} )</td>
<td>( r_w \ (s^{-1}) )</td>
</tr>
<tr>
<td>Boundary Layer</td>
<td>Steady</td>
<td>( Sh = \frac{k_i L}{D} )</td>
<td>( k_i \propto D^{2/3} )</td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 1, the surface renewal and Higbie penetration theories are mostly used to describe unsteady state systems and inappropriate for this study.
2.1.1. Film Theory

The film theory described by Whitman (1923, 1962) is based on the assumption that mass transfer only occurs by molecular diffusion at steady state through a thin gas film existing between the gas phase and the liquid phase (Seader and Henley, 1998, 2006). This film around the surface has a thickness of $\delta_m$ and outside this film, the fluid has the same concentration everywhere as that of the bulk fluid $C_{Ab}$. It is important to note that this thickness $\delta_m$ is defined by the boundary layer theory as the point where the concentration of the diffusing component in the bulk liquid is 99%.

Figure 6 illustrates mass transfer from a single bubble to a laminar flowing liquid. The concentration of the dissolved gas $C_{Ai}$ decreases within the interphase film until it reaches the bulk liquid concentration $C_{Ab}$. Molecular diffusion is responsible for mass transfer near the surface while convection mass transfer dominates away from it.

![Figure 6: Concentrations profile in gas and liquid films](image)

In convective mass transfer, the molar flux $N_A$ is expressed as the product of mass transfer coefficient $k_l$, mass transfer area $a$ and concentration gradients $\nabla C_A$, which acts as the driving force (Eq. 10).
According to Fick’s first law, steady state diffusion occurs where the flux goes from high to low concentrations yielding the molar flux in Equation 11 (Cussler, 2003).

\[ N_A = k_t \alpha \nabla C_A \quad (10) \]

\[ N_A = -D_{AB} \left( \frac{dC_A}{dx} \right) \quad (11) \]

The gas phase transfer coefficient is always relatively high in bubble column reactors due to the bubbles being relatively small and due to the concentration gradients being relatively low thus leading to negligible gas-phase resistance. This study therefore only focuses on the liquid mass transfer coefficient.

### 2.1.2. Boundary Layer Theory

The boundary layer theory is based on the formation of a velocity boundary layer around a surface when in contact with a flowing fluid in a laminar regime is illustrated over a flat plate in Figure 7. Initially, the velocity on the plate surface is considered to be zero but gradually increases along the plate reaching a momentum boundary layer thickness \( \delta \). The momentum boundary layer thickness \( \delta \) is defined as the region where the fluid velocity changes from zero to the free stream velocity \( u_\infty \) and is calculated using Equation 12 (Benitez, 2009).

![Figure 7: Laminar Velocity boundary layer development on a flat plate](image-url)
If the plate in Figure 7 was to have a soluble component, a velocity boundary layer is formed on the plate as well as a concentration boundary layer. Heat transfer can be represented in a similar fashion whereby if the same plate was heated; thermal and velocity boundary layers are been formed.

The bubble is then perceived as a virtual flat plate. As mentioned previously, the mass boundary layer thickness $\delta_m$ is defined as the distance from the bubble surface to where the concentration of the diffusing species is 99% of the bulk concentration. In other words, it can be expressed in dimensionless form as seen below in Equation 13 (Incropera et al., 2010). Appendix B shows how to calculate the final concentration $C_A$ in the stream when using Eq. 13.

$$\frac{C_{AS} - C_A}{C_{AS} - C_{A\infty}} = 0.99 \quad (13)$$

The momentum and mass boundary layers thickness are linked in Equation 14 and valid if $Sc \geq 0.6$. If the flow over the momentum boundary layer thickness $\delta$ is laminar ($Re < 270$), the average mass transfer coefficient in terms of the average Sherwood number yields Equation 15 (Dutta, 2007). Equation 15 has also been experimentally verified by Welty et al. (1984) and gives accurate results for $Re_x < 3 \times 10^5$ (Benitez, 2009). The boundary layer theory predicts the mass transfer coefficient with dependence on diffusivity. Many experimental results reasonably agree with the theory (Dutta, 2007)

$$\frac{\delta}{\delta_m} = Sc^{1/3} \quad Sc \geq 0.6 \quad (14)$$

$$Sh_{av} = \frac{k_{av}\delta_m}{D_{AB}} = 0.664 Re_x^{1/2} Sc^{1/3} \quad (15)$$

The theories used to describe mass transfer are reasonably accurate though only for specific cases and do not incorporate the hydrodynamics even though the flow greatly influences the mass transfer rate. However, the exception is the boundary layer theory which can be used for predictive purposes. Consequently, a model that
can be used to predict mass transfer coefficient and incorporate the hydrodynamic properties of a system is required.

### 2.2. Mass Transfer Studies

Bubble columns have numerous applications in the chemical industries especially as gas-liquid reactors and absorbers amongst others. The design and scale-up of bubble column reactors are challenging due to underlying factors in the hydrodynamics, phase mixing and fluid properties. A model developed to predict reactor performance and thereby optimize, would render bubble columns more economical.

Many studies have been undertaken to investigate the factors affecting mass transfer in bubble columns with the prediction of the mass transfer coefficient being the central focus (Akita and Yoshida, 1973, 1974; Van Baten and Krishna, 2004; Hughmark, 1967; Kojima et al., 1997; Hikita et al., 1980, 1981; Kantarci et al., 2005; Bouaifi et al., 2001; Lau et al., 2004; Mashelkar and Sharma, 1970; Alvarez-Cuenca and Nerenberg, 1981; Deindoerfer and Humphrey, 1961; Yoshida, 1965; Garcia-Ochoa and Gomez, 2004; Deckwer et al., 1974; Kawase et al., 1987,1992; Vermeer and Krishna, 1981; Martin et al., 2009a).

Kojima et al. (1997) found that gas hold-up and $k_a$ increase with increasing pressure. Lu et al. (2003) investigated the influence of flow and viscosity (Re and Sc) on $k_a$ and found out that $k_a$ increases with increasing values of Pe indicating that either or both an increase in Re and Sc number increases the mass transfer coefficient.

Similarly, Paschedag et al. (2005) performed a sensitivity analysis for mass transfer at a single droplet mathematically. The results showed that the dimensionless numbers Re, Sc and Pe are affected by the material properties and operating conditions. Martin et al. (2009b) also found that bubble oscillations affect $k_i$ since concentration profiles surrounding the bubbles are influenced by other bubbles in the surrounding.

The volumetric mass transfer coefficient can be predicted using experimentally determined correlations, empirical models and predictive models. As far back as
1967, Hughmark developed empirical correlations to predict the mass transfer coefficient. Many other correlations were developed for predicting the volumetric mass transfer coefficient, $k_a$, in bubble column reactors over the years. There are certain similarities observed by the different correlations whereby there is good agreement with experimental values (Akita and Yoshida, 1973, 1974; Gestrich et al., 1976; Hikita et al., 1980, 1981; Hammer et al., 1984; Ozturk and Schumpe, 1987; Delnoij et al., 1997, 1999; Deen et al., 2001).

These correlations depend on the choice of the gas-liquid system investigated, as well as the velocity and fluid properties. For example, Table 2 shows a selection of correlations for mass transfer coefficients for forced and free convection flow.

Dudley (1995) reviewed different correlations for predicting $k_a$ and found that these correlations are inconsistent since the methods are specific to the equipment type, the gas–liquid system and operating conditions. Hence, the selection criteria for a correlation for a specific system cannot be determined.

Table 2: Mass Transfer Correlations for Convection flow

<table>
<thead>
<tr>
<th>References</th>
<th>Mass Transfer Coefficient Correlation</th>
<th>Conditions/Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frössling, 1938</td>
<td>$Sh = 2 (1 + 0.273 Re^{0.5} Sc^{0.33})$</td>
<td>Evaporation</td>
</tr>
<tr>
<td>Garner et Keey, 1958, 1959</td>
<td>$Sh = 0.94 Re^{0.5} Sc^{0.33}$</td>
<td>Single solid spheres</td>
</tr>
<tr>
<td>Lochiel and Calderbank, 1964</td>
<td>$Sh = 0.6 Re^{0.5} Sc^{0.33}$</td>
<td>Rigid bubble surface</td>
</tr>
<tr>
<td>Clift et al., 1978</td>
<td>$Sh = 1 (1 + 0.564 Pe^{0.66})^{0.75}$</td>
<td>Creeping Regime</td>
</tr>
<tr>
<td>Rowe et al., 1965</td>
<td>$Sh = 2 + 0.68 Re^{0.5} Sc^{0.33}$</td>
<td>Spherical particles in fluid</td>
</tr>
<tr>
<td>Ranz and Marshall, 1952</td>
<td>$Sh = 2 (1 + 0.3 Re^{0.5} Sc^{0.33})$</td>
<td>Drops</td>
</tr>
<tr>
<td>Brain and Hales, 1969</td>
<td>$Sh = [4 + 1.21 (Re Sc)^{0.67}]^{0.5}$</td>
<td>Mass transfer into liquids</td>
</tr>
<tr>
<td>Bowman et al., 1961</td>
<td>$Sh = 0.978 (Re Sc)^{0.33}$</td>
<td>Single sphere in fluid</td>
</tr>
<tr>
<td>Friedlander, 1957</td>
<td>$Sh = 0.89 (Re Sc)^{0.33}$</td>
<td>Single sphere</td>
</tr>
</tbody>
</table>
Lemione et al. (2008) also performed a detailed survey on mass transfer studies in bubble column reactors and it showed that the hydrodynamics and mass transfer characteristics depend on fluid properties, operating variables, reactor size and gas distributor type. Lemione’s survey showed that the correlations do not take into account the aforementioned factors, thus concluding that there is a need to precisely predict hydrodynamics and mass transfer parameters needed for modelling.

Clearly, there has been remarkable progress in understanding the hydrodynamics and mass transfer characteristics in bubble column. However, the results of these studies are conflicting and the empirical correlations are not consistent with system type and conditions. The different conditions and geometries show the difficulty in the reproducibility, resulting in under or over-estimated values. A more fundamental approach is required to aid in the understanding and design of bubble columns characteristics as well as allow for more consistent predictions.
2.3. Modelling Multiphase Flows

Experiments have been carried out to predict the mass transfer coefficient in bubble column reactors under various operating conditions (Frössling, 1938; Garner et Keey, 1958, 1959; Lochiel and Calderbank, 1964; Clift et al., 1978; Rowe et al., 1965; Ranz and Marshall, 1952; Brain and Hales, 1969; Bowman et al., 1961; Friedlander, 1957; Hughmark, 1967; Motarjemi and Jameson, 1978; Linton and Suterland, 1960). The overall results from these experiments have been consolidated in correlations. However, these correlations need to be supported by more fundamental modeling methods for simpler and more unified predictors to be developed.

2.3.1. Fluid Dynamic Approaches

It is noted from literature that the design and scale up of reactors are primarily based on empiricism. In order to reduce empiricism (Akita and Yoshida, 1973, 1974; Gestrich et al., 1976; Hikita et al., 1980, 1981; Hammer et al., 1984; Ozturk and Schumpe, 1987; Delnoij et al., 1997, 1999; Deen et al., 2001) several attempts to explore other alternatives to solve the problems in fluid dynamics and mass transfer have been made such as the Experimental Fluid Dynamics (EFD), Analytical Fluid Dynamics (AFD) and Computational Fluid Dynamics (CFD) as seen in Table 3. EFD is based on the development of new measurement techniques, AFD deals with the mathematics of physics and problem formulation (equations and flow models) and CFD develops simulations that give a good prediction of the behavior of bubble columns.

Table 3: Advantages and Disadvantages of the different Fluid Dynamic Approaches (Ekambara, 2005; Brennen, 2005)

<table>
<thead>
<tr>
<th>Approach</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>• More realistic</td>
<td>• Equipment required</td>
</tr>
<tr>
<td></td>
<td>• Applications are possible</td>
<td>• Scaling problems</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Measurement difficulties</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Operating costs</td>
</tr>
<tr>
<td>Analytical</td>
<td>• Clean, general information in formula form</td>
<td>• Limited to simple geometry and physics</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Restricted to linear problems</td>
</tr>
</tbody>
</table>
Experimental approaches are used in different applications but are limited by equipment size and scale-up problems. Consequently, the predictive capability and understanding of complex fluid flow especially for industrial designs rely on the AFD and/or CFD approaches (Brennen, 2005).

Literature shows that over a long period of time, significant research has been conducted in the utilization of CFD in modeling multiphase reactors and in the application of CFD to gas-liquid flows in bubble column reactors (Kuzmin and Turek, 2000; Schlüter, 1995; Buwa et al., 2006; Wang and Wang, 2007; Akhtar, 2006; Suzzia et al., 2009; Coetzee et al., 2009; Coetzee et al., 2012 a,b,c; Wylock et al., 2011; Irani and Khodagholi, 2011; Kumar et al., 2011; Singh and Majumder, 2011). However, most studies ignore or overlook the mass transfer and chemical reaction aspects in a system due to excessive computational power and memory requirements (Darmana, 2007). However, a modern advance in computing power is a cause for re-examining these methods.

2.3.2. Computational Fluid Dynamics

CFD uses numerical methods to solve the ordinary or partial differential equations required to study fluid flow. There are numerous all-purpose CFD packages namely: FLUENT, CFX/AEA, STAR-CD, CFDRC, FLOWLAB, just to name a few and the majority use finite volume method that can easily solve fluid flow and mass transfer problems (Mohapatra and Rakha, 2007).

CFD Process

Computational Fluid Dynamics (CFD) involves solving the Navier-Stokes equations that describe fluid flow numerically and enables the macroscopic properties such as velocity, pressure, mass (species transport) and temperature to be studied. The CFD process can be represented by a road map which consists of three elements namely: the pre-processor, solver and post-processor as shown in Figure 8 and described in
The first step in any CFD analysis regardless of the type of fluid flow begins with creating the geometry, geometry parameters, domain shape and size (Garcia et al., 2008). The domain geometry created requires mesh generation which can either be structured or unstructured (Peraire et al., 1989; Baker, 2005; Thompson et al., 1998; Samareh, 2005). The mesh has nodes at each cell and the solution obtained can be improved by mesh refinements (number of cells). More cells mean improved accuracy but higher computational costs and hence long calculation turnover times. Hence, there always exists a trade-off between accuracy and turnover time (Tu et al., 2008).

Once the geometry and mesh are defined, the next step is to set up the material properties that are unique to a particular fluid flow system. The simulation is then classified according to the following (Garcia et al., 2008):

- Steady state/unsteady state flow
- Compressible/incompressible
- Laminar/turbulent flow regime

Together with the boundary conditions, there is in principle sufficient data to solve the partial differential equations. For fluid flow, inflow and outflow boundary conditions are required to explain the fluid behavior when entering or leaving the created flow geometry.

Figure 8 : The inter-connectivity functions of the three main elements within a CFD analysis

2.3.2.1. Pre-processor

The first step in any CFD analysis regardless of the type of fluid flow begins with creating the geometry, geometry parameters, domain shape and size (Garcia et al., 2008). The domain geometry created requires mesh generation which can either be structured or unstructured (Peraire et al., 1989; Baker, 2005; Thompson et al., 1998; Samareh, 2005). The mesh has nodes at each cell and the solution obtained can be improved by mesh refinements (number of cells). More cells mean improved accuracy but higher computational costs and hence long calculation turnover times. Hence, there always exists a trade-off between accuracy and turnover time (Tu et al., 2008).

Once the geometry and mesh are defined, the next step is to set up the material properties that are unique to a particular fluid flow system. The simulation is then classified according to the following (Garcia et al., 2008):

- Steady state/unsteady state flow
- Compressible/incompressible
- Laminar/turbulent flow regime

Together with the boundary conditions, there is in principle sufficient data to solve the partial differential equations. For fluid flow, inflow and outflow boundary conditions are required to explain the fluid behavior when entering or leaving the created flow geometry.
2.3.2.2. **Solver**

The solver is used to solve the discretized governing equations which consist of the mass, momentum, energy and other transport equations described below. The Navier-Stokes equations which have been used for decades describe fluid flow by assuming that fluid behaves as a continuum rather than as discrete particles (MacCormack and Baldwin, 1975; Lohner, 2001; Crumpton et al., 1997; Burnett, 1987; Tu et al., 2008).

**Mass equations**

The principle of conservation of mass states that mass can neither be destroyed nor created. This principle is combined with the Gauss’s divergence theorem to an arbitrary fixed volume in space for a compressible fluid yielding Eq. 16. This equation describes the mass flux in and out of a fixed volume (can be fixed in space or move with the fluid) where the change of mass with time is equal to the convective flux ignoring any change in mass (Irani and Khodagholi, 2011).

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0 \quad (16)
\]

Equation 16 can rearranged to Equation 16b using the material derivative of the density field in Equation 16a.

\[
\frac{\partial \rho}{\partial t} + \nabla \rho \cdot u = \frac{d \rho}{dt} \quad (16a)
\]

\[
\frac{1}{\rho} \frac{d \rho}{dt} + \nabla u = 0 \quad (16b)
\]

For an incompressible fluid where the density is assumed to be constant, Equation (16) reduces to Equation (17) below.

\[
\frac{1}{\rho} \frac{d \rho}{dt} + \nabla u = 0
\]

\[
\nabla \cdot u = 0 \quad (17)
\]
**Momentum equations**

The momentum equations can be derived from Newton’s second law of motion which states that the rate of change of momentum equals the sum of forces acting on the fluid. There are two sources of force acting on the moving fluid which are body forces and surface forces. The body forces result from the location of the control volume in a force field whereas the surface forces are due to interactions between the control volume fluid and its surroundings. Therefore, the momentum balance for a control volume can be represented by Equation 18 below (Tu et al., 2008).

\[ \sum F = \iiint \rho v \cdot (v \cdot n) \, dA + \frac{\partial}{\partial t} \iiint \rho v \, dV \quad (18) \]

Further evaluation of this equation with the assumptions of incompressible flow, and Newtonian fluid flow yields the Navier-Stokes equation shown in Equation 19 (Clift et al., 1978).

\[ \frac{\partial u}{\partial t} + (u \cdot \nabla)u = -\nabla p + \mu \nabla^2 u \quad (19) \]

Analytical solutions to these equations can be obtained only under severely restrictive assumptions. For example, the creeping flow approximation is derived by neglecting the inertia terms of the Navier-Stokes equation and applies only to very low Reynolds’s number Re < 0.1. However, most practical applications operate at moderate to high Re (150 < Re < 270) hence the need to engage with CFD. This then requires that accurate solutions are obtained by numerical solution of the full Navier-Stokes equation (Clift et al., 1978).

Three discretization methods can be used to solve the governing equations, namely: finite difference, finite volume/element and spectral methods. The advantages and disadvantages of the different methods are listed in Table 4 below.
Table 4: Advantages and Disadvantages of the different discretization methods (Kumar, 2009)

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite Difference</td>
<td>• Finds discrete solutions on a grid/mesh</td>
<td>• Simple</td>
<td>• Complicated Domains</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Discretized classical solutions</td>
</tr>
<tr>
<td>Finite Element/</td>
<td>• Based on a partition of the domain into small finite elements</td>
<td>• Better in irregular domains</td>
<td>• More complex to set up and analyze</td>
</tr>
<tr>
<td>Volume</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spectral Methods</td>
<td>• Solutions are approximated by a truncated expansion in the eigenfunction of some linear operator.</td>
<td>• Highly accurate for problems with smooth solutions</td>
<td>• Not so useful on irregular domains or for problems with discontinuities</td>
</tr>
</tbody>
</table>

The finite volume method is favourable to this research because of its applicability to arbitrary geometries, structured and unstructured meshes and its local conservation of numerical fluxes. This makes the finite volume technique very attractive when modelling problems where flux is important as is the case in the proposed work to predict average mass transfer coefficients (Eymard et al., 2006).

2.3.2.3. Post-processing and Analysis

The last step in the CFD process is the post-processor which involves collecting the required output be it in the form of velocity, pressure or concentration profiles. The analysis of the data collected is done to explain results for the research study (Hung et al., 2007; Garcia et al., 2008).

2.4. Macro Modelling

The previous section discussed the mass transfer between the fluid and a single bubble (micro-modelling). The mass transfer mechanism in the entire Bubble Column can be simulated through the use of Multiphase CFD techniques. When modelling multiphase flows, there are two common approaches, namely, the Euler-Lagrange and Euler-Euler approaches. These models have shown that the CFD predictions for
the entire bubble column is at a reliable level since solutions from them have been in good agreement with experimental macroscopic flow properties in bubble columns (Becker et al., 1994).

2.4.1. The Euler-Lagrange Approach

In this approach, the fluid phase is treated as a continuum by solving the time-averaged Navier-Stokes equations, while the dispersed phase is solved by tracking a large number of particles, bubbles, or droplets through the calculated flow field (Delnoij et al., 1997). The dispersed phase can exchange momentum, mass and energy with the fluid phase. A fundamental assumption made in this model is that the dispersed second phase occupies a low volume fraction, even though a high mass loading (the mass of particle is greater than equal to the mass of the fluid) is acceptable (Kumar, 2009).

The particle or droplet trajectories are computed individually at specified intervals during the fluid phase calculation. This individual computation makes the model appropriate for the modeling of spray dryers, coal and liquid fuel combustion and some particle laden flows, but inappropriate for the modeling of liquid-liquid mixtures, fluidized beds or any application where the volume fraction of the second phase is not negligible (Mohapatra and Rakh, 2007). In summary, this approach solves the flow field by computing each individual bubble by considering the bubble-bubble and bubble-liquid interactions. (Zhang et al., 2007)

2.4.2. The Euler-Euler Approach

In the Euler-Euler approach, the different phases are treated mathematically as interpenetrating continuas (Delnoij et al., 1997). The volume of a phase cannot be occupied by the other phase; Hence the introduction of the volume fraction concept. This means that the bubble size is represented by the volume fraction (Zhang et al., 2007).
These volume fractions are assumed to be continuous functions of space and time and their sum is equal to one. Conservation equations for each phase are derived to obtain a set of equations, which have similar structure for all phases. These equations are closed by providing constitutive relations that are obtained from empirical information or, in the case of granular flows, by application of kinetic theory (Kumar, 2009). This approach is limited because it must be coupled with the population balance to obtain more information on the bubble size distribution (Zhang et al., 2007).

Some other CFD Methods have been recently developed such as the Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS) (Apte et al., 2004; Mahesh, 2006). For example, the DNS approach requires closure models and is only practically applicable to a finite number of bubbles and limits the simulation of other processes. Figure 9 shows a framework which can be used for bubble column simulation selection.

![Figure 9: Framework for selecting CFD bubble column simulation approaches (Van der hoef et al., 2006; Buwa et al., 2006)](image)

During recent years, there has been an increase in the number of different models to simulate bubble columns in the analysis done by Kumar (2009) and Mahajan (2010). Kuzmin and Turek (2000) used the Euler-Euler model to study mass transfer and
chemical reaction for gas-liquid flows in Bubble Columns. The computational results showed the implications of reaction enhanced mass transfer in bubble columns and called for more grounds to continue research in this field.

Schlüter (1995) used the BCR computer code, a modular structured computer program to simulate steady state bubble columns. The code can be used for different options by determining the local pressure, temperature and concentration profiles over the column height. However, there is little information on the validation of the BCR model.

Buwa et al. (2006) experimentally validated the Eulerian-Langrangian models and gathered useful data for the simulation of mass transfer and reactions in bubble columns. Akhta (2006) validated the simulation of a bubble column against experimental results with different distributors using the Two-fluid Eulerian model. The influence of different distributors on the hydrodynamics of the system was investigated.

Wang and Wang (2007) used the Computation Fluid Dynamics–Population Balance Model (CFD–PBM) coupled model to simulate bubble columns. The simulation results showed that the CFD–PBM is an efficient method for predicting the hydrodynamics, bubble size distribution, interfacial area and gas–liquid mass transfer rate in a bubble column. This is a good method of simulation because it evaluates the bubble size in the column which is an important aspect in improving bubble column simulation.

Suzzia et al. (2009) validated the use of Euler-Euler and Euler-Lagrange approaches to simulate bubble columns. The Euler-Euler approach showed promising results for coarser mesh sizes and the Euler-Lagrange approach proved to be a more advance method for simulation. Zhang et al. (2008) continued to use the Euler-Euler model to simulate mass transfer and chemical reaction in a bubble column.

Coetzee et al., (2009) developed a rapid evaluating semi analytical model called the Bubble Cell Model (BCM). The BCM provides the steady state velocity and pressure
fields around individual bubbles as a function of Reynolds number (Figure 10). BCM
is dependent on the Re number of the bubble and avoids the use of closure models
while providing micro structure flow information (Coetzee et al., 2012).

The main BCM advantages over other models are as follows (Kumar, 2009; Mahajan
2010):

- The solving of complex PDEs in the regions around the bubble is avoided
- Small scale flow information is provided by the cell model
- Rapid evaluation compared to conventional techniques (Euler-Euler and Euler-
Lagrange)

Coetzee et al. (2012, a, b, c) adapted the BCM to a macro fluid model such that the
entire bubble column could be simulated. It was constructed by extending the range
of the creeping and potential flow analytical solutions by incorporating a stochastic
model. This model accounts for deviations from the analytical solutions that is, flow
separation and the non-linear wake feature.

Wylock et al. (2011) used the Direct Numerical Simulation approach to simulate
bubble mass transfer with chemical reaction and showed that there is a clear
difference between the 1D and 2D models. The results from the study by Irani and
Khodagholi (2011) showed that simple two dimensional models cannot be used in engineering calculations required in the design of bubble columns.

Kumar et al. (2011) validated the two and three phase up-flow in a bubble column with experimental values and obtained axial liquid velocity profiles. Singh and Majumder (2011) studied the co and counter-current mass transfer in bubble columns using a mechanistic model to predict mass transfer efficiency. It was suggested that the concentration variation may be useful for future understanding of the mass transfer phenomena in bubble column reactors.

2.5. Summary

The development of numerous CFD models used in the simulation of bubble columns has gradually increased in recent years. Considerable work has been accomplished in the understanding of bubble columns characteristics depending on the size and scale (Kumar, 2009; Mahajan 2010). In general, studies have shown that the different models are unique and limited to a practical system (Kuzmin and Turek, 2000; Schlüter, 1995; Buwa et al., 2006; Wang and Wang, 2007; Akhtar, 2006; Suzzia et al., 2009; Coetzee et al., 2009; Coetzee et al., 2012 a, b, c; Wylock et al., 2011; Irani and Khodagholi, 2011; Kumar et al., 2011; Singh and Majumder, 2011). Models are validated to ensure that the modeled system is appropriately predicted. Some models however are purely theoretical while others have been experimentally validated (Schlüter, 1995; Wang and Wang, 2007; Coetzee et al., 2009; Coetzee et al., 2012 a, b, c).

It is worth noting that many studies are trying new approaches and drifting away from the common Euler-Euler and Euler-Lagrange models in favor of greater computational efficiency (Wang and Wang, 2007; Coetzee et al., 2009; Coetzee et al., 2012 a, b, c). Models like the Direct Numerical Simulation are now frequently used for bubble column simulation but still rely on closure models (Wylock et al., 2011). The CFD-PBM is appropriate for analyzing bubble size in detail (Wang and Wang, 2007).
Studies have shown that the mass transfer coefficients can be predicted using the CFD approach that requires closure models. However, there is still a gap in the fundamental understanding of the mass transfer and chemical reaction properties. It is not clear which is the most appropriate and less computationally expensive CFD approach to investigate mass transfer and chemical reaction.
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3. Motivation and Objectives

In this study, a fast-solving semi-analytical model called the Bubble Cell Model (BCM) proposed by Coetzee et al., (2009; 2012 a, b, c) is used to simulate gas-liquid flows around individual bubbles in a bubble column. This model provides an alternative multiphase modeling approach and substitutes the conventional closure models with a statistical model of the micro flow structure.

Many mass transfer experiments have been carried out in the literature but each of these sets of results are very specific to the chemical system, equipment type and operating conditions. Therefore, a more general method is needed to predict $k_l$ from fundamental principles in a computationally inexpensive way.

The Bubble Cell Model (Coetzee et al., 2009; 2012 a, b, c) approach in its current state simulates the steady state velocity and pressure fields that develop in the immediate vicinity of individual bubbles. At present, the BCM incorporates only the local velocity vector field and does not predict the concentration field. As such, the model cannot be used in the present form to predict mass transfer rates or local reaction rates.

The concentration field can be predicted by coupling the mass balance to the momentum balance in the BCM. These concentration lines will show how the film thickness varies axisymmetrically around the bubble, hence, allowing for prediction of the mass transfer rates in the system.

The objective of the present study is therefore to extend the BCM to mass transfer applications. This model uses the film theory to calculate $k_l$ for a homogeneous nitrogen-water system as a function of the Re and Sc numbers. As a significant outcome, such a model would be used to reliably predict the average mass transfer coefficients in a bubble column rather than through empirical correlations and experiments.
Hypothesis
The hypothesis of the present study is that “the average mass transfer coefficient in a bubble column can be reliably predicted as a function of Reynolds number (Re) and Schmidt number (Sc) by coupling a material balance to a Bubble Cell Model.”

Key Questions
These questions will aid in either proving or disproving the hypothesis and are as follows:
1. How will the mass boundary layer thickness be averaged around bubble?
2. What is the impact of the Reynolds and Schmidt numbers on the average mass transfer coefficients?
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4. Model Development

4.1. Model Geometry

In an industrial environment, bubble columns usually operate in turbulent regimes where Re > 1000 due to the high level of contact associated with strong mixing. The turbulent regime is complex due to the multiphase hydrodynamics (bubble-bubble interactions) that result in varying bubbles shapes. These varying shapes are an output of either increasing or decreasing the Reynolds, Morton and Eötvös numbers as described in section 1.1.1. Figure 11 illustrates the formation of the different shapes with respect to Re, Eo and Mo, the spherical bubble shape is observed before deformation to other oblate ellipsoidal and spherical cap shapes.

Figure 11: Typical bubbles shapes in aqueous sugar solutions (Bhaga & Weber, 1981)
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Experimental investigations have shown that flow changes dramatically with increasing Reynolds number. In order to obtain a steady axisymmetric and steady planar-symmetric flow regime, the Reynolds number lies in the different ranges respectively $20 < \text{Re} < 210$ and $210 < \text{Re} < 270$ (Taneda, 1956, 1978; Wu, 1993; Natarajan, 1993; Nakamura, 1976; Margavey and Bishop, 1961). It is clear from Figure 11 that increasing the Re makes the flow more complex with varying bubble shapes. For simplicity, the present study was limited to a steady state flow regime with Re $\leq 270$ and simulate only flow over a spherical bubble shape.

In a bubble column, fluid flowing around the moving bubbles in the entire column can be modelled most intuitively using a moving frame of reference. An alternative way of modelling is to fix a stationary bubble in the column and track the relative velocity between the fluid and the bubble. In this present study, the bubble is assumed to be stationary and the bubble size does not change as the fluid flows over the bubble surface. In practice, the velocity vector field is supposed to change since the bubble dissolves (Ponoth and McLaughlin, 2000); the velocity field was assumed to be steady as in the case of a bubble at its terminal velocity.

### 4.1.1. Mesh Generation

In order to simulate the fluid flow over a spherical bubble as assumed above, a good quality mesh is generated using the software called Gambit. Gambit software is used for meshing applications where it defines the domain geometry and generates the mesh grid.

A two dimensional axisymmetric grid is used under the assumption that there are no velocity gradients in the angular direction. For spherical coordinates, the points are referenced as $(r, \theta, \varphi)$ but with the axisymmetric condition, gradients with respect to $\varphi$ are zero. Therefore the geometry axisymmetrically revolves around the x-axis of the domain alongside with the two dimension grid makes the Navier stokes equation easier to solve and requires less time to solve and is thus more computationally efficient.
efficient.

A two dimensional axisymmetric rectangular mesh grid of width 0.025m, height 0.015m and triangular structured mesh elements is used for the simulation with a bubble of diameter \( d = 0.005 \)m. Using the general accepted rules of thumb in the field of CFD modelling (Thompson et al., 1998), the spherical bubble is located 10xd away from the inlet walls so that wall effects on the sphere are negligible.

The typical boundary conditions for the mesh grid; velocity inlet, outlet, wall, axis, and the bubble wall are implemented in the mesh generation to describe the required flow pattern. Additionally, the conditions of the simulation are provided as follows:

- **Velocity inlet** - The Dirichlet boundary condition involves specification of the inlet velocity as stated in Equation 19. The inlet velocity was varied from 0.02675 to 0.2408 m s\(^{-1}\) corresponding to the Reynolds number range of 30 to 270 for laminar flow at 298.15K.

- **Outflow** - In this case, there is no pressure or velocity specification since the solution at the outlet is extrapolated from the interior. The outflow boundary, which is intended for incompressible flow and is also where mass balance correction is applied.

- **Bubble** - A nitrogen mass fraction of \( 1.75 \times 10^{-5} \) was specified for the species boundary condition. The calculation of the mass fraction is explained in section 6.1. It has been shown that the boundary condition on a bubble in a contaminant free system corresponds to a zero-shear-stress one, rather than a no-slip boundary condition, which would be applicable to rigid particles (Hadamard, 1911). Vasconcelos et al. (2002) also showed that surfactants affect the mass transfer rates and bubbles to behave like solid spheres. It is therefore assumed that there are no contaminants in the liquid and that the interfacial tension is constant.

- **Wall** - The walls are also assumed to be stationary with no flux of species (zero diffusive flux). This is because, these walls do not represent the actual
walls of a bubble column, but are only used to create a computational domain where the fluid around the bubble is bound. Therefore, the effects of the confining wall are neglected and zero-shear-stress (free-slip) condition is applied.

Figure 12 illustrates the axisymmetric geometry which is finer closer to the bubble and coarser in the outer region. Meshes are made finer in the regions where there are large variations from node to node and enable the gradients of velocity and concentration near the sphere to be resolved numerically.

![Figure 12: Axisymmetric grid and mesh generation around spherical bubble](image)

4.1.2. Mesh Optimization

It is required of any CFD simulation that the solution be converged and independent of the resolution of the mesh. Mesh quality is usually measured by the grid skewness; Equisize Skew and EquiAngle Skew, smoothness and aspect ratio (Thompson et al., 1998; Lee et al., 1991; Silva et al., 2011; You et al., 2006).

Mesh quality simply means, the ability of the mesh to capture and improve resolution of all relevant features without increasing the computational effort. An acceptable mesh must have low skewness, smooth change in size and an aspect ratio of one in order to be accurate. The difference between an element with low and high skewness is shown below in Figure 13.
Depending on the cell geometry, the desired situation is obtained when majority of the cells are found with Equisize Skew and EquiAngle Skew values between 0 and 0.7 respectively. Most often, a tetrahedral mesh does not meet this criterion (Silva et al., 2011).

Different mesh grids with different mesh faces are generated and simulated in order to get the mesh grid which is independent of the solution. Finally, a mesh size with approximately $1.68 \times 10^5$ mesh faces and 100% of the cells within the Equisize Skew range is chosen as the grid used for the entire simulation process.

4.2. Model System

The BCM developed in Coetzee et al., (2009), simulates the immediate flow regions around individual bubbles in a Bubble column from the Reynolds number using an algebraic flow model. In other words, the BCM is a hybrid between analytical and statistical methods which improves the simulation accuracy and reduces the number of parameters of the flow model by solving the Navier-stokes equation over a fixed spherical bubble.

The discretization schemes for solving the governing equations was the Second-order Upwind whereas the pressure-velocity coupling scheme was Phase Coupled SIMPLE in Fluent 13.0. The SIMPLE scheme is a standard pressure correction algorithm for finite volume calculations and is adequate for incompressible viscous flow. This scheme was chosen because it minimizes the false diffusion presented in
other interpolation techniques such as the first order upwind. (Tu et al., 2008; Pantankar, 1980)

The parameters for the BCM are estimated in two fitting stages as shown in Figure 14 below. Stage one involves fitting every steady state velocity vector field with respect to the radial and angular coordinates at a specified Reynolds number range. Stage two involves the cross correlation of stage one model with respect to Reynolds number.

In simpler terms, in stage one the BCM parameters are fitted for any given Reynolds number while in stage two, the BCM parameter is varied in Reynolds number and a model is proposed for each parameter as a function of Reynolds number. This enables the entire velocity vector field to be generated when given only the Reynolds number.
Figure 14: BCM fitting stage strategy where $f_1, \alpha, f_2$ and $\zeta$ are the overall stage one model, stage one parameter, stage two model and parameters respectively (Coetzee et al., 2009)

$u^M = f_1(x, \alpha)$
$\alpha^M = f_2(Re, \zeta)$
$\zeta: \alpha^M = \alpha$
$u^M = BCM(Re, x, \zeta) = f_1(x, f_2(Re, \zeta))$
4.2.1. Stage One: Analytical and Statistical Modelling

4.2.1.1. Analytical Modelling

In modelling those regions of the fluid where the fluid flow rate is extremely low, the steady-state incompressible Navier–Stokes equations were solved using the creeping flow and axisymmetric flow assumption. Formulating the Navier–Stokes equations in terms of the Stokes stream function ($\varphi$) in spherical coordinates simplify the problem considerably. The stream function is shown below in Equation 20.

$$\varphi = -\frac{1}{2} r^2 [u_\infty] \sin^2 \theta \quad (20)$$

The Creeping Flow (CF) means the convective terms in Equation 17 become zero (Re $\ll 0.1$). Combining the Creeping Flow boundary conditions with Slattery (1999)’s solution where stream function is proposed to be a fourth order polynomial in equations 21-25 yielding equations 26-27. Figure 15 shows the simulated creeping flow velocity contours at Re=270 with the radial and angular components, $r$ and $\theta$, centered on the bubble and $u_\infty$ is the actual bubble velocity (Coetzee et al., 2012b, c).

$$u_r = \frac{1}{r^2 \sin(\theta)} \frac{\partial \varphi}{\partial \theta} \quad (21)$$

$$u_\theta = \frac{1}{r \sin(\theta)} \frac{\partial \varphi}{\partial r} \quad (22)$$

$$u_r \mid_{r \to \infty} = u_\infty \cos \theta \quad (23)$$

$$u_r \mid_{r=R} = 0 \quad (24)$$

$$\frac{d u_\theta \mid_{r=R}}{dr} = 0 \quad (25)$$

$$u_r CF(r, \theta) = u_\infty \left[ 1 - \frac{3}{4} \left( \frac{R}{r} \right) - \frac{1}{4} \left( \frac{R^3}{r} \right) \right] \cos \theta \quad (26)$$
The opposite extreme to creeping flow is inviscid flow meaning a fluid with no viscosity. Zero viscosity fluids do not exist; however, the assumption provides a good description of the velocity profile except near the body and beyond the line of flow separation. The velocity potential, \( \Phi \), is defined such that \( u = -\nabla \Phi \), the free slip boundary condition, upon differentiation yields Potential Flow (PF) velocities in equation below 28-29. It should be noted that Potential Flow as follows from Equation 17 is when the viscous terms are zero and Reynolds numbers goes to Infinity (Coetzee et al., 2012b, c).

The simulation carried out with the Potential flow conditions yields the solution shown in Figure 16. A complete solution from the Navier stokes equations simulated in CFD illustrated in Figure 17 (Coetzee et al., 2012b, c).
\[ u_{PF}(r, \theta) = u_\infty \left[-1 + \left(\frac{R^3}{r}\right)\right] \cos \theta \] (28)

\[ u_\theta PF(r, \theta) = u_\infty \left[1 + \frac{1}{2} \left(\frac{R^3}{r}\right)\right] \sin \theta \] (29)

Figure 16: Velocity vector fields around bubble in Potential Flow at Re=270 (Coetzee et al., 2012b, c)

Figure 17: Velocity vector fields around bubble from complete simulation of Navier-Stokes Equations at Re=270 (Coetzee et al., 2012b, c)
Under these assumptions, simple analytical solutions in the form of algebraic expressions result; these forms can be rapidly evaluated and incur minor computational expense. Unfortunately, the analytical solution is not able to capture the flow separation and wake features at the rear of the bubble, which occur at very low Reynolds number. Therefore, the analytical model cannot predict flow at the rear of the bubble and limits its applicability for hydrodynamic calculations (Coetzee et al., 2012b, c).

4.2.1.2. Statistical Modelling

The two extreme conditions in modeling fluid flow are creeping and potential (Inviscid) flow models where \( \text{Re} = 0 \) and \( \text{Re} = \infty \); are combined to account for accurate flow structure in any flow regime. The stage one parameters, \( \alpha_{ij} \), are defined such that \( i \) is either the radial or angular coordinate and \( j \), the type of flow model. The linear combination of the two solutions is shown in Equation 30-31 where \( \alpha_{1,1} \) to \( \alpha_{2,2} \) are the weighting coefficients obtained through linear least squares with respect to the true velocity, \( u^{true} \) (Coetzee et al., 2012b, c).

\[
\begin{align*}
\mathbf{u}^{M}_{r,A} &= \alpha_{1,1} \mathbf{u}_{r,C} + \alpha_{1,2} \mathbf{u}_{r,P} \tag{30} \\
\mathbf{u}^{M}_{\theta,A} &= \alpha_{2,1} \mathbf{u}_{\theta,C} + \alpha_{2,2} \mathbf{u}_{\theta,P} \tag{31}
\end{align*}
\]

The residuals for the nonlinear data in Equations 30 and 31 are evaluated using the regression with Empirical modelling strategy. An accurate CFD computational solution is characterized by convergence of the iterative process, the grid independence and the use of acceptable solution methods. The grid independence justifies the grid choice for simulation. The convergence of the iterative process is obtained by calculating the imbalances, called residuals, in the algebraic equations.

Residuals can be viewed as estimates of computational errors that indicate how accurate the results are. Accurate results further indicate that the system has reached quasi-steady state. Once this state is achieved, average quantities are calculated in terms of the time, axial and radial coordinates. It should be noted that Fluent 13.0 is a deterministic model and therefore does not have any experimental errors coupled with it.
Empirical Method

The residuals of the radial and angular velocity are treated by fitting the residual velocity surfaces across the Reynolds operating range and identifying where simple functions can form residuals to the solution. The symmetry at \( x=0 \) helps to simplify the problem (Coetzee et al., 2012 b, c).

\[
\mathbf{u}_{r, \text{res}} = \mathbf{u}_{r, \text{true}} + \mathbf{u}_{r, \text{A}}^M \tag{32}
\]

\[
\mathbf{u}_{\theta, \text{res}} = \mathbf{u}_{\theta, \text{true}} + \mathbf{u}_{\theta, \text{A}}^M \tag{33}
\]

The residual of the radial velocity in Equation 32 was basically in the bubble wake region and by identifying the critical angle and the final model had 17 parameters (Figure 18; Coetzee et al., 2012b, c). The residual of the angular velocity in Equation 33 was at maximum at the bubble surface which decayed into the radial direction and had 11 parameters left to be solved (Figure 19; Coetzee et al., 2012b, c).

Figure 18: Radial residual around bubble (Coetzee et al., 2012b, c)
Coetzee et al., (2012b, c) discuss these aspects in detail but the final solution results in reasonable approximations to the true model with lower error distributions and the accuracy of the approximation increases with Reynolds number. The close approximation is due to the deviations from the potential flow solution whereby, the wake becomes concentrated in the smaller region as Re increases leading to lower overall error distribution. At lower Re range, the wake spreads out and the approximations become better as creeping flow is reached, and this is expected.

4.2.2. Stage Two: Parameter Optimisation

Stage Two just ensures all first stage parameters, $\alpha_{ij}$, are in phase and have a good response with respect to the Reynolds number. On exploring a subsequent Re value, the first stage fit was carried out using the parameters of the closest Re value as the initial guess. The $\alpha_{ij}$ with respect to the Re was found to be described by the first and second order polynomial and exponential models. The final parameters to the BCM were found by optimizing all the parameters $\zeta$ with respect to the original CFD surfaces (Coetzee et al., 2012c). A typical example of the behavior of the weighting
coefficients is shown in Figure 20 (Coetzee et al., 2012b).

Figure 20: Second Stage Fit of parameters $\alpha_{1,1}$ and $\alpha_{1,2}$ (Coetzee et al., 2012b)

4.2.3. BCM Development

The creeping and potential flow analytical solutions discussed in the Section 4.2.1.1 provide good approximations and explain some significant areas of the velocity flow field around the bubble for $Re \leq 270$. Unfortunately these analytical solutions do not describe clearly the flow at the rear of the bubble especially at Low Reynolds Numbers.

On the other hand, statistical/Empirical models also gave good fits. Any statistical model must accurately account for deviations from analytical solutions, flexible for any data or bubble shape and require a sensible amount of parameters.

A hybrid between analytical solutions and statistical models has been investigated and gives accurate approximations. Figure 21 and 22 illustrate individual models, the simulated results from combining both models for appreciation and comparison with CFD data are validated.

Therefore, a new approach was been developed by Coetzee et al. (2009) to simulate bubble columns derived by combining the analytical and statistical modeling solutions to obtain steady state velocity field vectors over a sphere (Coetzee et al., 2012b).
Figure 1:

(a) Semi-Analytical Model for Radial Co-ordinates

(b) Statistical Model for Radial Co-ordinates
Figure 21: Comparison of Semi-analytical, Statistical, Semi-analytical and Statistical models with Original CFD Data for Radial Co-ordinates (Coetzee et al., 2012b)
(a) Semi-Analytical Model for Angular Co-ordinates

(b) Statistical Model for Angular Co-ordinates
Figure 22: Comparison of Semi-analytical, Statistical, Semi-analytical and Statistical models with Original CFD Data for Angular Co-ordinates (Coetzee et al., 2012b)
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5. Mass Transfer Extension to the BCM

The flow around the bubble surface is analyzed by using the BCM developed by Coetzee et al. (2009, 2012a, b, c) which predicts the velocity vector fields around single bubbles in bubble column reactors. This model lacks the ability to predict average mass transfer coefficients; therefore, a material/species balance capable of predicting the concentration field in the vicinity of the bubble is integrated into the model. The ANSYS CFX computer package (Fluent 13.0) is used to develop the simulation. The computer package uses the finite volume technique which generates the flux in its numerical solutions. The overall outcome is achieved by running several CFD simulations. The CFD results are then used to identify the average boundary layer which can then be used to determine the mass transfer coefficient.

5.1. Mass Transfer from Sphere

Mass transfer from a sphere to a flowing fluid applies the steady state transport equation (Navier-stokes and diffusion equations) shown below in Equation 34. This transport equation is derived by assuming constant diffusivity with no chemical reaction and is dependent on velocity.

The concentration in the sphere, \( C_0 \), remains constant and is assumed to be negligible compared to the overall concentration in the system. The concentration diffused to the external flowing stream is \( C_1 \). Equation 34 in its dimensionless form is Equation 35 and rearranging yields Equation 36 in terms of the cylindrical coordinates (Finlayson, 1972).

\[
 u \cdot \nabla c = D_{AB} \nabla^2 c \quad (34)
\]

\[
 c = \frac{C - C_1}{C_0 - C_1} \quad (35)
\]

\[
 u_r \frac{\partial c}{\partial r} + u_\theta \frac{\partial c}{\partial \theta} = \frac{D_{AB}}{r^2} \left[ \frac{\partial}{\partial r} \left( r^2 \frac{\partial c}{\partial r} \right) + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial c}{\partial \theta} \right) \right] \quad (36)
\]

For negligible internal resistance and constant concentration in the sphere, the boundary conditions are Equations 37-40 (Clift et al., 1978)
The Sherwood number is of primary interest when mass transfer is concerned and occurs when rearranging Equation 36 yields Equation 41 (Finlayson, 1972).

\[ Sh = \int_0^\pi \left(-\frac{\partial c}{\partial \theta}\right) \sin \theta \, d\theta \quad (41) \]

For fluid sphere in creeping flow, Hadamard (1911) solved the Equation 36 numerically and approximated the following equation below.

\[ Sh = 1 + \left(1 + 0.564 Pe^{2/3}\right)^{3/4} \quad (42) \]

For \( Pe \to 0 \), the solution emulates a situation where diffusion occurs into a stagnant fluid and Equation 42 becomes Equation 43 and applies to fluid and spheres (Dani et al., 2006; Clift et al., 1978).

\[ Sh = 2 \quad (43) \]

For \( Pe \to \infty \) the asymptotic solution Equation 43 becomes Equation 44 (Clift et al., 1978).

\[ Sh = 0.691 Pe^{1/2} \quad (44) \]

At higher Reynolds numbers, Lochiel and Calderbank (1964) have proposed Equation 45. When the Reynolds number is very high, potential flow is observed and Equation 45 becomes Equation 46 (Dani et al., 2006; Clift et al., 1978).

\[ Sh = 1.13 \left[1 - \frac{2.96}{Re^{1/2}}\right]^{1/2} Pe^{1/2} \quad (45) \]
It should be pointed out that these Equations shown above are attempts derived from first principles and not from actual simulations. Dani et al., (2006) developed equations from actual simulations on a spherical bubble with results agreeing to the film theory. However, their accuracies are to be put under scrutiny since the equations are empirical.

\[ Sh = 1.13 Pe^{1/2} \ (46) \]
Chapter 6 Model Simulation

6. Model Simulation

6.1. Input and Output Parameters

The most important aspect of the simulation is the incorporation of the material balance into the fluent solver. For a basic fluid flow, only the species transport is used with no inlet diffusion and energy source. The materials required for the mass balance are selected and specific parameters such as; viscosity, density and mass diffusivity for the mixture are defined.

A non-reactive steady state nitrogen-water system is chosen to predict the mass transfer coefficient as a function of Re and Sc numbers. The velocity and mass diffusivity of nitrogen gas into liquid water are the only changing variables in the definition of Re and Sc numbers respectively. It should be noted that the mass diffusivity of water into nitrogen is assumed to be negligible in the present study.

The inlet velocity and species mass fraction, species mass diffusivity are imported into the CFX computer package (Fluent 13.0) and solved mathematically to get simulated results. Upon validation, the applications can later be extended to reactive systems. The physical properties of nitrogen-water system are shown in the Table 5 below. An incompressible laminar isothermal steady state process in two-dimensional flow is used for the research study.

Table 5: Physical Properties of Nitrogen and Water at 293.15K and 1atm

<table>
<thead>
<tr>
<th>Properties</th>
<th>Nitrogen (gas)</th>
<th>Water (liquid)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$ (kg/m$^3$)</td>
<td>998.2</td>
<td>998.2</td>
<td>Weast,1988</td>
</tr>
<tr>
<td>Diffusivity, $D_{AB} \times 10^9$ (m$^2$/s)</td>
<td>2.36</td>
<td>1.88</td>
<td>Sada et al,1975</td>
</tr>
<tr>
<td></td>
<td>1.88</td>
<td></td>
<td>Cussler, 2003</td>
</tr>
<tr>
<td></td>
<td>2.01</td>
<td></td>
<td>Ferrel and Himmelblau,1967</td>
</tr>
<tr>
<td>Viscosity, $\mu$ (Pas)</td>
<td>1000</td>
<td></td>
<td>Weast,1988</td>
</tr>
</tbody>
</table>

A nitrogen mass fraction of $1.75e^{-5}$ at 25°C and 1 atm was derived from the product of N$_2$ Saturated concentration solubility in water (Henry's Law) at 0.625 mol/m$^3$ and
the molar mass of nitrogen is $2.8e^{-2}$ kg/mol. This product yields a mass per volume of $1.75e^{-2}$ and density of water, 998.2 kg/m$^3$.

Fluent 13.0 can simulate various operating conditions such as, laminar and turbulent flows, steady or unsteady states systems. The governing equations from the particular system are converted into algebraic equations. The discretization scheme is selected and formulates the equations on every location on the domain grid. The equations are then iterated over the domain until a converged solution is attained.

**6.2. Species Transport Simulation**

1. **Mesh**

Firstly, the axisymmetric mesh grid as shown in Figure 12 is imported into Fluent 13.0. The mesh scale is then verified to ensure that there is no difference in dimensions between Gambit and Fluent 13.0. The mesh grid is checked for co-ordinates, volume and face statistics such as the number of nodes per cell, face cells and so on. Even though, the mesh quality has been guaranteed in Gambit, Fluent 13.0 still gives a breakdown of the mesh skewness, smoothness and aspect ratio.

After all these procedures, the grid is ready to be displayed with the grid conditions. The pressure based solver is used with an absolute velocity formulation for the two dimensional planar and steady state system. In this nitrogen-water system, a double precision model was chosen because it resolves any pressure difference that drives flow (driving force) in the geometry. The pressure based model is typically chosen for incompressible flows (Tu et al., 2008).

2. **Model Definition**

This is the definition of the type of model and the mixture properties that is used in the simulation. For a basic fluid flow, only the species transport model is used with no inlet diffusion and energy source. The volumetric species for the mixture are selected; in this case which are nitrogen and water in their pure states.

3. **Materials**

The nitrogen and water mixture and fluid composition have been defined with the
following properties;

- Density (kg/m³) – Incompressible ideal gas
- Specific Heat Capacity (J/kg-k) – Mixing law
- Thermal conductivity (W/m-k) – Constant (0.0454)
- Viscosity (kg/m-s) – Constant (9.0796e⁻⁵)
- Mass diffusivity (m²/s) – Constant-dilute-approximate (2.93e⁻⁵)

4. **Boundary Conditions**

The momentum and species boundary conditions defined in section 4.1.1 are now integrated into the mesh grid. To summarise, the top and bottom walls are stationary with the no slip shear condition and zero nitrogen diffusive flux. The outlet has zero gauge pressure to induce a driving force. The inlet uses a magnitude, normal to boundary velocity specification method and absolute reference frame. The constant inlet velocity magnitude is inserted here. This is the point where the different velocities will be inserted as the Reynolds number is varied. The nitrogen species boundary condition is the specified mass fraction which is a constant defined in section 6.1 above.

5. **Reference Values**

The reference values are computed from the inlet boundary condition since the inlet velocity is being varied.

6. **Solution Methods**

Mass conservation within a flow domain is mainly accounted for by correct linkage of pressure and velocity. This is taken into consideration by the solution procedures or algorithms within the CFD codes (Tu et al., 2008). The discretization schemes for solving the governing equations was the Second-order Upwind whereas the pressure-velocity coupling scheme was Phase Coupled SIMPLE. This scheme was chosen because it minimizes the false diffusion presented in other interpolation techniques such as the first order upwind. The SIMPLE scheme is a standard pressure correction algorithm for finite volume calculations and is adequate for incompressible viscous flow.
7. **Solution Controls**

Under-relaxation factors assist in achieving a converged solution and moderate the iteration process of the system of algebraic equations that govern fluid flow (Tu et al., 2008). Default under-relaxation factors for pressure, density, body forces of 0.3, 1, 0.7 were used respectively and nitrogen mass fraction of $1.75e^{-2}$.

8. **Monitors**

An accurate CFD computational solution is characterised by convergence of the iterative process, the grid independence and the use of acceptable solution methods. The grid independence justifies the grid choice for simulation as demonstrated in Section 4.1.2. The convergence of the iterative process is obtained by calculating the imbalances called residuals in the algebraic equations.

Residuals, in other terms, can be viewed as estimates of computational errors and tell how accurate the results are. Accurate results also show that the system has reached quasi steady state and once in this state, average quantities are calculated in terms of the time, axial and radial coordinates.

9. **Solution Initialization and Run Calculation**

Finally, the solution procedure is initialized from the inlet conditions and the number of iterations required is given. The equations are calculated until steady-state converged concentration profiles are obtained as shown in Figure 24.

10. **Simulation Results**

A unique solution is reached when the residuals fall below certain convergence criteria. The absolute criteria for continuity, x-y velocity and nitrogen concentration are $1^{-12}$, $1^{-6}$, $1^{-6}$ respectively. Figure 23 shows the residuals converge after the required number of iterations. It should be noted that FLUENT 13.0 is deterministic model and therefore does not have any experimental errors coupled with it.

To simulate the different Reynolds numbers, only the corresponding inlet velocity is changed in the model with the solution initialized. The nitrogen species molar concentration contours around the bubble are generated and imported into Matlab.
11. Mass Transfer Results

Mass transfer occurs due to concentration gradients; for this reason concentration profiles are generated. Once the CFD result is obtained, concentration profiles around the bubble are analyzed in the form of concentration iso-surface or boundary layer as in Figure 24. The identification of the species mass boundary layer thickness is defined by the film theory, which as mentioned previously, is the point from the bubble interface to 99% of the concentration of the diffusing component in the bulk liquid.

6.3. Average Boundary Layer Calculations

The iso-concentration contours from the simulation converge to a long tail as seen in Figure 24 and are clearly not uniform around the bubble; it is thinner at the front of the bubble and wider at the rear of the bubble. The mass boundary layer thickness around the bubble therefore, needs to be averaged to obtain a single representative film thickness so as to estimate the average mass transfer coefficient.

To achieve this, the long tail as shown in Figure 25 is cut off and the mass boundary
layer thickness at each angle around the hemisphere of the bubble of the axisymmetric axis are added and averaged as described in Equation 47.

\[ \delta_m = \frac{1}{\pi} \int_0^\pi \delta_m(\theta) d\theta \quad (47) \]

*Figure 24: Long Tail of Concentration Iso-surfaces around the bubble*
Figure 25: Derivation of the Average Concentration boundary layer with $r$, radius of bubble and $\delta_m$.

To perform the cut-off so that the mass boundary layer thickness is averaged around a bubble; a critical angle that exists where there is a point of flow separation is identified. Beyond this critical angle, there is a high circulation zone where the concentrations normalise such that there is no mass transfer driving force. Clift et al. (1978) applied Equation 48 to describe this angle which applies to fluid flow over rigid spheres and $\theta$ is in radians ($20 \leq \text{Re} \leq 400$).

$$\theta_c = 180 - 42.5 \ln \left( \frac{\text{Re}}{20} \right)^{0.483} \quad (48)$$

Yan et al., (2002) actually explained this flow of separation with the layer around the rigid sphere thicker than that of a fluid sphere. By analysis, it was showed that the flow of separation near the rear encourages the development of a thicker boundary layer in front of the actual separation point.

On the other hand, Dani et al., (2006) shows that the spherical symmetry obtained around bubble at low Re occurs because the mass transfer is controlled by diffusion.
At higher Re numbers this symmetry breaks and the layer at the front of the bubble reduces. In this case, advection becomes the predominant factors controlling mass transfer.

6.4. Mass Transfer Coefficient Calculations

The average mass transfer coefficient is calculated using the mass diffusivity and mass boundary layer thickness. The mass diffusivity of nitrogen into liquid water is obtained from experimental results (Sada et al., 1975; Cussler, 2003; Ferrel and Himmelblau, 1967). After the CFD simulation has compiled results, the concentration boundary layer around the bubble is located and hence, the mass boundary layer thickness is calculated.

However, the mass boundary layer thickness is not uniform around the bubble as seen in Figure 24. The mass boundary layer thickness is then averaged using Equation 49a. The average mass transfer coefficient is then calculated using the film theory (Equation 49b).

$$\bar{\delta_m} = \frac{1}{\pi} \int_0^\pi \delta_m(\theta) d\theta \quad (49a)$$

$$k_l = \frac{D_{AB}}{\bar{\delta_m}} \quad (49b)$$

This approach of estimating the average mass transfer coefficient stemming from an extension to the BCM is a better approach. The BCM successfully predicts the velocity vectors, so a mass transfer addendum is also going to successfully provide concentration field vectors which are used in the average mass transfer coefficient calculation. Of course, the approach needs to be checked by simulation and compared to methods derived from first principles.
Chapter 7 Results and Discussion

7. Results and Discussion

This section focuses on the simulation results obtained and analysing the effects of Re and Sc numbers on the mass boundary layer thickness and mass transfer coefficients. Thereafter, the method of developing the mass transfer extension to the BCM is explained.

7.1. Boundary Layer Condition and Mass boundary layer thickness

7.1.1. Effect of the Boundary layer condition on Velocity Boundary Layer

Figure 26 shows the velocity contours around bubble at Re = 120 for Sc = 8.58 for free slip and no-slip boundary layer conditions. In free slip, the velocity magnitude at the front and rear of the bubble are low while around the top of the bubble, the velocity magnitude is high. On the other hand, when a no-slip condition is applied, low velocity magnitude is observed around the entire bubble surface and the contours are elongated.

There is shear stress on the bubble surface and the no-slip condition assumes that the fluid velocity at the bubble surface is zero explaining the low velocity magnitude around the bubble. Ponoth and McLaughlin (2000) investigated the mass transfer around a single bubble analysing the concentration contours around bubble and the same observations were made. Therefore, the type of boundary layer condition on the bubble surface has an effect on the velocity boundary layer.
Figure 26: Velocity vectors coloured by Velocity Magnitude ($m \text{s}^{-1}$) around bubble for free slip condition and No-slip condition.
7.1.2. Effect of the Boundary layer condition on Concentration Boundary Layer

The concentration contours around the bubbles in Figure 27 for the free slip and no-slip condition are not symmetrical where different regions of nitrogen concentration exist. The nitrogen concentration is high at the rear of the bubble and this region is known as the “concentration wake”. This concentration wake is seen to become narrower as the Reynolds number increases as observed when comparing Figure 27a and 27c. Dani et al., (2006) similarly observed this axisymmetric zone at the wake of the bubble where high species concentrations were detected.

To be more precise, during a no-slip condition, a recirculating wake develops and the concentration contours are distorted as seen in Figure 27b. This is a clear difference between rigid solid and spheres as the concentration layer is thicker around a rigid sphere mainly due to flow separation.

(a) Nitrogen Concentration Contours around bubble at Sc= 8.58 and Re=75 for free slip condition
(b) Nitrogen Concentration Contours around bubble at $Sc = 8.58$ and $Re = 75$ for no-slip condition

(c) Nitrogen Concentration Contours around bubble at $Sc = 8.58$ and $Re = 270$ for free slip condition

Figure 27: Nitrogen Concentration Contours around bubble for $Re = 75$ and 270
In conclusion, the boundary layer condition, be it free slip or no-slip affects the velocity and concentration boundary layer. The free-slip condition is more relevant to this project because it involves bubbles or spheres while the no-slip condition applies to rigid solids and particles. However, the no-slip allows the range of applicability to extend to particles as well.

### 7.1.3. The Effect of Reynolds number on the Mass Boundary Layer thickness

The Reynolds number is varied to determine its influence on the mass boundary layer thickness by changing the inlet fluid velocity of the system. In Figure 28, the bulk liquid velocity was varied while keeping mass diffusivity constant for the free slip boundary condition. The mass boundary layer thickness decreases with increasing Reynolds number. This outcome is expected, since there is no flow separation or recirculation wake at the rear of the bubble. It is concluded that, the velocity magnitudes influence the velocity boundary layer which in turn influences the concentration boundary layer.

![Figure 28: The effect of Reynolds number on Mass Boundary Layer Thickness](image)
It should be noted, however, due to the nature of the applied assumptions, there is a constraint to low Re values; at this stage the interest is in whether this approach yields good enough results to justify investigations in a more general sense that is at higher Re values.

### 7.1.4. The Influence of Schmidt number on the Mass Boundary layer thickness

The Schmidt number is varied by changing the mass diffusivity applied as in the simulation of some hypothetical fluid. The film theory as defined in Equation 6 shows that at high diffusivities the mass boundary layer thickness will be smaller and *vice versa*. In Figure 29, as the Sc increases, the mass boundary layer thickness also decreases.

The different mass diffusivities used in the simulation were taken from different authors in Table 4. Koeltzsch (2000) showed a strong dependence of Schmidt number on the mass boundary layer thickness in turbulent regime. Hasegawa and Kasagi (2001) showed that the connection between velocity and concentration fields remain unchanged in a free surface even at high Sc. The main goal was to show that Sc has an influence on the mass boundary layer thickness.
Figure 29: The effect of Schmidt number on mass boundary layer thickness

7.2. Mass Transfer Coefficient

7.2.1. The Effect of Reynolds number on $k_a$

The mass transfer coefficient increases with increasing Reynolds number (bulk liquid velocity) as illustrated in Figure 30. As the Reynolds number is increased, the mass boundary layer thickness decreases while the mass transfer coefficient increases. These parameters are inversely proportional given by the film theory in Equation 6. As seen in the section 7.1.1 and 7.1.2, when the no-slip condition is applied, the complete opposite is observed in Figure 31 below. The effect of convection around the bubble explains the mass transfer phenomenon when increasing Re.
Figure 30: The effect of Reynolds number on mass transfer coefficient at free slip condition at Sc=8.58

Figure 31: Mass transfer coefficient for free slip and no-slip condition
Figure 32 illustrates the spherical symmetry concentration contours at Re = 30, where the concentration of diffusing species decreases from the bubble surface to bulk fluid. At this stage, the mass transfer is principally controlled by diffusion.

When the Re is increased, the concentration contours in front of the bubble decrease in thickness and no symmetry is observed (Figure 33). The mass transfer mechanism changes from diffusion to advection (bulk fluid diffusion) especially around the rear of the bubble. In the case of no slip condition where there is separation of flow, mass transfer occurs. Due to the recirculation (concentration wake), the fluid approaching this region from the inlet has a certain concentration. Generally, the mass transfer elements in the bulk fluid flow move around the rear of the bubble. This movement causes the concentration in this region to increase and with continuous bulk liquid movement, the fluid elements are transported away with fluid flow.

This advection movement explains the long concentration tail as seen in Figure 33. It is important to note that in real turbulent reactors; the rate of mixing increases causing no formation of tails.

![Nitrogen Concentration fields around bubble at Re=30 and Sc=8.58](image)

*Figure 32: Nitrogen Concentration fields around bubble at Re=30 and Sc=8.58*
7.2.2. The Influence of Schmidt number on $k_l a$

The mass transfer coefficient is directly proportional to the mass diffusivity (Schmidt number) as in Equation 6. As the diffusivity increases, the average mass transfer coefficient also increases; this expected trend is seen in Figure 34. Li et al., (2003) and Paschedag et al., (2005) also showed Sc has an effect on $k_l a$. 

Figure 33: Concentration contours around bubble at Re=270 and Sc=8.58

Figure 34: The effect of Schmidt number on mass transfer coefficient
7.3. Summary of Investigations

The boundary layer condition specified on the bubble surface is very important because it affects the velocity and concentration boundary layer. The velocity and concentration boundary layer in turn affects the mass boundary layer thickness. The mass boundary layer thickness and the mass diffusivity are used to calculate the average mass transfer coefficient.

The average mass transfer coefficient increases with increasing Reynolds number as the mass boundary layer thickness decreases for the free slip boundary condition. This is expected, since there is no recirculation wake at the rear of the bubble and these parameters are inversely proportional according to the film theory.

The same expected outcome is observed as the Schmidt number increases, the mass boundary layer thickness also decreases and average mass transfer coefficient increases. Therefore, as investigated, the Re and Sc numbers have an effect on the mass boundary layer thickness and average mass transfer coefficients.

7.4. Mass Transfer Coefficients and BCM

Section 7.2 shows that the estimated mass transfer coefficients are influenced by the velocity field vectors and mass boundary layers thickness around the bubble. In Figure 31, the simulated CFD results for free slip condition show the mass transfer coefficient increasing as the Reynolds number increases. This is the expected trend for the film theory; where mass transfer coefficients increase as Reynolds number increases.

The simulated CFD results obtained are coherent with literature predictions and can therefore be used to extend the BCM application to integrate mass transfer. The mass transfer application to the BCM can be achieved by developing a general algebraic function which directly estimates the mass transfer coefficient as a function of Re and Sc numbers. Three different methods are investigated to determine if the mass transfer coefficients can be estimated as a function of Re and Sc numbers.
7.4.1. Method 1 - Sherwood Number

The Reynolds number and Sherwood number have an integral part to play when estimating mass transfer coefficients. Several correlations as seen in Table 2 estimate mass transfer coefficient in the form of the Sherwood number. The mass transfer coefficients values from the simulated CFD results are used to calculate Sherwood number using Equation 9 and are illustrated in Figure 35. The observed result is expected: since the mass transfer coefficient increase with Reynolds number so does the Sherwood number.

\[ Sh(Re) = 0.01355Re + 4.875 \]  

*Figure 35: Sherwood Number versus Reynolds number from simulated CFD Results*
The simulated CFD results are used as a point of reference to determine which model is most adapted to estimate mass transfer coefficients. The simulated CFD results are then compared to linear polynomial and power functions models and demonstrated in Figure 36. The polynomial function gives closer estimates to the simulated CFD results, thereby being the best option out of the two models. Therefore using Equation 50, the mass transfer coefficient can be estimated for a system by simply inserting the Reynolds number.

\[ Sh(Re) = 1.276 Re^{0.3377} \quad (51) \]

The mass boundary layer thickness is greatly influenced by the Reynolds number as described in Section 7.1.3. The outcome being that the mass boundary layer thickness decreases with increasing Reynolds number as expected from film theory.

**7.4.2. Method 2 – Concentration Boundary Layer (Film Theory)**

The mass boundary layer thickness is greatly influenced by the Reynolds number as described in Section 7.1.3. The outcome being that the mass boundary layer thickness decreases with increasing Reynolds number as expected from film theory.
A curve fitting approach was used to determine the mass boundary layer thickness and the mass transfer coefficient. The algebraic function was determined by using the film theory to estimate mass boundary layer thickness as a function of Reynolds number. The two best fitting models are the Second order polynomial and power models with $R^2$ of 0.9941 and 0.9956 respectively. Equations 52 and 53 shows the respective developed models and using the simulated CFD results as a point of reference are compared in Figure 37.

\[
\delta_m (Re) = 5.865e^{-10}Re^2 - 4.719e^{-7}Re + 0.0002024 \quad (52)
\]

\[
\delta_m (Re) = 0.0007617Re^{-0.3322} \quad (53)
\]

Mass transfer coefficients are estimated by using the mass diffusivity and the concentration boundary layers according to the film theory. Using the mass boundary layer thickness from the simulated CFD results and those from the polynomial and power model, the mass transfer coefficient is calculated at $Sc \ 8.58$. The comparison of the models in Figure 36 and 38 illustrate a close agreement between results which
shows that different methods of correlating data yield approximately the same results. These algebraic forms of estimating the mass transfer coefficient from the concentration boundary layers as function of Reynolds number are good enough. This method has an advantage because it not only gives the mass transfer coefficient but also the mass boundary layer thickness around the bubble.

Figure 38: Comparison of Mass transfer coefficients between CFD, Linear Polynomial and Power models

7.4.3. Method 3 – Velocity and Concentration Boundary Layer

The film theory has been discussed in Section 2.1.1 and the simulated CFD results showed the expected trend. However, the boundary layer theory described in Section 2.1.2 predicts the mass transfer coefficient with dependence on diffusivity. This dependence is shown in Equation 14 which calculates the mass boundary layer thickness but requires the momentum boundary layer thickness as developed in Equation 13 (Dutta, 2007; Benitez, 2009). Figure 39 shows the estimated mass transfer coefficients from the boundary layer theory and the expected outcome is observed.
A curve fitting approach was used to determine an algebraic function for estimating mass transfer coefficient as a function of Re. The second order polynomial and power model were the best fits for the velocity boundary layer with $R^2$ of 0.9987 and 1 respectively. The developed Equations 54 and 55 were used to calculate mass boundary thickness with $Sc$ 8.58 as Equation 13 requires. There are no simulated results to compare models; therefore a correlation developed by Benitez (2009) was used as a point of reference. The comparison is shown in Figure 40 where the power model and results from Benitez (2009) are in very good agreement for the momentum boundary layer thickness and mass transfer coefficients.

$$
\delta (Re) = 3.892e^{-9}Re^2 - 2.505e^{-6}Re + 0.0006985 \quad (54)
$$

$$
\delta (Re) = 0.005Re^{-0.5} \quad (55)
$$
Figure 40: Comparison of (a) Momentum boundary layer thickness and (b) mass transfer coefficient between Benitez (2009), Polynomial and Power models.
The same second order polynomial and power models gave good fits for the mass boundary layer thickness with $R^2$ of 0.9987 and 1 respectively. Equations 56 and 57 were directly used to calculate mass transfer coefficients using the film theory.

\[
\delta_m(Re) = 1.901 e^{-9} Re^2 - 1.223 e^{-6} Re + 0.0003412 \quad (56)
\]

\[
\delta_m(Re) = 0.002442 Re^{-0.5} \quad (57)
\]
Figure 41 shows the good agreement between the estimated mass boundary layer thickness and mass transfer coefficients from the velocity and concentration models.

### 7.4.4. Method Comparison

A model is most reliable if the $R^2$ is at or closer to one and describes how accurate the model fits the data. Looking at Table 6 below, the Polynomial velocity and concentration boundary layer theory are the best models to use. However, it is important to note that there are other factors considered when choosing the best model. These factors include the validity and the effectiveness of the model.

#### Table 6: $R^2$ Model Comparison

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial Sherwood</td>
<td>0.9959</td>
</tr>
<tr>
<td>Power Sherwood</td>
<td>0.9939</td>
</tr>
<tr>
<td>Polynomial Concentration BL</td>
<td>0.9941</td>
</tr>
</tbody>
</table>
Firstly, the validity of the model deals with the type of model, in this case polynomials and power functions models. A power function also called a monomial function models data that represents a proportional relationship increasing at a specific rate. As shown above, all the power functions correspond to a direct or indirect variation as the Reynolds number increasing.

A polynomial function is a sum of several monomial functions and is used when data fluctuates but does not give details about the model, it only finding points that go near data points. Therefore, preference is given to the power function models instead of the polynomial models to estimate mass transfer coefficients.

Secondly, the effectiveness of the different models is compared to the simulated CFD results and correlations. The estimates of the mass transfer coefficients from the Sherwood number and Concentration boundary layer methods are very similar to the CFD simulated results.

In conclusion, the estimates from the polynomial velocity and concentration boundary layer theory give the best fit with $R^2$ values of 1. However, polynomials are not the desired models for this case study because it just fits the data points with no additional details. This means all the polynomial functions used are scrapped and not reliable for this project.

Looking now at only how the power functions models; the Sherwood and concentration boundary layer gave the closest estimates to the CFD simulated results with $R^2$ of 0.9939 and 0.9956 respectively. Therefore, the chosen model to predict mass transfer coefficients using the Reynolds and Schmidt number with an elapsed time of 0.0409s is the concentration boundary layer power function developed from the film theory in Equation 53 and rearranged in Equation 58 below.

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Concentration BL Theory</td>
<td>0.9956</td>
</tr>
<tr>
<td>Polynomial Velocity BL Theory</td>
<td>1</td>
</tr>
<tr>
<td>Power Velocity BL Theory</td>
<td>0.9987</td>
</tr>
<tr>
<td>Polynomial Concentration BL Theory</td>
<td>1</td>
</tr>
<tr>
<td>Power Concentration BL Theory</td>
<td>0.9987</td>
</tr>
</tbody>
</table>
7.4.5. Summary

Firstly, the estimated mass transfer coefficients from the simulation and the concentration boundary layer power function model show the expected trend with increasing Reynolds number. As the Reynolds number increases, the mass transfer coefficient also increases as in the film theory. The good agreement of the simulated CFD and developed model shows that indeed, the mass transfer model can be added to the BCM applications. Therefore, the mass transfer extension to the BCM generates a general approach to determining the mass transfer coefficients than using the various correlations in literature.

Secondly, inputs of Reynolds number and Schmidt number are required to estimate the mass transfer coefficient. Unlike other models or correlations where gas hold-up and superficial gas velocity calculations and so on are required before estimating the mass transfer coefficient. An example of gas hold-up and mass transfer correlations are shown in Dudley, 1995. Therefore, mass transfer extension to the BCM simply requires only two input parameters and eliminates the time consuming calculations.

More so, from the developed model, the mass boundary layer thickness and mass transfer coefficients for a nitrogen-water system are calculated. This indicates that, with the BCM, an in-depth understanding and research can be achieved by analysing the velocity pattern, concentration boundary layer formation, mass boundary layer thickness and the mass transfer coefficients.

Finally, the BCM extension which is the concentration power function so far demonstrates to be better and faster modelling approach. However, there is a need to compare the estimated mass transfer coefficients against experimental data in literature.
Chapter 8 Model Validation

8. Model Validation

Model validation is essential because it gives credibility to the developed mass transfer application to the BCM. The present study investigated the prediction of average mass transfer coefficients in Bubble Column reactors by integrating the mass balance into the BCM.

The simulated CFD results, BCM extension model and experimental data as indicated in Table 2 are compared in Figure 42 below. The correlations in Table 2 have different geometries and experimental conditions such as solid spheres, bubbles in liquid, drops, creeping regime just to name a few whereas the BCM approach being a fundamental study simulates a single bubble in flowing liquid.

![Figure 42: Model validation against experimental data](image)
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The following comments can be made when comparing the model with experimentally determined correlations obtained from literature;

- The literature correlations, CFD simulated results and the BCM extension show the expected trend; as the Reynolds number increases, the mass transfer coefficient also increases.

- The mass transfer coefficients obtained from the BCM extension in Equation 58 are in good agreement to those obtained by Clift et al. (1978). This illustrates how accurate the mass transfer extension to the BCM approach is and can suitably be used to estimate the mass transfer coefficient for any geometry or system.

- The mass transfer coefficients values deduced from the Frössling (1938) and Ranz and Marshal (1952) are also quite close to the BCM extension because of the similar conditions used.

- The correlations not in agreement with the BCM extension can be justified by how mass transfer is sensitive to the choice of system, material properties, operating conditions and equipment type. These parameters or factors have an impact on the mass transfer coefficient. In addition, the different conditions and geometry used in Table 2 like for example, single solid spheres, spherical particles in fluid, rigid bubble surface just to name a few also affect the mass transfer rate. Therefore, reproducing predictions or estimates of the mass transfer coefficients as in the correlations is quite challenging.

- Important to remember that the BCM Extension assumed the bubble size did not change as fluid flows over the surface.

However, the BCM extension relies on the Reynolds number and is therefore only valid for a limited range of applications. More so, chemical reactions were not considered in the BCM development; thereby also limiting its applicability. On the other hand, one way of improving its accuracy is to use the critical angle in Equation 48 for averaging of the mass boundary layer thickness.
Chapter 9 Conclusions

9. Conclusions

Numerous CFD models apart from the commonly used Euler-Euler, Euler-Lagrange models have been developed to predict mass transfer coefficients. These computationally expensive models are quite unique and depend on the operating system.

In this case study, the CFD simulation results show varying mass boundary layer thickness around a single spherical bubble in homogeneous nitrogen-water flow regime. These mass boundary layer thicknesses were averaged using an integral method to get a uniform mass boundary layer thickness around bubble. The mass diffusivity and uniform mass boundary layer thickness are used to obtain the average mass transfer coefficient.

The influence of the Reynolds and Schmidt numbers on mass boundary layer thickness and average mass transfer coefficients from the CFD results was investigated. It was shown that with increasing Re and Sc numbers, the mass boundary layer thickness decreases and while the mass transfer coefficients increase. As expected, simulation results indicate that to obtain high rates of mass transfer, bubble column reactors should be operated at high Reynolds and Schmidt numbers.

The BCM in its current approach only gives the velocity field vectors around a single bubble. A general approach for estimating the average mass transfer coefficient is required which is fundamentally based and not specific to equipment or operating condition as compared to the numerous correlations.

The data from the simulated results were integrated to the BCM to develop an algebraic function for estimating the mass transfer coefficient in bubble columns. Three different methods were investigated to estimate the mass transfer coefficient namely the Sherwood, Concentration boundary layer and the boundary layer theory. The concentration boundary layer power function model was the best model which gives the mass boundary layer thickness and the mass transfer coefficients.
The simulated results showed a close agreement when compared to literature published correlations within a range of 120<Re<280. More so, a speed test of 0.0409s, confirms that the BCM mass transfer extension approach is a faster method developed for generating the mass transfer coefficients. However, the range of applicability is limited in terms of the Reynolds number and which needs to be fully extended for major progress.

Therefore, a two dimensional semi-analytical fundamental model, the Bubble Cell Model, requires the Reynolds and Schmidt numbers to generate the steady-state velocity vector fields and estimate the gas-liquid mass transfer rate from spherical bubbles in bubble columns in a homogeneous regime.

The BCM mass transfer extension calculates the mass transfer coefficient which gives information on mass transfer rates in a non-reactive system. With the aid of the population balance model, the bubble size effect can be established and an entire Bubble Column simulated. Many systems in industry are reactive in one way or the other. BCM applications are set to increase upon validation with chemical balance in industry

**Chapter 10 Recommendations**

**10. Recommendations**

The mass transfer addition to the BCM approach needs the Reynolds number to estimate the average mass transfer coefficient. In this study, a limited range of Reynolds number was used and therefore makes the approach only valid for limited applications in homogeneous regimes. Furthermore, chemical reactions were not considered in the BCM development; thus limiting its applicability. The BCM approach will make strong progress in its development if applied in turbulent regime with chemical reactions.
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Appendices

Appendix A: Derivation of Film Theory

Mass transfer rate between the surface and the fluid is written as follows;

\[ N_A = k_l a (C_A - C_\infty) \]  \hspace{1cm} (A.1)

At the surface, mass transfer is by diffusion and is expressed as follows:

\[ N_A = -D_{AB} \left( \frac{dc_A}{dx} \right) \bigg| y = 0 \] \hspace{1cm} (A.2)

Equations (A.1) and (A.2) are equal

\[ k_l a (C_A - C_\infty) = -D_{AB} \left( \frac{dc_A}{dx} \right) \bigg| y = 0 \] \hspace{1cm} (A.3)

Rearranging (A.3) results in

\[ k_l = \frac{-D_{AB} \left( \frac{dc_A}{dx} \right) \bigg| y = 0}{C_A - C_\infty} \] \hspace{1cm} (A.4)

Since the concentration boundary layer can be written as

\[ \delta_C = \frac{\frac{\partial}{\partial y} (C_A - C_\infty) \bigg| y = 0}{C_A - C_\infty} \] \hspace{1cm} (A.5)

Equation (A.5) can be rearranged and written as

\[ k_l = \frac{D_{AB}}{\delta_C} \] \hspace{1cm} (A.6)
Appendix B: Concentration Boundary Layer thickness according to the Film Theory

\[
\frac{C_{AS} - C_A}{C_{AS} - C_{A\infty}} = 0.99 \quad (13)
\]

\[
C_{A\infty} = 0
\]

\[
1 - \frac{C_A}{C_{AS}} = 0.99
\]

\[
\frac{C_A}{C_{AS}} = 0.01
\]

\[
C_A = 0.01 \times C_{AS}
\]