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Abstract

In South Africa, the benchmark for transport expenditure is 10% of monthly income. In the global South “transport poverty” is not a foreign concept considering that most individuals use more than 10% of their income on transport. The driver of these high transport costs is the positioning of economic activities relative to residential areas. Additionally, concerns over Peak Oil’s impact on fuel prices means transport will become even more unaffordable in the future. Through a literature review, this thesis understands the precariousness of transport costs and how they are exacerbated by long commuting distances between places of residence and job locations. This sets the foundation of this thesis and helps in understanding how city structures and travel behaviour are weaved together.

This thesis addresses the issue of affordable transport by arguing that providing individuals with a large catchment area from which they can choose jobs is not always beneficial. It builds an argument by borrowing from the “too much” choice theory which posits that the availability of many options does not result in benefits and that there is a point of sufficiency when providing choice. It further argues that access to a larger catchment area in job search is accompanied by a decrease in utility.

To test this hypothesis, a stated preference survey was carried among 400 individuals within the Cape Town area in the low and lower middle income groups. From various literatures, it is posited that these individuals have limited options in terms of transport flexibility, in that respect they are identified as the most vulnerable to the impacts of climate change and Peak oil.

Literature review and focus group discussions were carried out to inform on the variables to use in the stated preference design. For analysis purposes, a multinomial logit (MNL) was
used. Inference into the importance of variables, the current commuting patterns, willingness to take a salary decrease and the influence of catchment size and job opportunities on utility were carried out. One key finding from this research was that as catchment size increases, there was a decrease in the level of utility that individuals attained. The findings also showed that the current structure of cities in the global South does not encourage affordable travel as commuting distances for marginalised groups are relatively long. By looking at the monetary value of each catchment size using the parameters from the estimated models, it was found that catchment 2 yielded the highest level of utility compared to other catchment areas. Catchments 4 and above i.e. distances greater than 20 km were found to yield negative utility. Flowing from this finding, it was concluded that shorter commutes are more beneficial and that an increase in catchment size resulted in a decrease in utility.

Further, it was found that as the number of job opportunities increases, there was a decrease in utility. One key conclusion coming from this finding is that in this current context, reducing trip end choices met by a provision of 20 jobs opportunities per month for the low income respondents and 3 job opportunities per month for the lower middle income respondents may lead to a reduction in negative consequences associated with increased choice. From the findings and methods implemented in this study, it is found that stated preferences can be a tool that can be used to guide in policy decisions that pertain to possible future planning.
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Glossary of Terms

**Attributes** – variables that make up an alternative.

**Best fit** – an estimated model that better represents the respondents preferences compared to other estimated models.

**Current Location**- this is the work location that respondents are currently commuting to.

**Dummy variables**- are proxy variables that are used to estimate non-linear relations. They take a value of either 0 or 1.

**Global South**- developing countries

**Hyperchoice**- a marketing concept which describes a condition where individuals have too many options and end up not buying anything.

**Ideal Location**- this is the work location that was previously identified by respondents as one that would result in affordable transport costs, convenient for transport accessibility and also resulted in a short commuting time.

**Job-housing balance**- a situation where there are a sufficient number jobs to match the number of workers in the area.

**Low income group**- people earning between R3000-R6400 in 2013

**Lower middle income group**- people earning between R6401-R12800 in 2013

**Marginalised groups**- individuals who have difficulties in accessing their basic needs

**Peak Oil**- an economic concept that points to the rate of extraction of oil and how it reaches a maximum, and thereafter extraction declines.
**Pilot Survey** - a survey that is carried out before the main survey to test the research instrument.

**Revealed Preferences** - the concept that explains that the preference for a product by consumers or individuals is shown by what they purchase on the real market.

**Stated Preferences** - the concept that explains that the preference for a product by consumers or individuals can be shown by the choice from a set of hypothetical products.

**Transport Poverty** – the situation where individuals spend more than 10% of income on transport.

**Urban Poor** - people who live in cities who find it difficult to afford basic necessities.

**Utility** – describes the benefit that an individual derives from consuming a good or taking part in an economic activity.
Abbreviations

CA- Conjoint Analysis

CBD- Central Business District

CV- Contingent Valuation

DCE- Discrete Choice Experiments

IIA- Independent of Irrelevant Alternatives

IID- Independence and Identically Distributed errors

LI- Low Income

LWM- Lower Middle Income

MNL- Multinomial Logit

NASA- National Aeronautics and Space Administration

NHTS- National Household Travel Survey

TDM- Travel Demand Management
Chapter 1

Introduction

Traditional theories on urban form posit that employment is concentrated in the central business district (CBD) and that individuals make a trade-off between cheaper housing and transport costs (Alonso, 1964). With the exponential growth of cities and urban sprawl, distances to the CBD have increased and consequently impacted on commuting to work for most individuals. Increase in fuel prices which translates to an increase in transport costs has made peripheral home locations—mostly occupied by marginalised groups—unattractive as transport has become unaffordable for this cohort of individuals. Furthermore, residing closer to the city is not an attractive alternative considering the expensive rentals.

Behrens et al., (2004) indicated that an outcome of apartheid planning was a transport network that mainly served the minority white population and this led to a highly skewed transport sector particularly road and railway. Indeed, the transport system excluded the black population from efficiently participating in economic activities as households are in the peripheries and are isolated from transport development (Kane, 2002). South Africa is one of the many examples where marginalised groups have limited access to affordable transport and how this has marginalised already poor groups from participating in productive economic activities. Amongst these groups a large portion of income is allocated to transport costs and this figure will continue to increase as global oil supply continues to deteriorate which further propels the upward trajectory of fuel prices and hence transport costs.

Additionally, large cities are associated with opportunities especially by people in the rural areas; this has led to the growth in the population of city dwellers in most developing
countries. In most cases people who migrate from the rural areas settle in the peripheral areas where they are isolated from transport or proper infrastructure. Due to the unavailability and inability to access opportunities, there has been a tremendous deterioration in the standards of living for the urban poor.

Shifting to less expensive modes like non-motorised and public transport is not an option as they are already utilising these alternatives. With ‘Peak Oil’ the urban poor will continue to be vulnerable in terms of transport affordability and basic needs. With that in mind, this calls for policies that will ensure travel to work for marginalised groups is affordable. Perhaps increasing public transport ridership is a starting point but there is a need to marry the way cities are structured and the needs of its dwellers.

On the other side, the use of motorised transport in the cities which has significantly contributed to climate change has become a topical issue. Increasing mobility and accessibility through transport infrastructural improvements that support the current modes will only exacerbate the consequences of carbon emissions without providing solutions to the urban poor. Unger et al., (2010) posited that transport will continue to be the largest contributor of carbon emission for the next 50 years and as such, there is a need to adopt a new transport strategy that addresses climate change and affordable transport issues.

Given the current commuting distances a solution that would solve the issue of affordable transport while encouraging sustainable travel would be to reduce the distance between the work place and the residential areas. However, a solution like this would result in a reduction in the number of choices available to individuals within a job search context.

This study tries to understand the impact on employees of a reduction in workplace pool- a reduction in the radii of accessible jobs. To investigate and identify the costs associated with
reducing employment related trip end choices to employees this research uses the notion of utility and how it changes with an increase in opportunities or catchment size.

In parallel, it tries to understand the consequences of reducing catchment size by looking into the real and perceived benefits of choice. The hope is that by understanding these effects, it may initiate debate in directing the growth and future city structures to ensure that employees are matched to employment opportunities. Additionally, it assists in understanding the benefits that can accrue from reduced motorised travel. The question being addressed here is whether individuals need as much choice as they have at their disposal, and if not, at what point is choice regarded as “sufficient”

As this discussion progresses, three key areas are analysed with the aim of providing a background and support, for the notion of choice, how it may inform policy on city structures and its influence on transport affordability.

• 1 What are the benefits and cost of increased choice? Literature on choice has shown that there is a certain point at which choice is optimal thereafter there is a decline or no benefits. The central aim of the broader research is to try and show this relationship within the job search/choice context and hopefully this will act as a guide in understanding the benefit that people derive from having a larger employment pool.

• How do employees carry out their job search? This looks at employer and job attributes that individuals consider as important when looking for a job. Attention is given to the roles that location and travel time play in guiding job search. Additionally, reviewing literature on job search strategies aids in understanding how a reduction in home to work distances can be achieved. This is a possible avenue in making transport accessible to marginalised groups. Furthermore, there is a possibility
that the benefits from a reduction in commuting distance may trickle down and potentially address some of the issues within the climate change debate.

• **Is it feasible to employ city restructuring as a solution to affordable transport?** If this is possible, what size should the sub-cities be in order to encourage public and non-motorised transport? Furthermore, how transport infrastructure is designed will impede travel to other zones and this is crucial in preventing or reducing excess travel. This aspect will be addressed through recommendations that are made to ensure that supportive policies are put in place to reach a common goal.

The rest of this discussion consists of 5 chapters. Chapter 2 provides a literature review that aids in understanding choice as a concept. This looks at research in psychology and marketing. Additionally it also reviews literature on job-search theory, the job-housing nexus, excess commuting and travel demand management (TDM). Chapter 3 provides a brief discussion of stated and revealed preference and their application to elicit consumer preferences. It further discusses the development of the research tool and how the sample for the study was identified. It discusses the theoretical framework from which the empirical model is built from. This is followed by Chapter 4 which provides the results for the study. Chapter 5 provides a detailed discussion of the findings and how they address the research question. Chapter 6 concludes the discussion by pointing out the applicability of these findings in developing world cities and provides recommendations based on the findings from the research.
Chapter 2

Literature review

2.1 Introduction

The 21st century has seen a growing interest in the future of the planet and how the next generation is to survive given the alarming rate of the depletion of already limited resources. Efforts have been made to advance climate change initiatives with the aim of insuring the continuation of the planet as we know it. However most of these efforts have not come to fruition or close to meeting the targets agreed upon in the several climate change conferences (COP 17, 2011). Perhaps the approach is misplaced and different strategies need to be implemented. Targeting large polluters and coming up with alternative fuels seems right, but what needs to be addressed is whether this has produced quantifiable and long term solutions and if not, a different approach needs to be implemented. Maybe creating willingness amongst cars users (directly or indirectly) to reduce reliance on cars towards public transport and non-motorised transport (NMT) is a better strategy. Nevertheless, if willingness is not cultivated, the very nature of the limited supply of oil will impose such behaviour through fuel shortages and fuel price hikes. The majority of individuals in the global South live in extremely precarious existence marked by low, unstable incomes and a great reliance on public transport to carry out day to day activities (Behrens, et al., 2004). What this means is that in the long run, an increase in fuel prices will make transport even more expensive for most individuals in the global South.

The question is how will this help in alleviating the climate change and peak oil problems. A study by NASA’s Goddard Institute for Space Studies (Unger, et al., 2010) showed that for
the next fifty years, road transport will be the largest contributor of carbon emissions. With this in mind, coming up with ways to limit trips by motorised transport is a starting point, but how we go about this is the vital aspect in the climate debate. Perhaps the first step is to identify different aspects on how people make their choices, it is only then that we can fully start discussing the impacts of a reduction in choice for individuals within a job choice framework and the benefits thereof.

As mentioned earlier, concern is for marginalised groups and reducing the disparities between jobs and housing may reduce the use of motorised transport. Suggested schemes are either through TDM but this still results in people travelling as far as they want through the use of sustainable modes such as public transport. Secondly, city restructuring by encouraging multiple work nodes which can potentially reduce the distances that people travel to go to work. The size of these multiple nodes is fundamental in this discussion as it ascertains the number of opportunities that may be available in each node. This is this crux of this research as it helps in beginning to understand the notion of sufficiency. However this might need to be done in a transport planning framework that makes travelling to farther destinations difficult (Del Mistro and Proctor, 2012). This is the alternative that is explored further in the discussion.

The solution suggested above can be implemented to reduce work commutes. However, one outcome inherent in such a strategy is a reduction in the number of work opportunities that are accessible to employees. Additionally there may also be costs emanating from the need for individuals to adjust their job expectations or attributes in their job search process. By looking at the costs associated with having fewer jobs to choose from as employment options the literature review points out a possible area of research on whether costs of reduced job opportunities can be traded off for benefits within the climate change matrix. This literature
review seeks to help in understanding the perceived benefits and costs of choice and then use these findings in understanding choice within job search.

Section 2.2 discusses choice, specifically the influence of choice on utility and satisfaction. Additionally, there coping mechanisms adopted by individuals to deal with the “too much” choice effect are explored. This is followed by literature on job decision theories which look at how people make their job choices. Factors that people consider when making job choices are reviewed in section 2.4, and this focuses on identifying the importance of these attributes in different professional settings. Section 2.5 identifies literature on choice making strategies and how they are implemented. The job housing nexus is discussed in section 2.6 and this focuses on understanding the disparities that exist between job and housing. Furthermore, factors that lead to these disparities and the negative effects are identified. Potential gains from creating a balance between jobs and housing are also discussed. Excess commuting is discussed in section 2.7 to try and establish if it maybe a cause of high transport costs, by providing insights into excess commuting within a Cape Town setting. A discussion on TDM and how they can be a tool for transport affordability and climate change is carried out in section 2.8. Finally section 2.9 concludes by summarising key findings from the literature review.

2.2 Choice and its contested nature

This section evaluates the importance of choice and how this impacts everyday decisions. The literature reviews choice from several aspects of life and more importantly choice in a job search context. The motivation for looking at job choice is to understand the value people place on having many job options and also how this affects employee decisions. The approach here is to look at location and how it influences job choice decisions and the importance of travel times.
Various literatures on choice exhibit conflicting results as to when and under what circumstances choice is considered to be “sufficient” This discussion delves into choice and how people deal with situations where they are expected to make a choice in several contexts e.g., consumer products, service providers, education, health care, etc.

### 2.2.1 Prechoice conflict, post choice satisfaction and post choice dissonance

Before engaging in the choice process individuals are particular about the number of options that are available to them. More choice brings satisfaction and also enables individuals to have confidence in their life choices (Langer and Rodin, 1976). In *The Paradox of Choice*, (Schwartz, 2004) explained that abundant choice is attractive to people, but there are negative effects that emanate from having too much choice. Several negative effects from choice stand out in his analysis, for example, decision paralysis, decision quality suffers and high expectations among others. Before the actual decision is made, people tend to eliminate options that are inferior within a choice set. Brownstein (2003) posited that as one eliminates inferior choices from a choice set, options that remain are close together which makes the decision process more difficult.

When faced with options that are close together, uncertainty on whether one will make the right decision may result in decision deferral. In some cases there is also uncertainty of whether a better option might have been left out (Schwartz, 2004). Even though individuals make use of all the information available in the decision process, there is no guarantee that they will be satisfied with their chosen option (Svenson and Shamoun, 1997). In essence, the choice process is associated with pre-choice conflict, post-choice satisfaction and post-choice dissonance of which some of these aspects may lead to decision deferral.

---

1. The secret to happiness is low expectations
The concept of choice is one that is based on the premise that people are rational thinkers and always aim to maximise their utility with each decision they make. What happens if making a decision is a daunting experience? Can one trade off the positive benefits that emanate from choosing an option with the negative effects? There is a whole array of questions that arise when one thinks of the choice process and the value of choice itself. Kahneman and Tversky (1974, 1979) analysed utility maximisation theory and applying it to modern society, they found that humans do not always conform to rational choice making behaviour. In their study, they concluded that people violate rationality quite often.

Utility theory suggests that people engage in activities until a point is reached where utility begins to increase at a diminishing rate. Thereafter, a satiation point is reached where engaging in an activity does not result in an increase in utility (McAlister, 1982). The same applies to choice, as one is offered a whole range of options they are excited by the unlimited possibilities that come with choice. However, a point is reached when motivation from choices begins to wane and individuals begin experiencing negative effects from too much choice. The aim of looking at choice is to address the perceived and actual benefits from choice and at the same time try and find a point where choice is sufficient to render maximum and positive benefits to an individual.

2.2.2 Benefits and negative impacts of increased choice in different sectors

This section explores choice and its application to different contexts within the economy. It shows the value of choice within the different employment sectors to get an understanding of the perceived value of choice.

2.2.2.1 Choice in the Retail Sector

Taylor and Brown (1988) pointed out that the availability of choice gives individuals a sense of control. In the same spirit, Deci and Ryan (1985) put forward that choice has the effect of
brining out feelings of intrinsic motivation which are attributed to physical and psychological benefits. Research in psychology and marketing on human behaviour in a choice environment has shown that choice improves the quality of peoples’ lives as it enables them to pursue their goals (Markus and Schwartz, 2010).

Most successes in consumer services have emanated from giving consumers the opportunity to choose from a large spectrum of options. In a society where people seek to be unique and have different tastes, providing more options increases the likelihood of meeting these diverse preferences (Schwartz, 2004).

Juxtaposing the above findings, more choice has also been observed to result in individuals being overwhelmed by information in the choice process. In some cases, this has led to individuals finding it more beneficial to defer making a choice. In an analysis of the effect of choice, (Iyengar and Lepper, 2000) observed that people were more drawn to sampling a variety of 24 jam flavours compared to 6 jam flavours. However, when it came to the actual purchase, only 3% of those who sampled 24 flavours bought jam compared to 30% in the 6 flavour sample. Their analysis illustrates decision paralysis when a person is faced with an abundance of options. In another study of college students, they found that individuals were more willing to write an essay for extra credits if they were given the option to choose the topic to write on. Furthermore, individuals wrote better essays when they were given fewer (6) topics to choose from compared to an extensive list (30). This shows that in some contexts, providing individuals with fewer options enhances their ability to process information thus increasing the will to choose and also make sound decisions.

In an analysis of hyperchoice amongst consumers, Mick et al., (2004) observed that the inability to process information in a timely manner exerts confusion and is psychologically draining, resulting in people opting out of making a choice and leaving shops empty handed.
These findings are also supported by Baumeister and Vohs (2003). Turning to practical examples, Healy (2012) showed that Wal-Mart and Apple Inc marketing strategies are such that they limit products within each category compared with most companies in their respective industries but have continued to perform well compared to their counterparts. This supports the notion that limiting choice is not always detrimental. A study that also supports the notion that less could be better, Fasolo et al., (2009) observed that ALDI a German retail store sells more than its competition even though it puts 35 times fewer items in its stores. In another study, Goldstein (2001) pointed out that Procter and Gamble experienced an increase in sales after it reduced its product varieties in the Head and Shoulder brand.

Still, companies like the McDonalds food chain had an economic turnaround in 2003 due to an increased variety in their menu by including healthier options. Furthermore, another fast food chain in the USA, Subways has also managed to attract more customers by allowing customers to ‘tailor’ their menu. This has resulted in great success for the food chain (Paterson, 2010). The above literature findings show that choice in different aspects may result in positive or negative outcomes.

2.2.2.2 Choice in the financial sector

One may argue that the above literature is biased towards consumer choice which may seem trivial compared to health, finance (investment choices) and insurance situations. In a study on pension plans, Huberman et al., (2003) found that the number of participants in a pension scheme reduced when the options for the pension schemes increased. They found that for an additional 10 plans that were added to choose from, there was a 1.5% decrease in participation.
2.2.2.3 Choice in the health sector

In the health care sector, patients are becoming more aware of the benefits of choice and as such are keen on being involved in their treatment plan. Bryant, et al., (2007) makes reference to techniques that have been implemented to aid patients in making their treatment choices. This illustrates that choice has become an important part in the well-being of individuals such that providing an environment in the health care sector where people feel they have control in their care is important. Interestingly, like in the case of consumer products, Bundorf and Szrek (2010) found that providing a variety of health plans increases the likelihood of matching patient needs. But, in a study on drug choice plans, they observed that choice was more difficult when patients were faced with 16 plans as compared to 2 plans. This is congruent to findings in consumer products, (Goldstein, 2001, Iyengar and Lepper, 2000) and other related studies on choice, (Scheibehenne, et al., 2009, Oulasvirta et al., 2009). In sum, choice taken from several contexts, (health, consumer, finance) provided in moderation appears to be more beneficial than “too much” choice.

The notion of “too much” choice can be transposed to situations which entail day to day human interactions. Grant and Schwartz (2011) evaluated the consequences of having an excess of a good thing with reference to virtue, wisdom, courage and knowledge among other things. They concluded that exercising these attributes is beneficial until a certain point is reached. Instead of liberating, choice may be counterproductive thus antagonising the motivation for choice. People are faced with choices that range from the mundane to the most important things in life and this shows how making a choice is ever present and differs depending on the circumstances Schwartz (2004). He explains that free will, instead of empowering individuals may lead to people being conflicted and lose confidence in their ability to make one or more decisions. If choice is inherent in all these facets of life, how then can it be structured such that it serves a positive purpose?
The above literature has aimed at arguing that “too much” choice results in negative effects and has pointed out instances where this has been observed. However, examples have also been cited in the discussion where the provision of many options has also resulted in benefits. The presence of choice is not detrimental, but the process that people go through in trying to make a decision is what makes “too much” choice counterproductive. The question here is, is “too much” choice always associated with negative outcomes and is the effect always observed when individuals are faced with many options? Research has shown that there are some instances where, individuals are still able to attain benefits and make sound decisions even when they are faced with many options. The next section explores further the “too much” choice concept and identifies situations where it has been observed.

2.3 Why is the ‘too much choice’ effect observed in some contexts?

With a wide range of options, individuals are most likely to find an option that is close to their preference, but individuals do not respond the same to an abundance of options. People who have articulated preferences before a choice process respond differently to the provision of options (Chernev, 2003). In a study on consumers with prior preferences and those who had to construct preferences during the study, Chernev (2003) observed that individuals with articulated preferences enjoyed the choice process and also found it easier to make decisions compared to those without prior preference. He further found that a variety of options also strengthened preferences amongst individuals who knew what they were looking for. In support of this, (Diehl and Poynor, 2010) explained that prior preferences enable individuals to match their preferences even when they are faced with a large choice set. Mogilner et al., (2008) posited that individuals with no prior preferences felt dissatisfied with their choices if they were choosing from a large assortment set. Using the identified literature, prior knowledge of preferences allow people to make choices without exerting pressure on individuals thus moderating the ‘too-much choice’ effect.
Product assortment also reduces the ‘too much choice’ effect amongst consumers through a reduction in confusion between products. Assortment may come in the form of, organised setups, option categories (microwaves put in a different shelve to blenders) and attribute based variations. Ordered assortments improve the information structure thus reducing the burden of making a choice (Diehl and Zauberman, 2005). (For insight on ordered assortments and how they impact choice in on-line marketing see Lee and Lee 2004).

By offering a range of assortment strategies, individuals are able to eliminate undesirable options based on either their attributes or category (microwave versus blender) making the choice process easier and more enjoyable. For instance, Canon advertises its products by explaining the different attributes between the different camera models (Butler and Joinson, 2010). This makes the choice process easy as the customer can easily identify the features they are looking for in a camera.

Assortment can be defined as the presence of a variety of products made by the same company. For example, Tiger Brands in South Africa is famous for having a wide range of consumer goods and branded foods (Tiger Brands, 2011). This aids consumers in making inferences on quality which is a vital choice strategy. In a study on consumer choice on chocolates, Berger et al., (2007) observed that consumers prefer to choose from a large assortment compared to a small set. Assortment in this study represented quality to consumers which is an attribute that aids in the choice process.

Interestingly, using a hypothetical choice situation, Carroll et al., (2011) observed the “too much” choice effect when volunteering organisations were grouped into categories. They observed that the larger the number of organisations a student looked at, the more confused and discouraged they were to choose an organisation to volunteer with and considered deferring the decision.
Decisions are subject to constraints such as time, with that in mind, any excess time spent on making a decision represents an opportunity cost. In activities such as shopping, consumers prefer to spend just enough time and any additional time leads them to question whether the time they are spending is worth the satisfaction they derive from the purchase. Due to time limitations individuals would rather stop the search process rather than waste additional time thus resulting in choice deferral which is a characteristic of the “too much” choice effect (Jessup, et al., 2009). The human brain can only process so much within a given time frame, as such, if people are given unlimited time to make choices the probability of observing the “too much” choice effect may decrease (Haynes, 2009; Scheibehenne, et al., 2009).

The above discussion provided examples of the “too much” and ways of moderating it. The next section identifies strategies that individuals have adopted to make the decision process bearable.

2.3.1 Decision Strategies Implemented to Regulating the “Too Much” Choice Effect

Conceptualisation of choice is perhaps important in understanding the differences in decision strategies amongst individuals. Can we attribute the nature of choice as a process to make the distinction between maximisers and satisficers? In his study, Simon (1978) describes maximisers as individuals who seek out more options until they find an option that has the highest expected utility whereas satisficers look for a good enough option.

2.3.1.1 Satisficing

Schwartz (2004) proposed several ways in which individuals may cope with “too much” information. One interesting concept is that of satisficing where in the choice process, individuals choose the first option that they encounter which provides an acceptable level of utility or their aspiration level. Simon (1956) explained that human limitations in information processing and the human environment make it impossible for people to maximise. In essence he points out that people tend to satisfice in the hope of reaching maximisation.
without making it their primary goal. This means that if a person evaluates information and options for a sufficient number of times they would eventually reach an option that maximises their welfare even though that was not the initial goal. Satisficing behaviour in this instance will result in satisfactory outcomes when faced with a lot of information.

2.3.1.2 Utility maximisation
Utility maximisation theory is based on the assumption that individuals are rational beings whose aim is to maximise their utility subject to constraints. However, there are certain instances where people have been observed to deviate from rational choice making strategies (Kahneman and Tversky, 1979; Ellsberg, 1961). Utility maximisation has also been employed in career decisions where individuals choose being entrepreneurs as opposed to being formally employed. With this decision, individuals choose to be self-employed when the expected utility from starting their own business is greater than what they expect to get if they were formally employed (Douglas and Shepherd, 2000).

2.3.1.3 Heuristics as a choice strategy
Heuristics can be defined as the use of past experiences or experience based techniques to make choices without much effort and reliance on psychological participation to make decisions (Kahneman and Tversky, 1974). Bryant, et al., (2007) pointed out that in the face of excessive information people tend to use heuristics to make decisions. This lightens information overload enabling people to make sound decisions. In a study of pension schemes in Sweden, Hedesström et al., (2004) found that individuals employ heuristic choice rules as a coping mechanism when faced with difficult decisions. In some instances, individuals may maximise one attribute in their search process especially an attribute they have encountered before. This represents a heuristic based approach.
2.3.1.4 Reason-based action

As mentioned earlier, choice is associated with post choice dissonance amongst individuals and the choice process in itself has uncertainty and conflict. In the presence of difficulty to make a decision on alternatives that are seemingly similar, choice can be explained by balancing the reason for and against choosing a specific alternative. This is referred to as reason-based choices (de Clippel and Kfir, 2012). In a study of choice between printers and MP3 players, Sela et al., (2008), found that individuals chose printers (virtuous) as opposed to MP3 players (vice). In a study, Shafir et al., (1993) found that when people are faced with equally important options they choose an option that is important on an attribute that is considered to be superior and convincing. What reason-based action suggests is that as long as a reason for taking a particular choice is convincing, then conflict and post choice dissonance are highly unlikely. (For further analysis on how the need to justify choices influences decisions, see Simonson and Nowlis, 2000; Shafir, et al., 1993).

Reason-based action has also been observed to result in deviation from rational choices (Barber, et al., 2003). One of the most cited examples where reason-based action has resulted in deviation from rational choice behaviour is what is referred to as the ‘decoy effect’ (Huber, et al., 1982). What this entails is having two options that are almost equivalent but dominate each other on one attribute. Introducing a third option that is dominated by only one of the original options might result in reduction in the choice burden. For example if two options A and B appear similar, introducing C which is dominated by A on one attribute might result in A being chosen as the preferred option. In essence the third alternative (C) would have acted as a ‘decoy’ (Connolly and Reb, 2012).

2.3.1.5 Principal agent problem (Agency dilemma)

The other dimension of the ‘too much” choice effect is post choice dissonance among individuals. “Too much” choice makes people feel responsible for bad outcomes as they feel
they should have done better considering the information that was available to them. Schwartz (2004) proposed that introducing a distinction between the principal and the agent in a decision process may help individuals deal with information. What this entails is having another person make the decision for you. If the outcome turns out to be unsatisfactory, it is easier to cope as the blame is placed on another person. What he suggested in his analysis was the use of an agent to catalyse the choice process.

2.3.1.6 Choice and the role of Policy

As mentioned earlier, individuals deviate from rational choice making behaviour, and in some cases this may call for interventions to ensure that people make rational decisions. The role of behavioural economics has been one that has resulted in implications on what decisions individuals are allowed to take. Mostly, this has led to the application of libertarian paternalism which is a situation where individual decision making is interfered with, without taking away the freedom to choose from individuals (Ménard, 2010). This has been implemented to ensure that there are no instances where individuals defer making a choice. An interesting example is the case of organ donation in an American and European context. Schwartz (2006) looked at the choice of becoming an organ donor in the USA and he observed that if people were asked to opt into organ donation in America, fewer people would participate. Additionally, there is the case of mandatory health care purchase which is another example of paternalism as a way of limiting/ regulating “too much” choice (Rajan, 2012). In that regard, in some cases it is beneficial for institutions to give people a “nudge” in the right direction to enable them to make better choices when faced with many options.

2.3.4 Conclusion

This section of the literature review has tried to illustrate the contested nature of choice and the consequences associated with having “too much” choice. The aim was to identify and understand the choice landscape form and its applicability to different sectors of the economy
with the aim of identifying aspects that can be transposed to the current research question. Furthermore, the literature has identified the dimension of choice and what it means for decision making. Choice is such that, in small quantities, it is beneficial but as the number of options increase, the benefits increase at a decreasing rate and eventually reaches a satiation point and thereafter result in negative effects. Perhaps adopting an Aristotelian view where we find a point beyond which benefits are marginal may be an approach that ensures that choice does not reduce welfare in any of the ways pointed out in the literature.

2.4 How do people make Job Choices?

The preceding section focused on choice from a financial, consumer and health perspectives. This section addresses job choice by focusing on decision theory and factors that are regarded to be important by individuals when they are looking at a company to work for. By identifying the attributes that individuals define as important, it helps in identifying issues that may limit the extent to which a reduction in catchment area may result in individuals being unable to satisfy their career goals. Furthermore, this helps in understanding whether it is the structure of employers or what individuals seek that result in the dispersion of residential locations and workplaces.

An aspect that resonates closely with the purpose of this study is the nature of choice when people are trying to make job choices, mainly the choice of a company to work for and the location of the workplace relative to the residential area for an individual. What is paramount in this discussion is the employment of search strategies such as maximising behaviour by individuals as they try to maximise their choice of employers with regards to intangible aspects.
2.4.1 Connection between job search and job choice decisions from a job seeker's perspective

Job choice is a complex process and research on the subject has found several attributes that are considered important for example organization reputation (Gatewood et al., 1993; Highhouse et al., 1998; Turban et al., 1998) and perceptions of person–organization (P–O) fit (Cable and Judge, 1996; Judge and Bretz, 1992; Cable and Judge, 1997). However as we move from one generation to the next, attributes that are considered to be important have evolved and new ones have emerged (Cable and Judge, 1997). In a study of 242 graduate students, Konrad et al., (2000) observed that there were generational differences in preferences by gender where attributes like location/distance and work hours are particularly important amongst women. Special attention is made to factors that have repeatedly affected employment choice decisions including but not limiting it to location.

Looking at choice in a job framework might guide in understanding the value that people place on choice and how this affects job location decisions. When looking at location, travel time may also be used as a proxy as it may indicate how far a job is from an individual’s residential area. Furthermore, travel time will also help in evaluating the weighting that people put on it and how this impacts the time reserved for non-work activities. Reviewing this aspect in the literature, will also determine whether individual behaviour may be influenced or is responsive to limitations in catchment area when applied to job choice decisions.

Job choice is a multi-stage process and as such economic agents make decisions through all these stages until they find the job that is a right fit in terms of their preferred attributes. Barber (1998) explained that the initial stage is when an agent identifies the consideration set. This set is comprised of jobs that a person considers appropriate to apply for. When a person has applied for these jobs and has gotten interviews, they decide on which interviews to take.
or reject. After the interview stage an agent may have several job offers. This is the final stage and the person has to choose the job that meets their requirements.

The questions to be addressed are, what criterion do agents use when they decide on the jobs? Do they look at situational variables (organisational characteristics, job attributes, recruiter characteristics) or do they only consider what they are looking for in a job (individual characteristics)? The theory of Work Adjustment posits that the job choice process seeks to align individual characteristics to variables that pertain to the company and the job itself. Essentially it explains that individuals look for particular attributes within an organisation, while organisations look for certain attributes from employees (Davis and Lofquist, 1984). What the theory suggests is that an economic agent will not apply or accept a job if it does not meet certain requirements and at the same time an organisation will not give an interview or a job to a person who does not meet certain requirements. The point of departure is to familiarise with decision theory and how this can be applied to a job search situation.

2.4.2 Decision theory

Identifying literature on decision theory may help to shape and understand the behaviour of economic agents when faced with choice from a job search perspective.

2.4.2.1 Expectancy theory

This model is based on the premise that decisions are motivated by perceived positive benefits from a chosen outcome. Stated differently, decisions are a function of the probability of obtaining a job offer and the attractiveness of the job offer. The most referred to is the expectancy theory by Vroom (1964). He gathered that, agents consider a job to be acceptable if they can trade off an unattractive attribute for an attractive one within a choice set. For example an agent can ignore that a chosen job requires that they travel long distances to work if the company provides transport to and from work. In this context, to compensate would be
to replace a preferred attribute with a satisfactory alternative attribute. In his findings, he further concluded that sets with few choices require complex comparison among options calling for agents to use compensatory strategies. In support of Vroom’s theory, Wanous et al., (1983) in a study of graduate students were able to predict the jobs students would choose. They also found compensatory search strategy behaviour amongst the respondents.

2.4.2.2 Soelberg’s Generalisable Decision Processing Model

Soelberg (1967) propounded that decision makers do not seek an option that fully meets their search criteria. Instead, they select the first option they encounter that is close to satisfying their requirements. In essence he defined agents as satisficers as opposed to maximisers. According to Soelberg, the decision process does not involve trade-offs between attributes, it is based on attributes that are good enough to give some level of utility. Sheridan et al., (1975) in a study of 49 nursing students found that once agents found attractive attributes within a consideration set, they would make a choice based on those attributes as opposed to seeking more attributes that they can compensate for the unattractive ones. They further observed that agents use non-compensatory strategies when making their choices as most of them continued to search out more attributes for comparison.

However, a body of literature, (Billings and Marcus, 1983, Johnson and Meyer, 1984 and Timmermans, 1993) found that individuals used compensatory strategies when faced with limited information and non-compensatory strategies when there is an excess of information. Interestingly, a previous study by Olshavsky (1979) pointed out that the use of compensatory and non-compensatory strategies are part of the decision process, but they are used at different stages within the decision process. They are applied when faced with different choice set sizes at different stages in the decision process and as such agents constantly shift from compensatory to non-compensatory decision strategies within one search process.
2.4.2.3 Image theory

This theory posits that decision making is a process made up of two stages, screening and choice. In the screening stage, options are selected in terms of whether they are compatible with the agents’ attributes or standards. This is more of a non-compensatory strategy as jobs that are lacking in a particular attribute are screened out. If only one job remains that becomes the agents’ choice but if more than one option remains a ‘profitability’ test is carried out where the remaining options are evaluated on the basis of all attributes. This is a compensatory strategy approach and has some of the characteristics within the expectancy theory (Beach and Mitchell, 1987).

There above decision theories took a holistic approach to the job choice process by looking at it as one unit as opposed to factoring in the uniqueness of each job. Behling et al., (1968) propounded three distinct job choice theories, namely, objective theory, subjective theory, and critical contact theory. These theories look at the job search process by looking at specific attributes that are considered important by individuals when looking for a job.

2.4.3. Job attributes specific Decision Theories

2.4.3.1 Objective theory

Behling et al., (1968) proposed that job selection is based on evaluating the perceived negative and positive benefits of each job offer in terms of measurable attributes. Essentially, the objective theory looks at individuals as economic agents whose aim is to maximise their economic status by selecting an organisation that will provide them with competitive pecuniary rewards. A “desirability index” is formulated based on assigning weights to each attribute thus ranking them in order of importance. In addition to monetary aspects, job seekers may also look at other attributes for example location, educational opportunities and individual growth (Young, et al., 1989).
2.4.3.2 Subjective theory

This theory defines job seekers as individuals who are driven by the fulfilment of their psychological needs. In that regard, an individual would select an organisation where they feel that the work environment caters for their individual psychological needs. In some instances, this may even require that the firm restructures the position to meet these needs (Young, et al., 1989). In his study of college students, Englander (1960) concluded that students who majored in teaching were mostly driven by the idea of self-concept and found teaching as a field where they could experience such psychological needs. Self-concept is defined as the way in which someone perceives themselves and this is usually developed through interaction within an environment (Shavelson, et al., 1976). With that in mind, individuals would select an organisation where they feel that there is room for them to implement their self-concept and subsequently have their psychological needs met.

2.4.3.3 Critical Contact theory

This theory recognises insufficiency of information available to job seekers at the beginning of a job search and when they go for interviews. More importantly the information available to individuals is not adequate for them to make subjective and objective decisions and as such they rely on recruiters to signal attributes about the firm. Rynes (1991) suggested that when economic agents are faced with inadequate information, they rely on interviewer cues for some of the organisation characteristics. Furthermore, decisions are also based on the information they get from the recruiter and more importantly the recruiters behaviour (Behling, et al., 1968).

This section of the literature review has pointed out that job search requires that individuals evaluate several aspects before arriving at their most preferred job option. It further pointed out that people have to make trade-offs in order to find a job and for organisations to fill a vacancy. In that regard, no one job can be completely evaluated using one specific theory.
2.4.4 Factors affecting Job Choice

In a study of 427 faculty members, Mahony et al., (2006) identified 13 attributes that individuals considered to be important in determining whether to take new job offers namely, compensation, location, work setting, leadership opportunities, research opportunities, reputation, satisfaction of work needs, feelings of being wanted by the university, similarity of goals, culture, fit in organisation, recruiter approach and recruiter description. Some of these attributes are reviewed in this section including but not limiting them to affordability factors, location and the organisation itself. By looking at these factors, there is a possibility of making inferences on whether it is possible and feasible to match employee needs within smaller radii without depriving them of attributes that are pertinent to them. However, it is important to note that attributes that are considered to be important may vary depending on profession.

2.4.4.1 Location

In this case location is defined in terms of where a job is located relative to the home or other areas of economic and recreational activities. Mahony et al., (2006) in a study of sport management staff found that location (town, city or part of country) was consistently ranked as the most important attribute when deciding on whether to take a new job or stay with the current institution. In a study to find the relative importance of job attributes by gender, Hanson and Pratt (1991) found that women consider location to be an important factor when they were looking for a job. Turban et al., (1998) in a study of employees of an industrial plant found that most individuals rated location as the tenth most important attribute when accepting a job, however when it came to rejecting a job offer, location was considered to be the most compelling argument. Pounder and Merrill (2001) found that location was considered as one of the important factors when individuals were making a decision on taking a principal position. Additionally, in a study of 242 graduate students, Konrad et al., (2000)
observed that there were generational differences in preferences by gender where attributes like location and work hours are particularly important amongst women. In another research that looked at individuals responses to information provided in adverts, Reeve and Schultz (2004) found that location was an important aspect in creating positive intentions for individuals to apply for a job.

2.4.4.2 Financial compensation

Compensation amongst other factors also stood out as an important factor supporting the objective theory. In a study of hotel employees in Hong Kong, Simons and Enz (1995) found that amongst other factors, good wages were regarded as important by hotel employees. This supports findings by Siu et al., (1997) who observed that good wages was a motivator in the work place. Another study by Graham and Leung (1987) also showed that good wages was an important attribute amongst hotel workers.

2.4.4.3 Organisation perception

How individuals perceive an organisation is an important characteristic in the job choice process. Individuals are attracted to companies that have a long standing positive image Liang and Wei (2009). In a study of college students in Pakistan, Gul et al., (2011) observed a positive relationship between organisation image and the intention to apply. If job seekers are attracted to an organisation by its standing as a brand, then the decision on whether to accept or reject a job offer may also be influenced by branding amongst other issues. Perhaps branding may also be defined in terms of a firm’s fulfilment of its social responsibility duties. Bhattacharya et al., (2008) explained that corporate social responsibility activities play a large role in attracting quality employees and at the same time reduce employee turnover in firms. Corporate social responsibility was also found to be important among MBA students (Montgomery and Ramus, 2003).
2.4.4.4 Person Organisation fit (P-O fit)

Person organisation fit (P-O fit) and person job fit (P-J fit) have become two of the leading criteria of job selection among job seekers. The motivation behind this is that people seek to find a balance between the work life and the social life and as such the organisation that one selects has to cater for social needs (Carless, 2005). Judge and Bretz (1992) and Scott (2001) argued that the values that an organisation is perceived to possess influences whether a person is attracted to that firm on not. In a study, Chapman et al., (2005) found that organisation characteristics can be applied as good predictors of applicant intentions to apply or take up a job with an organisation.

2.4.5 Relative Importance of factors affecting Job Choices.

Theorists have argued that differences in values, attitudes and behaviour are mainly dependent on gender roles and gender social culture and they have a great impact and influence on self-concept and self-representation (Eagly, 1987; Gutek et al., 1990; Terjesen et al., 2007). What this implies is that there are differences that are inherent in gender roles. Males and females in this framework are therefore expected to value different attributes.

2.4.5.1 Relative importance by Gender

Roles in society between males and females also help in mapping the attributes that are attractive to each gender and these roles can be defined in terms of job attributes. In a study, Konrad et al., (2000) found differences in attributes by which males and females define themselves. They found that males define themselves as income providers (earnings, benefits, security and openings), achievement (opportunities for promotion, challenge, task significance and accomplishment), exhibition (prestige, recognition) and endurance (challenge, non-physical work environment) Females express themselves as homemakers (good hours, easy commute, location, no opportunities for travel), affiliation (opportunities to make friends, working with people, not solitude), nurturance (opportunities to help others),
among other factors. They found that women would select organisations that would ensure there was no conflict between their social and work life. Furthermore, women also define themselves in relation to others and as such their decisions are motivated by the need to avoid tension and conflict with their partners. In that regard, factors such as location, family friendly benefits, and flexible working hours were considered to be important amongst women in job choice decisions.

The table below summarises the different attributes that are considered to be important using gender roles

<table>
<thead>
<tr>
<th>Gender Roles and Job attributes</th>
<th>Job attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Masculine</strong></td>
<td></td>
</tr>
<tr>
<td>Income provider</td>
<td>Earning, benefits, security</td>
</tr>
<tr>
<td>Dominance</td>
<td>Leadership, responsibility, power</td>
</tr>
<tr>
<td>Achievement</td>
<td>Opportunities for promotion, task significance, challenge, accomplishment</td>
</tr>
<tr>
<td><strong>Feminine</strong></td>
<td></td>
</tr>
<tr>
<td>Homemaker</td>
<td>Good hours, easy to commute, not many opportunities for travel</td>
</tr>
<tr>
<td>Affiliation</td>
<td>Opportunities to make friends, working</td>
</tr>
<tr>
<td>Nurturance</td>
<td>Opportunities to help others</td>
</tr>
</tbody>
</table>

(For more on job attribute preferences and how they differ by gender, see, Bundy and Norris, 1992; Robinson and Beutell, 2004).

2.4.5.2 Relative importance depending on Career Stage

For sales professionals, importance of attribute is dependent on whether they want to change organisations or to stay with their current employer. Flaherty and Pappas (2002) posited that sales people are motivated by different attributes depending on which stage they are in their career. In the establishment stage where sales people seek to be recognised, they prefer a good working environment. Earlier work by Cron and Slocum (1986) support these findings.
The reviewed literature on decision theory suggests that agents are assumed to act in isolation. Guler et al., (2009) argued that the majority of economic agents are tied to family units and as such decisions are made jointly as they have the potential to change several aspects of the family. This means that the job search process is not a one agent problem but one that affects people surrounding the decision maker. This will be incorporated in the discussion of job-housing balance and the presence of multiple worker households and how this affects job choices.

2.5 Empirical Application of Decision making Strategies

The starting point is to understand decision strategies and their application in making job decisions. Decision making theories were reviewed earlier, but they mainly concentrated on the theoretical aspects of each method. This section will briefly review decision strategies and their application in empirical studies. In so doing, a theoretical background for modelling choice in this thesis is established.

2.5.1 Utility maximisation

Utility maximising conjectures that individuals seek to maximise their utility and as such the alternative they choose within a choice set is one that provides them with the greatest utility (Koppelman and Bhat, 2006). In other words the option that is selected has the highest utility compared to any other alternative within a choice set. Furthermore, rationality in behaviour is one of the core aspects to utility maximising theory. What rationality implies is that if an individual is faced with the same choice set in the future, he/she is expected to choose the same alternative. One interesting concept in understanding utility is the transitivity law which states that if an individual is asked to choose between three alternatives A, B and C, and A is preferred to B and B is preferred to C; then the individual must prefer A to C (Aleskerov, et al., 2007.). This can be represented as below,
A > B > C by transitivity, A > C meaning that if a rational individual is asked to choose between A and C they will choose A.

Essentially the choice process is based on the utility derived from the combination of all attributes and the alternative that has the highest utility is chosen.

2.5.2 Elimination by Aspects (EBA)

This method was posited by Tversky (1972) who explained that individuals arrive at their desired option by a process of elimination. Essentially, each alternative is viewed as being comprised of several aspects. Expressed in simple terms, an individual identifies an attribute he/she considers to be the most important and eliminates any alternative that does not perform well on this attribute. This process goes on until only one alternative is left and this becomes an individual’s choice. In essence, EBA does not involve any trade-off (non-compensatory strategies) between attributes as an individual completely excludes any alternative that does not cater for the preferred attribute. In a study on organisation choice amongst college students, Osborn (1990) found that individuals facing organizational choice considered specific attributes that had to be met before an option was considered to be a possible alternative. This shows the use of EBA to make a decision and how individuals occasionally deviate from normal trade-offs or utility maximising strategies.

2.5.3 Satisficing /Conjunctive

This is based on Simons (1956). The theory posits that individuals have limited cognitive abilities and decisions are not motivated by utility maximisation but by the requisite to attain a satisfactory level of utility. What this implies is that individuals have a predefined utility level they need to reach and any alternative that does not meet this criterion is discarded. Furthermore, an individual builds this utility by a combination of relevant attributes and the levels each of these attributes take. The search process stops the moment an alternative that meets this criterion is met. Alternatives are sequentially evaluated and as such there is room
to leave out an even more satisfying alternative. In that regard, the order in which alternatives are presented is very crucial in a satisficing framework.

### 2.5.4 Lexicographic Heuristics

This method is almost similar to the EBA approach. An individual has a predefined attribute they consider to be the most important on the list of all available attributes. An alternative that has the highest level on this important attribute is chosen as the preferred alternative. For example in a job search process, if an individual deems transport costs to be the most important attribute, the chosen option would be the one that has the least transport costs (Waiyan and Hensher, 2012).

The above section briefly reviewed some of the decision strategies that individuals employ when faced with decisions. (For further analysis on more decision strategies, see Payne, et al., 1993).

### 2.6 Job Housing Balance: Linkage to affordable transport and accessibility

This section discusses the job-housing balance and how this relates to affordable travel among marginalised societies. A study on public transport expenditure in South Africa showed that households who are in the lower income band (up to R500 per month) use more that 20% of their income on transport (Walters, 2008). By reviewing literature on job housing balance, it helps in identifying the causes of job housing imbalances and whether this has exacerbated high transport costs. Furthermore, by looking at the job-housing nexus, attention can be drawn to identifying what can be done to reduce transport expenditure by finding solutions to the imbalances.

Public transport and walking are the main modes for most commuters in the global South and play a crucial role in ensuring that the transportation needs of the urban poor are met. However, due to lack of funds and excessive growth in the urban population (Gauthier and
Weinstock, 2010) coupled with increased transport costs, a vast population of individuals in most developing countries find it difficult to carry out their day to day activities or accessing the work place. This may be identified as emanating from limited accessibility or high travel costs. Looking at the structure and location of most low income residential areas in South Africa, one can say that these areas are situated in the outskirts of the city which makes it difficult for people to access the work place and if they can it is at high cost. With oil prices increasingly becoming an area of concern, there is pressure in identifying ways to make travel affordable amongst the urban poor.

Peak oil can be explained as a situation whereby oil production reaches a maximum and thereafter production declines such that the available supply is insufficient to meet the demand. With an increase in demand not matched by supply, there is an upward trajectory in domestic fuel prices. Tracing the linkages within the greater economy shows that eventually domestic transport and food price hikes occur which are mostly felt by the marginalised groups who have a limited means of subsistence (Bériault, 2007). Molin and Timmermans (2002) posited that the nineties were characterised by drastic increase in transport costs that surpassed the daily cost of living. This trend is inevitable in the future due to oil depletion or higher costs of oil extraction which will result in high oil prices. This is the backdrop for this section as it will point to the implications of fuel prices on transport affordability for the marginalised groups and the importance of creating a balance between houses and jobs. The goal here is to try and change the landscape of opportunity accessibility and the urban form such that they enable commuters to continue accessing workplaces at affordable costs and more importantly a possible move towards non-motorised transport.

2.6.1 Rationale for looking at accessibility

The starting point is to give an outline of the urban form, transport structure and at the same time try argue how they are not supportive of the goal to make work travel affordable for
commuters in the global South beyond peak oil. Attention is given to the location of residential areas relative to jobs and how these may contribute in addressing some of the imbalances that exist within the urban system. What all this drives at is how accessible opportunities are and whether there are changes that can be effected to ensure that people reach their preferred destinations within a reasonable time frame and at an affordable price. The primary concern is accessibility of the workplace by individuals; as such a tentative definition of accessibility is adopted. Accessibility is defined as the ease with which the workplace is reached (Downs, 1994). Using an opportunity based measure proposed by Breheny (1978) accessibility is mainly concerned with the number of opportunities available within a certain distance. To sufficiently define accessibility, Bertolini et al., (2005) propounded that it should take into account three distinct assumptions on why people travel:

- People travel to take part in activities; e.g. work, leisure etc.
- People desire to have a diverse choice set of activities (in this case several job opportunities)
- Travel time and travel costs (important in least developed economies) influence the ability to participate in activities.

Looking at the above assumptions, they fall within the goals of this discussion. As mentioned earlier, the aim is making the workplace accessible at the least possible cost -both pecuniary and non-pecuniary- and ensuring that there are sufficient choices to warrant satisfaction. Increased transport costs continue to pose problems for individuals as they try to make residential location decisions. With that in mind, it might be helpful to draw linkages between residential models and this may be a starting point in understanding the interaction of the job-housing framework and how households make their residential choices in an age of increasing transport costs.
This discussion commences from understanding whether land uses affect travel behaviour and try to put this in context with commuting trends in the global South. Banister (1999) and Priemus et al., (2001) explained that travelling is a derived demand in that people need to travel in order to take part in certain activities for example jobs and recreational activities. This implies that if these activities are located within the vicinity of residential areas, there is a reduction in the need to travel. In the same spirit, Van Wee (2002) posited that travel behaviour is greatly influenced by transport and as such understanding travel behaviour stems from understanding how land uses and transport are linked together. Essentially, the role of land uses/built environment (job location and housing balance etc.) is considered as one that is important in influencing travel behaviour and sustainable accessibility. In that regard, they can be used in addressing the issue of rising transport costs and access to opportunities by commuters in the global South.

2.6.2 The Job-housing balance nexus: Theoretical background

Most of the discussion on the job-housing balance emanated from what is known as the spatial mismatch theory which proposes that the location of houses and jobs are far apart due to the structure of the housing market, racial discrimination in employment and the unavailability of jobs for the urban poor (Gottlieb and Lentnek , 2001). Furthermore there is debate on decentralisation of employment and how this is pro-poor as some jobs will be located close to residential areas mainly occupied by marginalised groups.

It can be argued that traditional theories of the urban structure (people locating further away from the CBD and jobs being centrally located) are not supportive of the goal of affordable accessibility to opportunities by people. The usefulness of these theories in explaining modern day residential and company location is further challenged by the emergence of suburbanisation of employment and the continuous increase in transport prices such that
locating at the outskirts of towns in search of cheaper housing is not a trade-off that results in monetary savings (Waddell, et al., 1993).

Molin and Timmermans (2002) pointed out the changes in the global oil prices and how they have affected travel costs in relation to daily costs of living. This supports why the trade-off of housing costs with longer commutes no longer fits into 21st century household-job location debate. This suggests that instead of people commuting from labour rich communities to job rich locations, why not encourage city structures that ensure there is a balance between opportunities (jobs) and workers. This section tries to explain the causes of job-housing mismatches and the potential benefits that can be derived from creating a balance. The aim is to explain how the dispersion of houses and jobs influences commuting behaviour and patterns.

Banister (1999) posited that trip generation is mainly characterised by large differences in origins and destinations can be explained by the dispersion of opportunities which emanated from the growth in mobility. This can be defined as a classic example of people moving from labour rich areas to employment rich centres creating a phenomena referred to as job-housing mismatches.

2.6.3 Factors leading to Job –Housing Imbalances

2.6.3.1 Skill shortages and Racial Discrimination

One of the arguments raised on the emergence of job and housing mismatches is the shortage of skills and racial discrimination in hiring trends by employers (Mark and Mefford, 2007). This results in the reduction of the number of opportunities within a certain travel time frame or distance. Supporting this argument, McQuaid et al., (2001) observed that manual labour and educated people (specialised labour) are likely to travel farther for employment opportunities.
2.6.3.2 Limited Options amongst the Unemployed

Timmermans (2003) argues that one attribute that has precipitated job-housing mismatches is the lack of options amongst unemployed people. Job opportunities are not always close to the residential areas of the unemployed population. He points out that the spatial allocation of land-uses makes people travel. He further postulated that in the case of unemployed people, accessibility and travel times are secondary issues that are only evaluated after a job offer has been accepted. In light of this, it is essential to understand how unemployed people make household location decisions. Kim and Horner (2003) explained that job distribution and transport costs are primary factors in determining housing locations and developments.

2.6.3.3 Two wage earner households

Households are aware of the trade-off between housing and job locations; the decision is made difficult when accounting for multiple worker households (Clark, et al., 2003). Ewing and Stoker (2012) argued that job housing mismatch is inevitable when an area has a large share of households who do not work in the same vicinity. A clear distinction between the primary and secondary earner normally results in households locating in an area that is close to the primary earner’s place of employment. This implies that one person in the household would have to commute a longer distance. In situations where the salaries between spouses are equally comparable, the location of the household would be in a place that is central to the two places of employment (Cervero, 1989).

2.6.3.4 Imbalance between the supply of Jobs and Housing

The rate at which new jobs are created within a certain area should be matched by the supply of housing within that area. Weitz (2003) argued that if the supply of housing and job creation within a certain area are not matched, there will be an increase in the number of people who work in this new area but live somewhere else and few who live and work in that new area. This can potentially result in job–housing imbalances.
2.6.3.5 Fiscal and Exclusionary Zoning

Fiscal and exclusionary zoning is characterised by zoning land specifically according to high revenue-generating and low services demanding activities which result in a low supply of housing in other areas. The resultant effect of this is that some areas are exclusively allocated to groups of people who fall under a particular tax bracket and also those that fall within a certain social or ethnic groups (Rolleston, 1987). This normally leads to suburban house pricing increases to levels that are unaffordable by most individuals leading to household locating farther from places of employment (Ewing and Stoker, 2012).

2.6.4 Negative Impacts of Job-housing imbalances

Inefficiencies in commuting defined by high travel cost and excess commuting can also be attributed to job-housing imbalances.

2.6.4.1 High Travel costs and excess commuting

By looking at the balance between jobs and housing Niedzielski (2006) proposed that information can be gathered to evaluate whether jobs or workers need to be relocated to strike a balance between housing and jobs and at the same time potentially reduce commuting. Furthermore, Zax and John (1991) posited that a lot of job turnovers can be attributed to the unwillingness by individuals to commute long distances. As such, job and residential locations need to be evaluated in the same framework and this may provide some solutions needed in the global South to ensure sustainable accessibility.

2.6.4.2 Social Exclusion

Job-housing imbalances have also resulted in social exclusion through the inability to reach opportunities. Preston and Raej (2007) posited that a solution to social exclusion would be to reduce transport costs but this is not applicable in an age where fuel prices are expected to increase. Solutions that would work in a global South context are those that incorporate urban planning policies and travel behaviour to ensure that most people are more drawn to using
public transport. If a sufficient number of choice passengers are captured, there is a possibility of a reduction in subsidising the public transport system. This may go a long way as some of the money that was previously dedicated to subsidising the public transport system can be used for other transport projects.

2.6.5 Potential Gains from Creating Job-Housing Balance

In a study Loo and Chow (2011) argued that achieving a job-housing balance could lead to relatively shorter commutes and distances and one way to achieve this is to relocate firms to areas that are labour rich. In line with relocating of firms, Cervero (1996) proposed zone swapping where sections of the industrial areas are converted into residential and portions of the residential are turned into industrial. He goes further to explain that zone swapping will not only have an effect of redistributing and scattering employment and creating a better balance between jobs and housing but it will also result in a reduction of vehicles on freeways which works towards the climate change goals. These findings were also supported by Sultana (2002) who proposed that by creating a balance between housing and jobs there is an increased probability of shorter commutes where non-motorised transport is made possible. Additionally, Duncan and Cervero, (2006) posited that the land-use planning through facilitating good job-housing balances may contribute to a reduction in motorised travel. This may also lead to a reduction in air pollution (Armstrong and Sears, 2001).

A good case study on relocation and its influence on commuting and the job-housing framework is that of the relocation of the Hong Kong International Airport (Loo and Chow, 2011). They proposed that airports are centres of employment and as such effects of airport relocation can be transposed onto a firm relocation framework. The study showed that airport relocation led to the decentralisation of employment to the labour rich areas thus improving the job-housing balance especially in newly developed areas. This supports findings by Banister (1999). He further proposed that developments should ensure that employment and
housing are provided at the same time. This addresses some of the disparities between housing and employment locations.

One may argue that firms are concerned with their performance and as such prefer to locate in prime locations. Davidsson (1989) argued that location is a paramount factor during economic recessions where companies that occupy niche locations are most likely to benefit. In a study, on firm employment growth as a measure of performance, Hoogstra and Van Djik (2004) concluded that location matters. However, they go further to explain that, the effect depends on the type of service being considered e.g. offices versus manufacturing. Location was found to be important for manufacturing. Looking at the employment structure of the global South, it is mainly comprised of manufacturing or manual labour (Keane and te Velde, 2008) and such if location is important, then companies may potentially gain by locating in the labour rich areas.

2.6.6 Relationship between Urban form and Travel behaviour

As mentioned earlier the built environment plays a large role in determining how people move. Timmermans (2003) argued that the land use structures should be designed in such a way that they provide options instead of dictating travel behaviour and mode. On the other hand establishing the relationship between urban form and travel behaviour is important as this may be a stepping stone in understanding their contribution in solving commuting problems in the global South. So, how can urban planning policies be directed towards providing accessibility without limiting the ability of economic agents to travel. This speaks to the issue of accessibility through sustainable means and how the urban form can be structured to facilitate this.

Sustainability can be defined as productive harmony between nature and humans. With climate change a pressing problem, the aim is to have urban structures which can be defined as being appropriate for walking, cycling, and efficient public transport which in a way help
in mitigating the negative impacts associated with transport and other human activities (Dumreicher, et al., 2000). The above can be easily translated into the ability of individuals to access the work place through non-motorised transportation with public transport as an option that is readily available.

Activities that take place within an urban environment and how they are positioned relative to each other determine how people move. Using the concept of density defined as the number of opportunities present within a square kilometre, Van Wee (2002) explained that high density areas are associated with less travel compared to low density areas. This is mainly due to an almost balanced spatial allocation of activities and this reduced the need to travel long distances to participate in activities. In the long run, this would result in savings in travel time and costs. In a study, Stead (2001) observed that 27% of the travel behaviour (travel distance) was explained by the land use characteristics. In support of these findings, Schwanen et al., (2004) proposed that high densities and high levels of job-housing balance discourage travel and hence influence travel behaviour. However, these results are examples from developed countries and may not be applicable in a global South context where transport infrastructure, policy and implementation are not fully developed.

The issue of urban form and how it relates to travel behaviour is one that is made complex by individual choices in residential location. If individual choices are not at par with policy or the goals of city planners, then all efforts to strike a balance within a job-housing framework are futile. Cao et al., (2009) posited a self-selection argument which states that people intentionally self-select neighbourhoods that give them their desired accessibility. Furthermore, market forces also influence household locations and jobs and this is effectively transferred to travel patterns and is independent of the structure of the urban form. In a study on population-employment interaction, Hoogstra et al., (2005) found that jobs follow people
and have also found instances where there is a “weak dual causality”. This is an essential finding within a job and housing framework.

2.6.7 Conclusion

The above literature has argued on job-housing balance and the factors that can be attributed to the mismatches. Additionally, suggestions were made on how a balance can be achieved. What the literature suggests are high densities or mixed land uses where jobs and housing are in the same vicinity to enable a reduction in travel expenditures. However, care has to be taken to ensure that in implementing alternative spatial allocations, households are not moved from one form of excessive expenditure (transport costs) to another which is potentially high rentals. Priemus et al., (2001) explains that compactness may result in the suburbanisation of industry and housing which may impact land rents and real estate due to locational preferences.

2.7 Excess commuting

2.7.1 Introduction

One aspect that has emerged from the discussion on imbalances is excess commuting. The motivation behind looking at excess commuting is to further understand whether land uses affect travel behaviour and try to put this in context with commuting trends in the global South. Banister (1999) and Priemus et al., (2001) explained that travel is a derived demand in that people need to travel in order to take part in certain opportunities; for example jobs and recreational activities. This implies that if these activities are located within the vicinity of residential areas, there is a reduction in the usage of motorised transport to access these opportunities. Van Wee (2002) posited that travel behaviour is greatly influenced by transport and as such understanding travel behaviour stems from understanding how land uses and transport are linked together.
Horner (2002) explained that the urban form describes the location of workers and jobs. This motivated how understanding excess commuting may be a fundamental aspect in understanding the relationship between the urban form and daily commutes. Furthermore, probing into this concept will help in guiding whether solutions or excess commuting mitigation might help to address the issue of affordable travel and climate change. Although outside the scope of this discussion, this section begs the question on whether excess commuting can be resolved through city restructuring. Additionally, it delves into looking at the possible explanations for excess commuting mostly by utilising the traditional urban structure theory and the spatial mismatch hypothesis. This section looks at the following aspects,

- To briefly review the measures and definitions found in the literature on excess commuting/travel.
- Try to identify and explain the causes of excess commuting.

### 2.7.2 Defining Excess Commuting

Horner (2008) suggested that there is a linkage between the location of jobs and housing and how they affect travel behaviour. This supported findings by Small and Song (1992) who posited that monocentric and polycentric city structures have different minimum commutes. In that regard, excess commuting is defined as the difference between what is regarded as the optimal commute value (measured in time or distance) and the actual average commute value for a particular city structure (Frost and Linneker, 1998). Ma and Banister (2006a) defined excess travel as the additional trip to work that results from the difference between actual or average commute and the possible minimum commute due to the relationship between house and job locations.
Literature on excess commuting shows that there is no consensus as to the acceptable unit of measure of excess commuting between time and distance. This has also led to conflicting results of excess commuting for cities. Hamilton (1982) used distance as a measure for excess commuting and suggests that people choose their residential and job locations such that they minimise commuting costs. In their study, using distance as a measure for excess commuting was a true representation of the distance cost aspect. In using distance as a measure, it can either be straight line distance or network distance. Ma and Banister (2006a) proposed that network distance is the most suitable measure as it accounts for friction of distance that affects travel behaviour.

Furthermore, White (1988) and Ma and Banister (2006b) proposed that time was an accurate measure of excess commuting in that people are more worried about the time they spend travelling as opposed to distance. They further distinguished between door-to-door commuting and over-the-road commuting to try and give a clear picture of time as a measure of excess commuting. Door-to door time includes time taken to do all the activities that form part of the journey to work e.g. parking and walking to the car. Over-the road commuting is the mostly applied as it excludes the time individuals spend looking for parking space and walking to their cars. In a study, Scott et al., (1997) also supported the use of time as a better representation as it accounts for the speed and flow of traffic and modal splits.

Ma and Banister (2006b) evaluated the notion of distance and time as measures of excess travel and found that they were both appropriate under different circumstances. They found that in decentralised city structures shorter commutes were possible if defined in terms of time. They pointed out that individuals were more concerned with an increase in the speed of travel as opposed to distance. This results in people saving on time thus leading to shorter commutes. They further postulated that if vehicle kilometres that individuals travel are reduced, this can translate to a reduction in fuel consumption and a low carbon footprint.
An important thing to note is that excess commuting can also be voluntary as people trade off long commutes for other attributes e.g. good schools, neighbourhood quality and environmental amenities. Literature on job decision theory (Carless, 2005) points out that people seek to find a balance between their work life and social life and a reduction in time spent on work related activities means more time for family and other leisure activities. In that regard excess travel measured in terms of time fits into the job-housing balance (Ma and Banister, 2006b).

What the above shows is that the measure of excess commuting and its acceptability depends on the motivation behind the need to identify excess commuting patterns. The choice in the dimension of measure of excess commuting is therefore guided by policy goals which in this context can either be sustainability or job-housing balances.

2.7.3 Causes of Excess Commuting

The literature on excess commuting suggests that there are many variables within the urban structure and behavioural attributes that contribute to excess commuting. Commuting is defined by morphological and behavioural aspects. Morphological aspects determine how people travel and detect how they commute as it relates to the urban form. On the other hand the behavioural aspect explains the willingness of individuals to travel. Coined in these two aspects is the shaping of commuting levels for individuals within an urban system (Charron, 2007). This brings in the issue of centralisation or decentralisation of economic activities and how it affects excess commuting.

2.7.3.1 Relationship of the Urban Form and Excess Commuting

Excess commuting has been applied as a tool to evaluate the land use–transport relationship (Horner, 2008; Charron, 2007). What this means is that different urban forms will have different levels of excessive commuting and in some cases the urban form encourages excess
commuting. The 21st century has seen a rise in the decentralisation of employment from the traditional monocentric structures where employment is mainly concentrated in the CBD. Still, decentralisation poses a lot of imperfections when it comes to job search. In most cases decentralised urban forms make it impossible for individuals to have a clear view of their future job locations. This impacts the extent of excess commuting. If individuals had perfect information on their future job locations, they would choose housing locations such that they can optimise their current and future work commutes. This resonates well with the case of unemployed workers who search for jobs with imperfect information and the resultant effect is excess commuting (Larsen, et al., 2004). In support of this, van Ommeren and van der Straaten., (2008) posited that due to lack of sufficient information, unemployed individuals take the first vacant jobs or residences that they encounter in their search process; this may result in excess commutes.

Monocentricism and polycentricism play a large role in determining travel behaviour amongst employed and self-employed people (Van Ommeren and Van der Straaten 2008). They suggested that in monocentric city structures, individuals are aware of where they will work in the future. This is mainly due to the presence of jobs within the central business district this may result in excess commuting in the future being low or absent. What this means is that employment densities can be used to gauge excess commuting and in most cases, high densities are associated with low excess commuting as activities are within close proximity.

Centralised metropolitan areas allow for shorter commutes if they are supported by a structured and balanced job housing ratio. Ma and Banister (2006b) explained that minority groups due to limited resources have limited mobility. In that regard, decentralisation might be an impediment to mobility resulting in low excess commuting amongst the poor. One interesting aspect raised in the literature is the nature of shorter commutes in decentralised
cities. As mentioned earlier, people have become more aware of increases in speed as opposed to distance. What this proposes is that in decentralised cities, shorter commutes are only defined in terms of time travelled as opposed to actual distance travelled (Ma and Banister, 2006b). What their study suggests is that excess commuting or shorter commutes are possible under both monocentric and polycentric city structures. What is important is to ensure that supportive policies are implemented in order to complement each other and ensure that they reach a common goal in evaluating excess commuting.

2.7.3.2 Explaining excess commuting through Job-Housing Balance

It is difficult to minimise travel for both individuals in a two worker household. In most cases, in dual worker households, one worker’s commute is not optimised given that there are two maximisation problems compared to one worker households (Ma and Banister, 2006a). Kim (1995) posited that because two worker households are not flexible to swap jobs, they have less excess commuting as compared to single worker households. These findings are also supported by Buliung and Kanaroglou (2002) in their study of Toronto where excess commuting was found to be high amongst single worker households.

Job and housing balance is one aspect that can be used to quantify the extent of excess commuting. Job-housing balance is a concept of a compact community where people can both live and work within a particular location (Giuliano, 1991). The relationship between housing and jobs affects commuting behaviour (Horner and Mefford, 2007). It is therefore important to encourage mixed land uses as a way to mitigate excess commuting. One of the proposed mixes is the coexistence of commercial and residential uses within the same vicinity (Horner, 2008).
2.7.3.3 Tenancy and excess commuting

The issue of tenancy plays a large role in determining travel behaviour and how far people travel. As in the case of two worker households, home owners find it difficult to change jobs or residential locations compared to renters. Crane (1996) posited that due to the costs in moving, home owners might be reluctant to relocate houses to be closer to their jobs thus resulting in excess commuting. These findings were supported by Kim (1995) who found that home owners had high levels of excess commuting compared to renters. (For more on the relationship between home ownership and excess commuting see van Ommeren and van der Straaten, 2008).

2.7.3.4 Modal choice and Excess Commuting

A look at excess commuting and how it relates to modal choice is essential in that it identifies the areas where transport policy should be focused on. In a study of Dublin, Murphy (2009) showed that the commuting distance for public transport users could be reduced if public transport travel networks were brought onto the private transport network. What this means is that if policy is directed at public transport improvement and making it a priority mode, there is can be an increase in its ridership.

2.7.3.5 Job type and Excess Commuting

Another important aspect to look at is whether excess commuting is exacerbated by the location of particular jobs in certain locations. This brings in a comparison of location between white collar and manual jobs. Giuliano and Small (1993) found that service labour had low excess commuting compared to technical labour. Supporting these findings, O’Kelly and Lee (2005) found that despite the short minimum commutes by service workers, they have greater excess commuting compared to industrial workers. They attributed this to the travel behaviour inherent in service workers.
In a research on how search imperfection (defined by inadequate information) affects job locations, Van Ommeren and Van der Straaten (2008) posited that the rate of job arrivals depends on the job density. What this implies is that the higher the job density, the lower the excess commuting. It then follows that jobs that are scarce in particular locations would result in individuals travelling long distances in order to go to work. Specialisation also depends on the level of education amongst individuals. One would therefore argue that excess commuting is high amongst specialised professionals as compared to less specialised workers. This makes relocation of employees a difficult solution to excess commuting given that there may be scarcity of certain jobs within some locations thus making a balance mix difficult.

2.7.4 The extent of excess commuting between socio-economic groups

One aspect that resonates with the objectives of this literature review is looking at the extent of excess commuting among different socio-economic groups. Due to limitations in finances the poor communities in developing countries have limited travel opportunities (Behrens, et al., 2004). In a survey of Cape Town, Tabane (2005) found that excess travel amongst the poor was 6% compared to 16% for the affluent. This can also be linked to the findings that excess commuting is low amongst residents of periphery locations which are mostly occupied by the poor population. In that regard, policies that are aimed at reducing excess travel and mitigating climate change can slowly target changing travel behaviour amongst the rich. Interestingly, Del Mistro (2010) shows that the poor are the most vulnerable to the consequences of excessive travel (high fuel prices due to oil depletion, climate change) and yet they have limited options in terms of travel and mode choice. However, given the low percentages of excess commuting between the different groups, addressing excess commuting may not provide quantifiable benefits to solve transport affordability and climate change issues in 21st century cities.
2.7.5 Conclusion

The above literature on excess commuting identified factors that contribute to excess commuting. More importantly it shows that excess commuting is a phenomenon that can be used to address environmental consequences that result from increased travel. Furthermore, it has tried to explain how the urban form might have contributed to excess commuting. The aim for reviewing excess travel was to evaluate whether high transport expenditures are embedded in the commuting decisions made by marginalised groups.

Regarding transport policy, the fundamental aspect is to implement it within a supportive framework that addresses sustainable accessibility and climate change goals. One of the interesting points raised by this review is whether the relocation of firms to the suburban areas results in shorter or longer commutes. Given that travel times have remained constant over the years, this calls for an evaluation of whether city restructuring and travel demand management policies that have been implemented are contributing towards solving climate change issues (Levinson, 1997).

2.8 Travel demand management as a solution to Transport Affordability

2.8.1 Introduction

This section looks at travel demand management (TDM) measures as a transport policy and how they have contributed in ensuring improved access to transport and at the same time helping in alleviating the negative externalities associated with transport. Additionally, it looks at TDM and its role in encouraging the use of public transport or discourages the use of private transport to farther locations. Focus in this section is on how TDM’s can be used to fulfil some of the aims of the literature review specifically affordable accessibility for the urban poor in the global South. The proposition is that implementation of TDMs be primarily rooted in the provision of affordable travel in the global South with congestion and other
environmental problems as secondary issues. These are all pertinent issues but for the purposes of this discussion they are not the primary focus.

TDM can be defined as demand side initiatives aimed at influencing travel demand especially single occupancy vehicles (SOV) over time (Loukopoulos, et al., 2005a). Dorsey (2005) defines TDMs as strategies that are aimed at reducing vehicle trips leading to efficient use of transportation. At the core of TDMs is the need to reduce motorised transport but providing a wide range of travel options to those who wish to be mobile.

2.8.2 Brief History of TDM

TDM measures were first introduced during World War 2 in the United States when there were vast shortages in fuel against the need to transport workers to war related work. What this entailed was a reduction in single occupancy vehicles (SOV) through carpooling as a way of relieving the pressure on fuel supplies (SCAG, 2008). Furthermore in the 1950s and the 1960s, there was a vast growth in the construction of road networks to try and absorb the demand for travel.

However, with the 1970s oil crisis and the unavailability of funds to support further road construction, there was another set of strategies, this came as a way to improve mobility while using the available road networks. During the same time there was a new interest in the effects of pollution on the environment and TDM strategies were implemented aimed at improving the environment (Meyer, 1999). Looking at 20th and 21st century transport policy, TDM measures have become a blueprint for successful transport provision and in trying to address climate change issues.

2.8.3 Understanding the share of public transport costs

Most African cities are comprised of unplanned peripheral settlements which are far from amenities. Individuals from these areas have difficulties in participating in economic
activities at an affordable cost. In a study of African cities, Olvera et al., (2008) found that households spend between 15-20 % of the household income on transport which is high relative to their wages. What their study showed was that relative to other household expenses, travel was the highest expenditure and that daily use of public transport was unaffordable. Furthermore, they showed that there was inconsistent use of public transport characterised by high use at the beginning of the month and occasional use when there were sufficient funds and the rest of the times individuals walked.

In a study of Kenya, Salon and Gulyani (2010) showed that most marginally segmented individuals cannot afford public transport and as such they limit travel outside their residential areas. Olvera et al., (2003) posited that social exclusion, poverty, poor services and a lack of growth result from poor public transport provision in the global South. Additionally, given the response of transport costs to changes in the economic climate, increases in oil prices due to peak oil will lead to high public transport fares thus further marginalising already socially excluded individuals.

Human behaviour and response to price increases can be used through transport elasticities to analyse TDM. In a study in the UK, Dargay (2007) found that for every 10% increase in fuel prices, there was a reduction in car usage of a range between 1 to 3%. Using the same elasticity measure, Paulley et al., (2006) found that for every 10% increase in bus fares, there was a 4% decrease in bus patronage. However, the responsiveness to changes in the use of public transport also depends on what type of activity the mode is used for.

One important thing to note from the elasticities is that car travel is more affected by car prices compared to fuel prices. This means that once a car has been acquired, it is difficult to influence car usage among individuals. Furthermore, car usage is more susceptible to prices as opposed to measures that are aimed at influencing behaviour (Dargay, 2007). Korhonen
and Heiskanen (2008) explained that car ownership encourages car usage, transport policies should move away from concentrating on reducing car use but on the reduction of car ownership.

The question is whether TDM’s can be considered as a solution in addressing transport challenges in the developing world and if so how can they be implemented to derive benefits?

2.8.4 The role of habit and behaviour in TDM policies

The success of TDMs is embedded in the ability to capture choice users. Habit plays a crucial role in ensuring that there are more public transport choice users. Habits are defined as those actions that have continuously been repeated and in most cases they are a starting point when people are making decisions or choices (Garling and Axhausen, 2003). With that in mind, it is difficult to expect instant changes in behaviour of something that has developed over a long period. Supporting this thought, Bamberg et al., (2003) posited that the frequency with which an action is carried out is a sign that a person has well-established habits. On the other hand, habits are difficult to break if individuals do not detect a change in situations or environments (Garling and Axhausen, 2003; and Verplanken and Wood, 2006). In a study, Fujii et al., (2001) observed that forcing people to take alternative course of actions from what they normally do can make people aware of other alternatives such as walking, public transport and cycling instead of SOV.

Factoring in habits into travel demand policies allows for the development of TDM measures that are context appropriate in that they cater for the needs of car-users and ensure that they can efficiently participate in opportunities when using public transport and NMT. The core issue is to perhaps understand why there are difficulties in altering car-user behaviour by analysing their activities and evaluate whether they can be carried using alternative modes. Loukopoulos et al., (2005a) pointed out that a shift to public transport by car users may have
broader consequences as it implies a change in their mobility patterns and hence possible impacts on their out of home activities.

In a study, Hiscock et al., (2002) observed that cars were regarded as a status symbol and also added security compared to public transport. Travel demand policies are therefore competing with human issues that are considered as pertinent and this may be a possible explanation for inertia in travel choices. Supporting this argument, Verplanken and Wood (2006) posited that the success of policy interventions aimed at influencing behaviour is greatly influenced by the ability to incorporate consumers (for example car-users) in designing them. On the other hand, Behrens and Del Mistro (2006) explained that successful TDM rely on understanding how habits are formed and the circumstances under which they can be broken. This therefore suggests that TDM should target the most vulnerable habits to instigate change. Research has also made reference to human behaviour and habits as impediments to the success of travel demand policies (Behrens and Del Mistro, 2006; Behrens et al., 2007; Gärling and Axhausen, 2003; Bamberg et al., 2003).

2.8.5 Towards Public Transport: Evaluation of TDM efforts

It is essential to understand that TDM can either be coercive or non-coercive. Gärling and Schuitema (2007) evaluated the acceptability, effectiveness and political feasibility of TDM and they defined coercive measures as those that force car-users to reduce car use (for instance road pricing) and non-coercive measures as those that provide car-users with more options (like the improvement of public transport). What their study showed is that non-coercive measures do not draw people to change their car use patterns but coercive measures such as increasing car user costs may have a positive effect. However, they concluded that a combination of both coercive and non-coercive is more feasible and acceptable.
Using a model to evaluate the acceptability of TDM in trying to reduce car use, Eriksson et al., (2006) found that personal norms, problem awareness and specific TDM evaluation measures played an important role in TDM acceptability. They also found that the perceived fairness of the measure also played an important part in the success and acceptability of a TDM. One of the explanations raised for resistance to TDM is that some individuals feel that they have not contributed to problems being addressed by the TDM measures and as such it is unfair for them to be expected to change their behaviour (Sheldon, et al., 1993).

Furthermore, in a hypothetical study which is closely related to their previous study, Eriksson et al., (2006) used a combination of an increase in fossil fuel tax, improvement in public transport and a combination of the two as TDM tools to influence travel behaviour. They observed that a move towards the use of public transport was acceptable if it was accompanied with an improvement in public transport. They explained that a reduction in car use is greatly influenced by the type of activity that the car is used for. They went further to propose that TDM should be structured such that they provide more opportunities than restrictions.

In a study, Katimura et al., (1999) argued that TDM measures can be used to maintain or improve the quality of public transport. When people are making mode choice decisions, they seek a mode that provides them with comfort and has a high quality, as such, if TDMs can result in a high quality public transport, choice users can be attracted. They further proposed that affordability issues raised by public transport users as a result of insufficient funds to subsidise the service can be addressed through an improved public transport system.

So, in order to attract car-users to public transport, there is a need to understand what they consider as usable public transport and what drives them to use motorised transport. Deng and Nelson (2012) posited that information gathering on what customers perceive as a good
service is a stepping stone towards successful public transport provision. To get an understanding of this, attention needs to be directed towards TDM efforts that advocate for high occupancy vehicles (HOV) and evaluate whether they have failed or succeeded. In so doing, the feasibility of using TDM’s as a sustainable transport strategy may be addressed. To carry out this task, literature on TDM efforts is provided focusing on some interventions that have been implemented.

**2.8.6 Examples of TDM and their impacts on Affordable Transport**

In a study of a set of TDM measures in Cambridge and Newcastle, Thorpe et al., (2000) utilised four measures (improving public transport, road user charging, increasing parking charges and zone access control) to evaluate the acceptability of TDMs amongst individuals. The study showed that measures that were aimed at improving public transport through increased quality, frequency of the service and reduction in fares were more popular amongst car-users. This shows that car-users can be encouraged to use public transport if there is no interference on their day to day activities. On the other hand, they also bring out that the size of the city determines how acceptable some of the measures are; especially when it comes to implementing zone access control as a tool. They observed that zone access control is an acceptable tool in small and compact cities where activities are in close proximity. (For further evaluation on the acceptability of road pricing see Loukopoulos et al., 2005; Johansson et al., 2003).

Bus Rapid Transit (BRT) is one TDM that has received a lot of support as shown by its growth in most parts of the world; e.g. Cape Town via the Travel Smart initiative or IRT, Curitiba (Brazil), Bogota (Colombia), Dar es Salaam Bus Rapid Transit (DART) (City of Cape Town; 2012 and Wright and Hook, 2007). BRT represents a bus system operating on dedicated lanes and provides efficient and cost-effective urban mobility hence its popularity in developing cities (Deng and Nelson, 2012; Hensher and Golob, 2008). However the
success of these strategies relies on complementarity of transport goals and city planning policies. What this requires is that transport and planning be integrated such that they become a single entity instead of having competing policies. This means land-use has to fit transport needs and transport needs also have to be well-suited for the land-use patterns (Potter and Skinner, 2000). Furthermore, they posited that land-use transport integration ensures that all stakeholders especially trip generators benefit.

Making reference to the DART, Nkurinziza et al., (2012) pointed out that there are long term benefits that can accrue from BRT implementation such as cheaper and enhanced accessibility to amenities; despite their primary focus on alleviating congestion and environmental challenges. Additionally, they explained that the success of BRT is dependent on the ability to understand user needs and factors deemed important when choice is provided. Too and Earl (2010) demonstrated that a huge gap between user needs and public transport service may result in failures of TDMs. In that regard, it is important to involve employers and employees and other stakeholders into TDM implementation (Meyer, 1999). What this means is that TDMs should be context sensitive for instance the DART resonates with the needs of the urban poor in the Tanzania context (Nkurunziza, et al., 2012).

Additionally, BRT interventions such as the Rea Vaya have resulted in many positive outcomes such as a reduction in social exclusion and affordable fares for urban dwellers (Chakwizira, et al., 2011). This is an example of how TDM can be used to solve affordability issues and they can be implemented at a national level without impacting on other transport goals.

The bulk of the poor population in developing countries relies on public transport for mobility and is the most vulnerable to the negative effects associated with increased transport costs. On the other hand, they cannot afford to switch to car-use and public transport as the
most affordable alternative is non-motorised transport (Behrens, et al., 2004). In that, regard it is important to target groups of individuals who use private cars. It is paramount that we understand that the success of providing affordable work access to the urban poor stems from engaging with car users and making them aware of sustainable travel modes. What this calls for is collective effort between car-users, transport planners and public transport users to achieve this goal.

2.8.7 Conclusion
As mentioned earlier, the motivation TDM implementation should be to solve issues surrounding affordable transport in the global South. The argument is that if TDMs can be employed to alter mode choices, there might be a move towards non-motorised transport and public transport. Furthermore, with TDMs that focus on providing more sustainable modes of transport, there is a possibility of influencing land-use and transport integration policies to accommodate multi-modality.

Furthermore, this brief review has shown how TDMs can make public transport affordable and can encourage and instil a culture of public transport especially amongst choice users. What is needed is to change the image of public transport by creating an attractive system to capture choice passengers. Additionally, keeping choice users informed on alternative modes helps in making them aware of sustainable travel choices. This will not only solve problems around affordability (VTPI, 2005a) but contribute towards sustainable transport and trying to reduce the contribution of transport to climate change.

2.9 General Conclusion
The literature reviewed the implications and benefits of having choice and how it is perceived by people from different areas of life. Furthermore, it went on to demonstrate the downside of having “too much” choice. Search mechanisms that aid in regulating the “too much” choice
effect were identified in the literature. Three distinct characteristics on the responsiveness of utility to an increase in choice were identified:

- In small quantities choice is beneficial.
- As the choice set increases, the benefits of having choice increase at a decreasing rate.
- Choice eventually reaches a satiation point where an additional increase in choice results in negative effects.

Additionally, the literature looked at how economic agents make their job and residential location choices. The motivation in looking at this was to try and identify possible linkages that exist between job search and location choices and whether they can be an explanation for the disparities that exit between housing and jobs.

Identifying whether search strategies implemented by individuals can be used to explain long commutes and unaffordable transport within a global South context was also an important aspect. In line with this, job-housing balance was looked at and identifying factors that lead to imbalances was fundamental in identifying possible areas that may assist in solving affordable travel concerns.

Some job attributes that economic agents consider as important in their job search were also identified and these were found to vary depending on profession and stage in one’s career. A literature review on job attributes and how they vary between different genders was reviewed.

Excess commuting and travel demand management were looked at. Given the results on excess commuting from the various literatures, it is concluded that addressing excess commuting alone is not sufficient to address climate change issues and reducing travel in developing world cities. By further looking at TDMs the literature review showed that
coercive measures that force individuals to use public transport and implementing them in a supportive framework may result in an increase in the use of public transport by choice users.

The literature review on choice and the effects of having “too much” choice forms the fundamental aspects for this discussion. This review resonates to the purposes of this study in that it helped in identifying whether the same analysis can be done with a job search context. Essentially this will aid in taking a rigorous approach in placing the positive and negative effects of limiting employment destinations for employees. This may be crucial in understanding the notion of sufficient access in cities of the developing world especially in a job choice framework.
CHAPTER 3

Methodology: Questionnaire Development and the Survey

3.1 Introduction

The central aim is to investigate the impacts on employees of a reduced employment workplace pool. This potentially has negative and positive impacts on individuals. From an affordability point of view, a reduction in commuting distance might translate into a reduction in transport costs (Del Mistro, 2010). More importantly if distance to work places is sufficiently decreased, there may be a shift towards non-motorised transport which has the potential of substantially reducing the monthly cost on transport for households.

However, a reduction in the catchment area from which an individual can look for a job would also result in a reduction in utility. This emanates from a reduction in possible job opportunities and a possible need to readjust expectations in job attributes during job search. The concern of this discussion is to investigate the amount of accessibility that individuals need by understanding the perceived costs/ benefits of having choice. A hypothesis needs to be formulated to aid in understanding what this discussion seeks to investigate. Looking at the “too much” choice theory, the argument is that providing individuals with choice does not lead to an improvement in utility; however, there is a point beyond which the benefits that accrue from having choice become negligible. Figure 1 is used to explain the relationship between utility/ or satisfaction and choice.
The relationship presented in the diagram shows that as the number of choices increases, the benefits from choice increase until a certain point (B) is reached where utility is at its maximum. The fundamental relationship being shown is that utility increases until it reaches a point where the rate of increase begins to increase at a decreasing rate. With that in mind, it is possible to find a point where utility is at its maximum (B) and beyond this point, the benefits are negligible. This is the fundamental relationship used in this thesis to discuss the notion of “sufficient” access. By borrowing from this concept, this thesis will try to model how individuals make job choices and also evaluate the perceived cost or benefits of a reduction in choice.

The aim is to show that as the employment catchment size increases or as the number of job opportunities increase, the utility individuals derive from the increased choice decreases. This may be due to several attributes that will be identified and used in developing the research tool. By identifying a commuting distance or catchment area that provides “sufficient” choice and at the same time maximise utility, this thesis hopes to inform on policy on the extent of accessibility that should be provided to individuals in a job search.
context. The hypothesis built is that, the provision of choice to individuals within a job choice framework does not continue to yield benefits, instead there is a point where choice is regarded as sufficient and beyond that, there are costs. One of the expected policy implications flowing from this hypothesis is that this may be a guide in structuring future and the growth of cities such that the sizes provide “sufficient” opportunities.

Quantitative and qualitative methods will be used. Among other things, this chapter reviews literature on methods used to elicit preferences among individuals and then identifies a method appropriate for this study. Individual behaviour can be modelled either through revealed or stated preferences. An understanding of how these methods are used in determining consumer preferences is essential in trying to put the research objectives in context with modelling theory. Furthermore, this will allow for an appropriate method of analysis to be chosen for the purposes of this thesis.

3.2 Summary of Objectives

A list of sub-objectives that will aid in addressing the research question are summarised below:

- Understanding the perceived costs/ benefits of having choice
- Modelling how people make job choices
- Try and establish a point similar to point B in figure 1 for the current study.
- Transpose the “too much” choice notion onto a job choice framework

3.3 Methodologies in the Elicitation of Preferences among Individuals: Revealed vs. Stated Preferences.

Revealed preferences entail identifying consumer preferences by looking at actions that individuals have taken in the past on products (services) that are available on the market (Bennett and Blamey, 2001). On the other hand, Adamowicz et al, (1994) proposed that stated preferences involve identifying individual choices by asking individuals to make
decisions based on hypothetical situations. What this implies is that deducing preferences in a stated preference framework entails looking at products/services that are not available on the market and in the process try and find what individuals prefer through presenting them with hypothetical scenarios. To identify which method is suitable for this thesis, a look into the contexts in which the methods are applied is important as it will enable to match a method with the current research question.

<table>
<thead>
<tr>
<th>Table 2: Revealed and Stated Preference Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Approach</strong></td>
</tr>
<tr>
<td>Direct Methods</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Indirect Methods</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Applicable goods</td>
</tr>
<tr>
<td>Disadvantages</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Advantages</td>
</tr>
</tbody>
</table>

Source: (Kjær, 2005)

The above table provides a brief outline of stated and revealed preferences. It gives the advantages and disadvantages of each method and the circumstances under which the two methods can be applied. For the purposes of this research, stated preferences are the chosen method of analysis. More importantly, they are chosen as they allow for a total evaluation of
goods due to their ability to incorporate non-use and option values thus allowing for an analysis of hypothetical goods and interventions (Kjær, 2005).

3.3.1 Stated Preference Methods

SP methods are divided into two broad categories, Contingent Valuation (CV) and Multi-attribute Valuation (MAV). These are shown in the figure 2,

![Stated Preference Methods Diagram](source)

A brief review on what each method entails is given below.

3.3.1.1 Contingent Valuation (CV)

This is a direct survey approach that is used to estimate individual preferences. It utilises a hypothetical market where individuals are asked to make a decision on a product or service within that market (Kjær, 2005). CV has two methods of making inferences on individual behaviour i.e.
• Open ended
• Dichotomous or Referendum

3.3.1.1 Open ended
Respondents are asked open ended questions to state their willingness to pay for a service or product. Merino-Castello (2003) pointed out that because of the open ended nature of questions; many individuals find it difficult to answer questions hence the limited use of the method.

3.3.1.1.2 Dichotomous or Referendum
This presents individuals with questions requiring a ‘yes’ or ‘no’ response. One of the criticisms lodged against the use of the dichotomous method is that only one scenario is presented at a time to an individual. This makes it difficult to measure preference between two goods simultaneously. In real life scenarios, individuals make decisions based on one or more alternatives thus allowing them to make trade-offs between product attributes. Furthermore, given the structure of questions within this framework, with time individuals may begin to act strategically thus resulting in biased responses (Merino-Castello, 2003).

Due to the inability for CV to present respondents with several scenarios to make comparisons between attributes, MAV has become a popular method to make preference judgements (Merino-Castello, 2003). This is a survey based method and is divided into Contingent Analysis (preference based) and Choice Modelling (choice based). These methods allow for the evaluation of alternatives simultaneously and these alternatives are defined by attributes which can be expressed in different levels. One of the attractive characteristics of these methods is that they allow for the evaluation of willingness to pay especially when a cost or price factor is included as an attribute.
3.3.1.2 Contingent Analysis (CA)

This is divided into contingent rating and paired comparison. **Contingent rating** involves individuals being presented with several scenarios at different times from which they are asked to rate them individually on a numerical scale. With this method, there is no direct comparison between alternatives. On the other hand, **paired comparison** entails individuals being faced with two alternatives and are asked to point out the strength of each chosen alternative on a numerical scale (Hanley and Wright, 2001).

3.3.1.3 Choice Modelling (CM)

This consists of choice experiments and contingent ranking.

3.3.1.3.1 Choice experiments

Individuals are presented with a choice set and they are asked to choose their preferred alternative. This choice set may include 2 or more alternatives that are compared. The structuring of the choice sets is such that the status quo or an alternative similar to the status quo is used as a reference alternative. This is normally included in all the scenarios and this is a legitimate choice option. When an individual chooses the status quo, it implies that there is inertia to move or that their current situation is more attractive than the offered alternatives. Furthermore, respondents are expected to make decisions by making trade-offs between attributes (Merino-Castello, 2003).

3.3.1.3.2 Contingent Ranking

A ranking system is utilised where individuals are asked to show their preferences starting with the most to the least preferred. All alternatives are explained using various attributes at different levels thus allowing individuals to make trade-offs (Merino-Castello, 2003).

Given the brief insight into stated preference methods, discrete choice experiments are identified as appropriate for this research.
3.4 Discrete Choice Study

The literature review on stated preferences provided a background to the methods that could be used to elicit preferences among individuals. Discrete choice experiments due to their ability to mimic real products are chosen to elicit job preferences. Furthermore, given that they are based on utility theory, it makes them an attractive option in that individual behaviour can be modelled through utility maximisation.

3.4.1 Developing the Discrete Choice Experiment

The first stage in designing the questionnaire for the choice experiment was to come up with relevant attributes that people consider within a job choice framework. Two approaches were used to identify attributes namely:

- A literature review on job related studies particularly looking at attributes that pertain to job satisfaction and applying, accepting and rejecting of jobs
- Focus groups discussions

3.4.1.1 Identifying Attributes through Literature

The literature reviewed looked on, type of job (skilled or unskilled), sector, (private or public), gender, type of country (developed/developing) and the stage in the job choice process as a way of distinguishing the importance of different attributes. The findings are presented in the Table 3. From the literature review, the number of attributes was too high for modelling purposes within a discrete choice framework. The next step was to carry out focus group discussions to try and reduce the list of attributes to only those that resonate with the study area.
**Table 3: Literature on Job Attributes**

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Types of jobs</th>
<th>Sector</th>
<th>Gender</th>
<th>Type of country</th>
<th>Job stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Skilled</td>
<td>Unskilled</td>
<td>Private</td>
<td>Public</td>
<td>Male</td>
</tr>
<tr>
<td>Working Hours</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Travel time to work</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Type of Industry</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Transport costs</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Employee training</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Leave days/Vacation</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Size of Company /Standing of a company</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>International assignments</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Reputation of the company (organisation perception)</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Advancement Opportunities</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Nature of work (is it challenging, interesting)</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Level of Job security</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Salary</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Fringe Benefits</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Location/Distance from home</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Mode of transport</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Characteristics of the Labour Market (competition)</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Autonomy (Freedom from to make decisions)</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Relationship with co-workers</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Relationship with supervisor</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
</tbody>
</table>

Compiled from (Rockers et al, 2012; Kolstad, 2011; Mangham and Hanson, 2008; ChimaniKire, et al., 2007; Bender et al, 2005; Penn-Kekana et al, 2005; Konrad et al, 2000; Scott, 2001; Wiersma, 1990; Tversky, 1972; Jurgensen, 1978)

***Literature on job satisfaction and importance by gender showed that men rank earnings and autonomy and women state that a relationship with co-workers/supervisor is important. Attributes in the table are those that were identified to be in the top 5 of factors considered to be important in various studies. However, some of these factors depend on the career stage of individuals. Given that, there might be disparities in the literature on how important some of these factors are.

**** Literature was found for Cameroon, Ghana, Kenya, Malawi, Senegal, South Africa, Uganda and Zimbabwe for health professionals and agricultural professionals. For Zimbabwe, literature was on general employee dissatisfaction which led to high employee turnover.
3.4.1.2 Focus Group Discussions: Refining Attributes

Focus groups are a qualitative research methodology that can be used to gather information on opinions, beliefs and insights of the general population through small groups (Kitzinger and Barbour, 1999). Research argues that the list of attributes to be used for choice modelling should be based on understanding the target population and various policy issues that may affect how people make choices (Hall, et al., 2004). In support of this, Bennett and Blamey (2001) posited that, attributes should be relevant to policy makers and that they should be meaningful and important to respondents. Before carrying out the focus groups, it was necessary to first identify the sampling frame for the study. This ensured that the individuals to participate in the discussions fit into the research aims.

3.4.1.2.1 Defining the Sampling Frame

The income groups for the study were defined based on the NHTS (2003) which helped to identify individuals classified as living in ‘transport poverty’. These are individuals spending more than 10% of income on transport. One interesting observation from the NHTS data was that most of the people in the low and lower middle income group were spending more than 20% of their income on transport costs. Additionally, Walters (2008) also showed that a large percentage of individuals spend more than 20% of income on transport. This is above the national bench mark pegged at 10% of income (Behrens, 2005).

The data from the NHTS also showed that a portion of high income earners were spending more than 10% of income on transport. However, this group of individuals was excluded from the study as they are perceived to have more flexibility in terms of transport options. A study by the City of Cape Town (2010) showed that the high income earners have an influence on where businesses can be located. To some extent, this implies that work related transport expenditure is likely to continue being in the reach of these individuals.
More importantly, the structure of the cities due to apartheid planning in a South African context has exacerbated “transport poverty” and long commutes for most marginalised groups. Selecting the target population is therefore based on aspects that are fundamental in distinguishing the different population groups i.e. transport affordability and distance. This led to the sampling frame being limited to the low and lower middle income earners.

To investigate the stated hypothesis for this thesis, residential areas within Cape Town are used as a reference group.

3.4.1.2.2 Screening for Focus Group Participation

Each of the focus groups consisted of 8 participants and the screening criteria is shown in Table 4 below.

<table>
<thead>
<tr>
<th>low income people</th>
<th>lower middle income</th>
</tr>
</thead>
<tbody>
<tr>
<td>• people earning R3000–R6400</td>
<td>• people earning R6401–R12800</td>
</tr>
<tr>
<td>• employed and not looking for a new job</td>
<td>• employed and not looking for a new job</td>
</tr>
<tr>
<td>• employed and looking for a new job</td>
<td>• employed and looking for a new job</td>
</tr>
<tr>
<td>• unemployed in the past 6 months and actively looking for a job</td>
<td>• unemployed in the past 6 months (actively looking for a job)</td>
</tr>
<tr>
<td>• had to be public transport users</td>
<td>• had to be private car users (no carpooling, car clubs etc.)</td>
</tr>
</tbody>
</table>

3.4.1.2.3 Outcomes from focus groups

Some of the responses that came out of the discussions as people shared their experiences made the present study a relevant issue in a global south context. Regarding travel times, one participant in the low income group stated that, “If I travel more than an hour to work, by the time I get to work, I will be too tired to work” Another individual stated that, “If I could work closer, it will enable me to spend more time with my son which might help in keeping him out
of gangs.” This speaks to the need for some individuals to try and balance their family and work life. The general consensus from the participants in both income groups was that they spend a lot of time on work related travel.

On transport costs, one participant had his monthly ticket on him, he made a comment stating that, “I don’t understand why some of my colleagues are using the bus or the minibus taxi, the train is much cheaper.” The response to that from most individuals was that the train stations were too far from their residential areas and that made it difficult for them to get to work on time. They further iterated that they had to wake up very early if they wanted to use the train and walking to the stations in the early hours of the morning was unsafe. Most of these individuals opted for the mini-bus taxis because of they are relatively accessible compared to other modes.

From the lower middle income group, one of the comments that continuously came up in the discussion was that, “All I want is to be able to cover my fuel costs and be left with enough money for other expenses.” This shows that transport costs are very critical when people are deciding where to work or where to stay.

One lady iterated that, “I will never take a job that makes me drive more than 1hr 30 minutes in one direction even if the salary is high.” This alludes to the notion of trade-offs that individuals make in decision making.
Box 1: Summary of the focus group discussions.

The format for the focus group discussions was the same in both groups. Participants were first asked to describe their experiences with regards to their journey to work with great emphasis on, how much they spent on transport per month, how long it took them to get to work, the distance and their mode of transport to work.

Secondly, participants were asked to state the factors that they considered to be important when searching for a job. There was also probing into some attributes that were identified in the literature but were not mentioned by the group members. This was done to see if the factors they raised were consistent with the literature review search for attributes. Participants were then asked to rank the attributes in order of importance.

After that, a final list of attributes was agreed on. This comprised of 5 variables, travel time, distance from home, cost of transport, changes in salary and the number of job opportunities in an area. Participants were asked what they thought would be feasible levels for these attributes. This was done to ensure that the levels and scales of the attributes would be realistic when included in the hypothetical job scenarios.

3.4.2 Defining the attributes and their levels

All identified attributes for this study were found to be quantitative in nature. Literature suggests that the levels attributes take should enable individuals to make trade-offs without bias (Kjær, 2005). This section aims at introducing the attributes–variables- used in this study. Each of the attributes is defined and the methods used to calculate the levels for the attributes are discussed.

3.4.2.1 Distance from home—was defined based on the distance in kilometres that individuals within the Cape Town area travel to work and also as given by the focus group
participants. Two additional distances, 5 and 10 kilometres were included to include shorter commutes which are an essential aspect for this discussion. This resulted in 6 key distances which were used as levels for the questionnaire i.e., 5, 10, 15, 20, 25 and 30 kilometre distances.

3.4.2.2 Travel time- was more challenging to define as it relied on knowing the travel speeds of vehicles (minibus, train, bus) during peak periods and using the speed, distance and time relationship to come up with the travel time for each of the distances. A detailed formulation of the travel times is provided in Appendix 1. Looking at the information from the focus group interviews, the travel times were within the ranges mentioned by the participants. Travel time is analysed at two levels, a high and a low value for each of the distances.

3.4.2.3 Cost of transport - was defined as the monthly expenditure dedicated to transport. This is a variable of interest as it speaks to the issue of affordable transport. To calculate monthly public transport costs\(^2\), Metrorail, Golden Arrow and the City of Cape Town data was used. Twenty-two working days were assumed. For the lower middle income group which are private car users the average cost per kilometre using the Automobile Association (AA) calculations was used. The survey was carried out in August (2013), using fuel prices for July the monthly cost of fuel was calculated. Cost of transport is analysed at 2 levels for each distance for both income groups. A detailed description of the calculations is provided in Appendix 2.

3.4.2.4 Change in Salary - was defined using the views of participants of the focus group discussions. The participants were asked to indicate an increase in salary that would

---

\(^2\) Fares for trips using either the Metrorail, Golden Arrow bus service and the minibus taxis for the different distances were used to find the transport cost
make them consider taking a new job. The values for the salary increases were developed within the ranges mentioned by participants. This variable takes 3 levels.

3.4.2.5 Number of Job Opportunities- to find the number of jobs available within each distance, literature was reviewed (Proctor and Del Mistro 2013; (Del Mistro and Maunganidze 2012)) to identify the spread of work trips within each commuting distance. The work trips were then used as proxies for the number of workers within a given radii. Using data on the rate of turnover of workers within each income band (Proctor and Del Mistro 2013), a proxy of the number of jobs advertised in each commuting distance was found. A detailed explanation of the construction of the job opportunities is found in the Appendix 3.

3.5 Experimental design and choice sets

This section describes the steps taken until the final questionnaire was developed. This includes the experimental design and the pairing of the choice sets.

Using the defined variables and the levels, the experiment would have $6^1*2^3 *3^1$, i.e. A total of 144 choice sets. This is referred to as a full factorial design. Given that it is impossible- due to possible cognitive burden- to present a respondent with all the choice sets, experimental design techniques were used to reduce the design to a fractional factorial design (Kjær, 2005). For the generation of the fractional factorial design, the statistical package R-Studio was used. This produced an orthogonal design that required 36 experiments. Furthermore, in designing the experiment, attention was taken such that two key aspects where observed i.e.

---

3 As an add on, number of jobs advertised represents future job opportunities that are available to individuals within a chosen location or commuting radius.
4 http://www.r-project.org/
• Orthogonality\(^5\) - what this means is that there should be minimal correlation between the levels of attributes that appear in a design (Sawtooth Software, Inc., 2013)
• Level Balance\(^6\) - each level of an attribute should appear an equal number of times within a design (Sawtooth Software, Inc., 2013).

The tables below provide a list of the attributes used and the levels taken by each of the variables.

Table 5: Attributes levels for the Low Income Group

<table>
<thead>
<tr>
<th>Distance from Home</th>
<th>code</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel Time</td>
<td>1</td>
<td>15</td>
<td>25</td>
<td>40</td>
<td>50</td>
<td>65</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>25</td>
<td>35</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>Cost Of Transport</td>
<td>1</td>
<td>300</td>
<td>400</td>
<td>750</td>
<td>680</td>
<td>840</td>
<td>1350</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>200</td>
<td>260</td>
<td>500</td>
<td>460</td>
<td>560</td>
<td>900</td>
</tr>
<tr>
<td>Change In Salary</td>
<td>1</td>
<td>900</td>
<td>900</td>
<td>900</td>
<td>900</td>
<td>900</td>
<td>900</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>700</td>
</tr>
<tr>
<td>Number Of Jobs Advertised</td>
<td>1</td>
<td>8</td>
<td>17</td>
<td>27</td>
<td>33</td>
<td>31</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>7</td>
<td>15</td>
<td>22</td>
<td>27</td>
<td>37</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 6: Attributes Levels for the Lower Middle Income

<table>
<thead>
<tr>
<th>Distance from Home</th>
<th>code</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel Time</td>
<td>1</td>
<td>20</td>
<td>35</td>
<td>55</td>
<td>70</td>
<td>90</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>10</td>
<td>25</td>
<td>35</td>
<td>50</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>Cost Of Transport</td>
<td>1</td>
<td>250</td>
<td>500</td>
<td>750</td>
<td>1000</td>
<td>1250</td>
<td>1500</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>170</td>
<td>330</td>
<td>500</td>
<td>660</td>
<td>850</td>
<td>1000</td>
</tr>
<tr>
<td>Change In Salary</td>
<td>1</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1900</td>
<td>1900</td>
<td>1900</td>
<td>1900</td>
<td>1900</td>
<td>1900</td>
</tr>
<tr>
<td>Number Of Jobs Advertised</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

\(^5\)This is identified by using the correlation between the different variables, a correlation matrix is provided in the Appendix
\(^6\)The table for level balance will be provided in the Appendix
3.5.1 Construction of choice sets

As mentioned earlier, the experimental design produced thirty-six experiments. A review of literature on the construction of efficient designs was carried out to inform on how the choice sets could be paired (Street, et al., 2005). The design was initially blocked into 18 pairs and further on into 2 blocks of $9^7$ pairs. This means that a respondent is faced with a set of 9 choice sets.

3.6 Formulating the Questionnaire

The questionnaire consisted of five sections. Section 1 gathered information on the respondents current travel patterns. In section 2, respondents were asked to make a choice in a job search context between two scenarios plus a status quo (i.e. the choice experiment was an “unforced choice”). Section 2 started with a warm up question which consisted of a choice pair example. The interviewer went through the example with the respondents to help them understand how to carry out the exercise. Additionally the warm up question was used to explain to the respondents the definition of each attribute as intended by the researcher. An example of how the 9 choice sets were presented to respondents is given in figure 3 below.

![Figure 3: An example of the Stated Preference choice pair](image)

7 The blocked choice sets are provided in appendix 5
Section 3 asked respondents to rank the variables using a four point importance scale. Section 4 comprised of questions that asked the respondents to identify the location of what they considered as an ideal work location. They were also asked to state the possible travel time, cost of transport and commuting distance for the ideal location. The final section consisted of questions that gathered socio-demographic information. The final research tool consisted of four principal questionnaires, two for the low income and two for the middle income group.

3.6.1. Piloting the Questionnaire

The questionnaire went through a piloting phase which aimed at testing the wording and general readability of the research tool. Twelve questionnaires were distributed to pilot all four versions of the questionnaires. Six questionnaires were given to the low income group (3 version 1 and 3 version 2) and 6 to the lower middle income group (3 version 3 and 3 version 4). The questionnaire tested well with both income groups. However, from the pilot changes needed to be made to the wording in section 4. It was found that some respondents found it difficult to answer the questions and hence some questions had to be rephrased. Because it took around 30 minutes to answer the questionnaire in the pilot, it was concluded that blocking the choice pairs again was not necessary. After piloting and making the necessary corrections, the final questionnaire was developed. A sample of the blank questionnaire is provided in Appendix 7.

3.7 Main Survey

This section provides a description of the techniques used to identify the sample size. It further explains the interviewer training, respondent recruitment process, the data collection process and impediments encountered in the data collection phase. Respondents were
selected based on the NHTS 2003 data. Individuals in the R3000-R6400 (low income) and R6401-R12800 8(lower middle) income band closely fit the study criteria.

3.7.1 Sampling

The sampling frame consists of 4595369 (STATSSA, 2011). The level of precision expected is 95%. The Yamane (1967) method was used to calculate the sample size using equation 1 below.

\[ n = \frac{N}{1+N(e)^2} \]  

(1)

From 1, the required sample size is given as,

\[ n = \frac{459536}{1+459536(0.05^2)} = 400 \text{ respondents} \]  

(2)

To validate the sample size and its appropriateness for DCE, literature on sampling for discrete choice was reviewed. Discrete choice literature suggests that a minimum sample of 50 individuals per sub-group be used (Ryan et al, 2008; Mangham, 2007; Hensher et al, 2005; Scott 2001). The chosen sample size of 400 was found to be suitable. The sample was split into 200 low income and 200 lower middle income respondents.

3.7.2 Training of Interviewers

Twenty interviewers went through a training session. The training session comprised of interviewers being familiarised with the interviewer guide and explaining to the criteria for screening respondents for the survey. It also consisted of alerting the interviewers of what they could and could not do during the interviews with respect to helping the respondents come up with answers. Emphasis was made that their role was to assist and not to answer the questionnaire for the respondents. The training session took 2 hours.

8 The 2003 income ranges were converted to 2013 prices.
9 This figure was identified through SuperCross software package
3.7.3 Survey Administration Mode

The questionnaire was paper based and was answered by the respondents with the help of trained interviewers. The role of the interviewers was to help respondents in the event that they did not understand the wording or how to go through the choice scenario exercise. However the example in section 2 (choice scenario) equipped respondents to easily go through the choice scenarios.

3.7.4 How the Sampling Points were identified

The AMPS (All Media Products Survey) suburb listing was used. This was chosen after consultation with the data collection company. Sampling suburbs were drawn from the list and matched to the expected profile in terms of income. Suburbs that showed a high probability of finding respondents using the criteria were selected. A limit of 10 interviews per sampling point was mandated and for the door to door interviews, respondents visited every 8th house. No more than 1 member per household could be interviewed, nor could neighbouring households be interviewed. For areas where door to door interviews were not feasible, interviewers could recruit respondents by going into shopping malls or other areas within the designated suburbs and used the screening guide to identify respondents.

3.7.5 Data Limitations

The ideal sample would have comprised of employed and unemployed respondents. Initially it was envisaged that it would be easy to recruit unemployed individuals given the high unemployment rates. However, once field work began, most of the unemployed individuals were either unwilling or unavailable for interviewing. A decision was made after 5 days of field work to discard employment status as a recruiting quota. Completed surveys consisted
of 409 questionnaires, of these, 400 were found to be usable. The data was entered into excel in a format to be imported into LIMDEP\textsuperscript{10} for data analysis.

3.8 Estimation Procedure

This section provides the theoretical derivation of the utility maximisation model using a combination of literatures namely, Koppelman and Bhat, 2006; World Bank Publications, 2013.

3.8.1 Discrete Choice Model Estimation

Discrete choice experiments methods borrow their theoretical underpinnings from utility maximisation theory.

3.8.1.1 Basic Utility Maximisation Theory

The idea is that individuals seek to maximise their utility. From the choice scenarios, an individual chooses a scenario that provides the greatest utility. Essentially what this implies is that individual utility can be represented using a random utility model. One of those models is based on McFadden (1974).

3.8.1.2 Conceptualising Utility Maximisation within a Job Choice Framework

The underlying premise of utility maximisation is that a respondent \( n \) is faced with \( J \) possible jobs and they must choose one that has the highest utility. For this thesis, they are described as scenarios and a respondent will choose a scenario if and only if,

\[ P\left(U_{n_i} > U_{n_j}, \forall i \neq j \in J\right) \quad (3) \]

What the above suggests is that, respondent’s \( n \) utility function \( U \) can be represented by two distinct parts,

\textsuperscript{10} LIMDEP is statistical package with an NLOGIT package built into it to allow for statistical analysis and for the purposes of this thesis discrete choice analysis. \url{http://www.limdep.com/}
• A deterministic part $V_{ni}$ which is a function of $m$ job attributes ($X_1 \ldots X_m$). Furthermore, each of these attributes can be weighted ($\beta_1 \ldots \beta_m$).

• A stochastic element $\varepsilon_{ni}$, which represents influences at an individual level that are unobservable which maybe an indications of variations in tastes. From the above, the utility representation can be written as in equation 6.

$$V_{ni} = \alpha + \beta_1 X_{1ni} + \beta_2 X_{2ni} + \cdots + \beta_m X_{mni} \quad (4)$$

$$U_{ni} = V_{ni} + \varepsilon_{ni} \quad (5)$$

$$U_{ni} = \alpha + \beta_1 X_{1ni} + \beta_2 X_{2ni} + \cdots + \beta_m X_{mni} + \varepsilon_{ni} \quad (6)$$

Given the above, the chosen scenario is evaluated based on all the other rejected options, the probability that respondent $(n)$ chooses scenario $i$ over scenario $j$ can be represented by the following,

$$P_{ni} = \Pr[U_{ni} > U_{nj}] \quad \forall i \neq j \in J \quad (7)$$

$$P_{ni} = \Pr[V_{ni} + \varepsilon_{ni} > V_{nj} + \varepsilon_{nj}] \quad \forall i \neq j \in J \quad (8)$$

$$P_{ni} = \Pr[\varepsilon_{ni} - \varepsilon_{nj} > V_{nj} - V_{ni}] \quad \forall i \neq j \in J \quad (9)$$

3.9 Multinomial Logit

By making the assumption that the error terms in (9) follow a Gumbel distribution a multinominal model in a discrete choice framework can be estimated. Under the Gumbel distribution, it is assumed that the cumulative distribution of the error terms can be closely approximated to the normal distribution. The relationship is shown in fig 4.
The error terms are further assumed to be independently and identically distributed (IID) (McFadden, 1974); a multinomial logistic model can be derived and is given in equation 10 below.

\[
Pr(i) = \frac{exp(V_i)}{\sum_{j=1}^{I} exp(V_j)}
\]  

Where: \(Pr(i)\) is the probability of the decision-maker choosing alternative \(i\) and \(V_j\) is the systematic component of the utility of alternative \(j\).

For the purposes of this research, the decision making utility equation of the form in (6) is used for modelling purposes.
CHAPTER 4

Description of the Data and Findings

4.1 Introduction

The central aim of this research is to bring the notion of choice into a job choice context and in doing so argue that an increase in job catchment sizes does not imply an increase in utility but that utility increases until a point is reached where utility begins to decrease. This chapter maps out how the data analysis was carried out and the different aspects within the data set that were looked into. It also provides the results that came out in the analysis. Several models for each subgroup will be presented and a “best fit” model is selected for each group. Additionally, the criterion that is used to select the “best fit” model is briefly discussed basing it on both theoretical arguments and literature on similar applications. This forms the foundation to introduce the statistical findings used in arguing for the above mentioned hypothesis.

4.2 Description of Data

The final sample for analysis consisted of 400 respondents. The sample consisted of an equal split (200) between the low and lower middle income respondents. The selection of respondents was based on income groups (previously defined). AMPs were used to help identify the suburbs that would result in a high respondent rate. To achieve the required sample size, 500 respondents were approached leading to an 80% response rate.
4.2.1 Socio-Demographic Characteristics of Respondents

Descriptive characteristics were calculated for the sample. The ages of the respondents ranged from 19 to 65 years. The median age ranges were, 36-44 and 46-54 in the low and lower middle income groups respectively. 50.5% of the respondents were male and 49.5% female, this shows a good spread in gender for the survey. The data also showed that Indians were under represented, with the remaining races taking an almost equal share each. All of the respondents were employed.

Table 7: Characteristics of the Sample

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n=400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median Age Low income</td>
<td>36-44</td>
</tr>
<tr>
<td>Median Age Lower middle income</td>
<td>46-54</td>
</tr>
<tr>
<td>Sex: Male</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>198</td>
</tr>
<tr>
<td>Male</td>
<td>202</td>
</tr>
<tr>
<td>Have you thought of changing your job?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>156</td>
</tr>
<tr>
<td>No</td>
<td>244</td>
</tr>
<tr>
<td>Would you take a salary decrease?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>58</td>
</tr>
<tr>
<td>No</td>
<td>342</td>
</tr>
<tr>
<td>Mean level of Education</td>
<td></td>
</tr>
<tr>
<td>Below Matric</td>
<td>110</td>
</tr>
<tr>
<td>Matric</td>
<td>166</td>
</tr>
<tr>
<td>Tertiary</td>
<td>124</td>
</tr>
</tbody>
</table>
The questionnaire also contained close ended questions in addition to questions on socio-demographic characteristics. A brief representation of responses to the questions is provided in Table 1 above. These questions aided in getting an understanding of an influence of these factors on individual decisions.

4.3 Results from semi-structured questions

4.3.1 Views on Salary Decrease
One fundamental aspect to observe was the willingness of respondents to take a salary decrease. Willingness to take a salary decrease was probed by asking the respondents to relate to situations where they had previously looked for a job. The questions asked was, “Are you willing to take a salary decrease to work in the ideal location? This gave the respondents an opportunity to visualise locations they had previously considered as ideal work locations with regards to transport costs, travel time and proximity to other daily activities. Out of the 400 respondents, 58 indicated that they were willing to take a salary decrease for an opportunity to work in the ideal location. Additionally, the data also shows that among the respondents who indicated they would take a decrease in salary, the stated decrease in salary was not substantial and in most cases the amount is equivalent to what they are currently spending on transport costs per month. 352 respondents indicated that they were not willing to take a salary decrease to work in the ideal work location.

4.3.2 Perceptions on different attributes
Five variables were used to describe the hypothetical jobs scenarios. The importance of these variables in job search was elicited using a 4 point importance scale. The results are presented in figure 5. From figure 5, respondents from both income groups showed that change in salary and costs of transport are the top most important variables. Respondents from the low income group indicated distance as most important more frequently than in the lower middle
income groups. Additionally, the number of respondents in the lower middle income view the number of jobs advertised in a month and travel time as important more frequently than in the low income group.
Figure 5: Importance of Variables
Panel C in fig 5 shows the pooled data, change in salary and costs of transport are viewed as the top most important variables by the respondents. Travel time in the pooled data was still perceived to be most important by many of the respondents. Only a few individuals rated change in salary as not important.

4.3.3 Travel times and Distances Comparisons

Fig 6 shows the commuting times and travel distances for the low and lower middle income groups.

Figure 6: Commuting Time and Distance Comparisons

Over 50% of all respondents travel less that 30 minutes to work. For both income groups, the most frequent commuting distance is between 10km and 15 km. However, 173 out of 400 respondents travel distances greater than 15 kilometres.

4.3.4 How many people thought of changing their jobs, or take a salary decrease.

It was also important to evaluate whether the respondents had thought of changing their jobs or if they would take a salary decrease to work in locations they considered convenient. Fig 7 shows the reponses to the questions.
Compared to the low income group more people (65.5%) in the lower middle income group indicated that they had not considered changing their jobs 6 months prior to the survey. Furthermore, the number of respondents who indicated that they were willing to take a salary increase was low (14.5% of the total sample), in that respect no distinction was made between the low and the lower middle income for this particular analysis. The results are shown in fig 7 panel b.

4.3.5 People spending more than 10% of income on transport per month

From the sample, it was found that most respondents spend more than 10% of their income on transport. This characteristic was observed to be more frequent among the lower middle income group. This was a rather interesting finding given that the lower income respondents were recorded to have shorter commutes compared to the low income. The number of respondents who are within the 10% benchmark is high for the low income group compared to the lower middle income. These results are presented in Fig 8.

Additionally, an analysis was carried out to understand the transport costs associated with the ideal locations. Current commuting costs for respondents were compared to commuting costs they would incur if they were working in a location of their choice (ideal location). The aim
was to try and identify the difference in transport costs between the two scenarios and evaluate whether the preferred location would result in most respondents incurring transport costs within the 10% benchmark.

From the graph in panel (b) of fig 8, there is a substantial decrease in monthly transport costs in the ideal location from the current situation. This is an encouraging result in a context where a reduction in transport costs is a fundamental issue. For the low income group, the number of respondents spending over 10% of income is almost close to zero in the ideal situation. For the lower middle income respondents, there is also a remarkable decrease in the monthly transport costs. The number of individuals spending more than 10% on transport costs for the lower middle income drops by almost 53%.

Figure 8: Monthly income dedicated to transport

4.4 Results from the Discrete Choice Experiment (DCE)

All 400 respondents answered the discrete choice experiment section. Four versions of the questionnaires were used and these were split between 100 respondents in each income group.
4.4.1 Status Quo Analysis

The choice experiment consisted of a third alternative which was the opt-out or status quo making it an “unforced choice” experiment. Analysis of how the status quo performed in relation to alternatives 1 and 2 was carried out. The combined discrete choice exercise responses from both income groups show that, 30% of the time, the status quo was chosen in the lower middle income group and 27% of the time in the low income group. The alternatives 1 and 2 were chosen 20% and 23% of the time by the lower middle and low income groups respectively. Figure 9 shows the number of times the status quo was chosen by the low and lower middle income group. There were no distinguishing characteristics between alternatives 1 and 2, hence they are combined and labelled as 1&2 in figure 9.

![Choice Frequencies](image)

Figure 9: Status Quo versus Alternative 1 and 2

Several plausible explanations can be given to explain the high frequency of the status quo relative to alternatives 1 and 2; these are discussed in Chapter 5.

4.4.2 Econometric Model Analysis

The data is analysed based on the assumption of a multinomial logit function. The multinomial logit (MNL) was used to analyse the data due to its statistical flexibility and the underlying assumptions from which the model is derived. The logit function is composed of
the utility for each scenario or alternative and this is used to derive the part worth utilities for each of the variables or attributes.

The experiment was structured such that two forms of analyses could be carried out,

1. An analysis of the forced choice (using alternative 1 and 2) case.
2. An analysis of the unforced choice (using alternative 1, 2 and the status quo as a 3rd and opt out alternative) case.

For the income groups, the above mentioned analyses were carried. As indicated previously, 400 respondents were surveyed. These were split into 200 lower middle income and 200 low income group respondents. The key differentiating characteristics between the samples was the level of income and the mode of transport to work. These two data sets were analysed separately to remove possibilities of combining groups with incompatible characteristics.

For each of the sub groups, the econometric model estimation, i.e., the probability that one of the alternatives (1, 2, or the status quo) is observed for each choice set for a respondent takes the form,

\[
(P_{ni} = 1) = \alpha_1 + \beta_1 X_{1ni} + \beta_2 X_{2ni} + \cdots + \beta_m X_{mni} + \varepsilon_{ni} ,
\]

similar to that expressed in equation 7. The econometric package LIMDEP 7 NLOGIT was used to estimate the models.

4.4.2.1 Establishing the a Priori expectations of the variables and how they influences Utility

Literature and economic theory informed on the behaviour of the variables hence their expected signs.

A total of five core variables plus socio-demographic characteristics were used in the analysis.
• *Distance*— the influence of distance on utility is expected to be negative. This means that as commuting distance increases, the utility is expected to decrease. Six dummy variables were created for distances to represent the six commuting distances in the questionnaire. This was done to decompose the influence of distance across six catchment sizes with the hope of identifying the catchment size that provided the greatest part worth utility. Furthermore, dummy variables were used to capture non-linear characteristics. The effects of longer commuting distance might dominate that of shorter commutes, by creating dummy variables for all catchment areas, the effect of distance can be estimated for various distances. With that in mind, it is possible to observe positive utility for some commuting distances and negative utility for others.

• *Travel time*— is expected to have a negative sign, as the travel time increases, for an alternative, the attractiveness of that alternative is reduced.

• *Cost of transport*— is expected to have a negative sign. Individuals are expected to be more sensitive to high transport costs and hence the contribution to the total utility is expected to be negative.

• *Change in salary*— change in salary was defined as the additional salary a respondent gets in each scenario. It is therefore expected that change in salary will have a positive sign and a positive effect on an individual’s utility.

• *Number of job opportunities*— is represented by job opportunities that become available every month within an area. This variable is expected to take a positive sign thus having a positive effect on an individual’s utility.

### 4.4.2.2 Criteria used to choose the “best fit” model

Several models were estimated by trying out different combinations of variables until one mode that better represents (“best fit”) the behaviour of respondents. To ensure that variables were not included randomly into the models a priori expectations, economic theory and the
level of significance were used to inform on the variables to include. The acceptable adjusted rho squared for this type of analysis lies between 0.2-0.4 (Hens her et al., 2005). A 5% level of significance was used, however in some cases a 10% level was also acceptable.

One of the fundamental aspects for this research is to analyse the influence of individual distances on utility. The approach taken was to create dummy variables for each of the commuting distances and these represent catchment sizes. From here on, catchment size and distance are used interchangeably with,

Catchment 1 is less than or equal to 5 km (DIST1)
Catchment 2 is less than or equal to 10km (DIST2)
Catchment 3 is less than or equal to 15km (DIST3)
Catchment 4 is less than or equal to 20km (DIST4)
Catchment 5 is less than or equal to 25km (DIST5)
Catchment 6 is less than or equal to 30km (DIST6)

4.4.3 Summary of Models and the Type of Analysis Carried out

Several statistical analyses where carried out. Table 8 provides a preview of the type of analyses carried out. A brief description of the analysis and the section discussing the analysis is provided in the table.
Table 8: Preview of Estimated Model Variants, Type of Analyses and the Sections in which they are discussed

<table>
<thead>
<tr>
<th>Type of analysis</th>
<th>Forced choice</th>
<th>Unforced choice</th>
<th>Forced choice</th>
<th>Unforced choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression analysis to find the “best fit” models</td>
<td>4.5.1.1</td>
<td>4.5.3.1</td>
<td>4.5.1.3</td>
<td>4.5.4.3</td>
</tr>
<tr>
<td>Analysis of the alternatives specific constant (ASC)</td>
<td></td>
<td>4.5.3.1</td>
<td></td>
<td>4.5.3.1</td>
</tr>
<tr>
<td>Importance of Attributes – Monetary worth</td>
<td>4.5.2.1</td>
<td>×</td>
<td>4.5.2.2</td>
<td>×</td>
</tr>
<tr>
<td>Impact of Catchment Size and Utility</td>
<td>4.6.1</td>
<td>4.6.3</td>
<td>4.6.1</td>
<td>4.6.3</td>
</tr>
<tr>
<td>Impact of Number of Jobs and Utility</td>
<td></td>
<td></td>
<td>4.6.2</td>
<td>4.6.2</td>
</tr>
<tr>
<td>Analysis of Willingness to take / not take a salary decrease</td>
<td>4.7.1</td>
<td></td>
<td>4.7.2</td>
<td></td>
</tr>
<tr>
<td>Influence of income on Job Decisions</td>
<td>4.8.1</td>
<td>×</td>
<td>4.8.1</td>
<td>×</td>
</tr>
<tr>
<td>Influence Age on Job Decisions</td>
<td>4.8.2</td>
<td>×</td>
<td>4.8.2</td>
<td>×</td>
</tr>
<tr>
<td>Influence of Gender on Job Decisions</td>
<td>4.8.3</td>
<td>×</td>
<td>4.8.3</td>
<td>×</td>
</tr>
</tbody>
</table>

4.5 Estimated models and choosing the “best fit” model for each income group

In the beginning of this chapter, descriptive statistics for the data were provided as well as some results on the qualitative sections of the questionnaire. This section will describe some of the models that were estimated in the analysis and then conclude by identifying the models that best fit each of the income groups.

4.5.1 “Forced choice” models for the low and lower middle income groups

Main effects models were estimated to understand the impact of individual attributes. The first model to be estimated comprised of all variables. It was also important to verify if the willingness to take a salary influenced decisions; a dummy variable was created to capture this aspect. It took a value of 1 if individuals were willing to take a salary decrease and zero
otherwise. This was introduced to estimate one main effects model. The resulting coefficient for the dummy was not found to be statistically significant. It was concluded that taking a salary decrease was not an influencing factor and hence the dummy variable was excluded in the analysis. In all cases, attributes entered into the utility function using a linear specification. Selected results from some selected main effects “forced choice” models for both income groups are presented in Table 8.

### Table 9: Selected "Forced" Choice Models

<table>
<thead>
<tr>
<th>Attributes</th>
<th>LOW INCOME</th>
<th>LOWER MIDDLE INCOME</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td>Log likelihood Base model</td>
<td>-1247.66</td>
<td>-1247.66</td>
</tr>
<tr>
<td>Log likelihood Choice model</td>
<td>-819.21</td>
<td>-811.25</td>
</tr>
<tr>
<td>Rho-squared</td>
<td>0.34</td>
<td>0.35</td>
</tr>
<tr>
<td>Number of Observations</td>
<td>3600</td>
<td>3600</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attributes</th>
<th>LOW INCOME</th>
<th>LOWER MIDDLE INCOME</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td>Log likelihood Base model</td>
<td>-1247.66</td>
<td>-1247.66</td>
</tr>
<tr>
<td>Log likelihood Choice model</td>
<td>-819.21</td>
<td>-811.25</td>
</tr>
<tr>
<td>Rho-squared</td>
<td>0.34</td>
<td>0.35</td>
</tr>
<tr>
<td>Number of Observations</td>
<td>3600</td>
<td>3600</td>
</tr>
</tbody>
</table>

* this represents the missing p-value for the base dummy

4.5.1.1 Analysing the forced choice models for the low income respondents

Table 8 provides some of the selected main effects models from the data analysis. The model that contained all variables was compared to all subsequent models for the low income groups. Models 1, 2 and 6 had a good rho-squared, however, the number of jobs advertised in Model 1 is not statistically significant at either 5 % or 10% and hence the model was discarded as a “best fit”. Dummy variables\(^\text{11}\) were introduced to Model 2 to capture the influence of the different commuting distances.

\(^{11}\) For each of the estimated models, one dummy variable was excluded. The \(\beta\) value for this dummy is calculated using \(1 - \sum_{i=1}^{n} \beta_i\)
From the estimation of Model 2, number of jobs advertised and the dummy for distance 5 were not statistically significant. From the two estimated models, number of jobs advertised was not significant; it was dropped from the subsequent models. For Model 6 a new dummy variable called distance 5a was created which comprised of all distances greater or equal to 25km. This was based on the assumption that distances greater or equal to 25 had similar effects on utility. These commuting distances represent relatively longer commutes. This assumption was made based on the behaviour of the dummy variables from preceding models. For Model 6 all variables we found to be statistically significant at the 5% level of significance and the variables have the expected signs. This model was chosen as the “best fit” for the low income group. Appendix 8 provides all estimated models for the low income groups.

4.5.1.2 “Best fit” model for the “forced” choice for the low income

Model 6 was selected as the “best fit”. This consisted of travel time, cost of transport, change in salary and dummy variables DIST2, DIST3, DIST4, and DIST5a. The rho-squared for the model is 0.35.

From the results, the model is given by,

\[ U_{LI} = -0.023 \times \text{Travel Time} - 0.001 \times \text{Cost of Transport} + 0.002 \times \text{Change in Salary} \\
+ 1.528 \times \text{DIST1} + 1.561 \times \text{DIST2} + 0.939 \times \text{DIST3} + 1.009 \times \text{DIST4} \\
- 4.034 \times \text{DIST5a} \]

Where: \( U_{LI} \) is the utility for the low income group.

\( \text{DIST1, DIST 2, DIST 3, DIST 4, DIST5a are dummy variables for distances of 5, 10, 15, 20, } \geq 25 \text{ km respectively.} \)
4.5.1.3 Analysing the “forced” choice models for the lower middle income respondents

Like in the case of the low income group, the first model to be estimated included all variables. This was used as a gauge for all successive models. In addition to the rho-squared, the significance of variables and the behaviour of variables as defined earlier were also used to inform on the “best fit” model. Out of the estimated models, Model 1, 2 and 4 were selected for the lower middle income groups. Model 1 (main effects only) consisted of all the variables that were used in the questionnaire. From the results in Table 8, the behaviour of number of jobs advertised was inconsistent with a priori expectation; it also had a poor level of significance. Although the expected signs for distance and change in salary were consistent, these variables were found not significant at either the 5 or 10% level of significance. Dummy variables were introduced in Model 2 to try and capture the influence of different commuting distances on utility. Besides the high rho-squared value, most variables were found not significant at either the 5 or 10% level. Model 4 was concluded to be the “best fit” for the lower middle income group. All variables have the expected signs and are mostly significant at 5% with the dummy variable for distance (at 30km) being significant at 10%. Appendix 8 provides all estimated models for the lower middle income respondents.

4.5.1.4 “Best fit” model for the “forced” choice case for the lower middle income group

From the presented models for the lower middle income groups, Model 4 was concluded to be the “best fit” model with a rho-squared of 0.36. The model takes the form shown below.

\[
U_{\text{LMI}} = -0.017 \times \text{Travel time} - 0.001 \times \text{Cost of Transport} + 1.976 \times \text{Change in Salary} \\
- 2.428 \times \text{DIST1} + 1.681 \times \text{DIST2} + 0.575 \times \text{DIST3} + 0.892 \times \text{DIST4} + 0.281 \times \text{DIST5a}
\]

Where: \(U_{\text{LMI}}\) is the utility for the lower middle income group.
DIST1, DIST2, DIST3, DIST4, DIST5a are dummy variables for distances of 5, 10, 15, 20 and >=25 km respectively.

4.5.2 Importance of attributes in monetary terms for the Low and Lower middle income groups

This section explains the monetary value that individuals places on attributes. The inclusion of a monetary value in this case (cost of transport) accommodated the calculation of this aspect. This can be estimated as the reciprocal of the coefficients of interest to the negative of the monetary attribute (World Bank Publications, 2012).

This is estimated by the equation,

\[ WTP_{xm} = - \frac{\partial U}{\partial x_m} = - \frac{\beta_m}{\hat{\beta}_1} \]  

(12)

What the above equation implies is that the WTP for a particular attribute \( x_m \) is calculated as the amount of money that a respondent has to forgo to get a higher level of the attribute. Based on the “best fit” models estimated for the low and lower middle income groups, and using the cost of transport as the monetary reference value \( (x_1) \), the values for the \( \beta \)s can be substituted in equation 12. For selected attributes, the monetary worth of each attribute is calculated.

4.5.2.1 Value of Travel time and Distance for the low income Respondents

For the low income group the implied value computed for each attribute is given by:

\[ Value \ of \ Traveltime_{LI} = -\frac{-0.023}{-0.001} = R23, \]  this implies that respondents equate additionally time dedicated to a work trip with R23 per trip.

The implied value of travel distance is only calculated for the distances that have the highest part worth utility (absolute). In that regard, the implied value for distance is calculated for
DIST5a (commuting distance &ge;25km) and DIST3 (commuting distance of 5 km). The values computed for the distances are given by:

\[
Value_{DIST5a} = -\frac{-4.034}{-0.001} = R4034 \text{ per month}, \text{this implies that travel distance of greater than 25km is worth of R4034 per month. For a commuting distance of 5 km, the implied value is given by:}
\]

\[
Value_{DIST3} = -\frac{0.939}{-0.001} = R939 \text{ per month, this implies that respondents attach a cost of R939 for a commuting distance 5 km.}
\]

4.5.2.2 Value of Travel time and Distance for the lower middle income Respondents

For the lower middle income group the implied value computed for each attribute is given by:

\[
Value_{Travel_{LMI}} = -\frac{-0.017}{-0.001} = R17 \text{ per trip.}
\]

For travel distance, the implied value is calculated for the distance of 5km (DIST1) and for distances greater or equal to 25km. These two commuting distances provide the largest and lowest absolute part worth contribution to utility. The implied value computed for each distance is given by:

\[
Value_{DIST1_{LMI}} = -\frac{2.428}{-0.001} = R2428 \text{ per month}
\]

For distances greater or equal to 25 km, the implied value is given by:

\[
Value_{DIST5a_{LMI}} = -\frac{0.281}{-0.001} = R281 \text{ per month.}
\]

A detailed explanation of what the monetary values of the attributes reflect is given in chapter 5.
4.5.3 “Unforced choice” models for the low and lower middle income groups

Several models were estimated for the “unforced choice” case for the low and lower middle income group. All estimated models are presented in Appendix 9. The utility parameter estimates are presented in Table 9. The first model that were estimated for each of the income groups were the main effects model. This comprised of all the variables that were used in the design of the experiment. This is referred to as Model 1 in both the low and lower middle income groups. Model 1 performed badly in both cases with regards to the rho-squared, expected sign of number of jobs advertised and the level of significance of distance.

An alternative specific constant was also introduced. This is used to capture the status quo effect. Several explanations have been put forward for the inclusion of the ASC (see Meyerhoff and Liebe, 2006). One such explanation is to measure the inertia to move or measuring the utility associated with staying in the current situation or moving. Adamowicz et al., (1998) explained that a negative and significant coefficient of the ASC shows the loss in utility associated with leaving the current situation. On the other hand, a positive and significant ASC represents the utility that respondents get from staying in the current situation i.e. not changing. For the purposes of this research, ASC will be explained as suggested by Adamowicz et al., (1998).

4.5.3.1 Analysing the “unforced choice” models for the low income respondents

From the chosen models, Model 2 was estimated and this included all the 5 variables plus an alternative specific constant (ASC) for the status quo. The rho-squared for this model was still low and below the expected range. Dummy variables were created and they represented commuting distances of 5, 10, 15, 20, 25, 30km. Model 8 which had all variables and the ASC was estimated. This excluded the dummy for distance of 5km. The results from this model show that for some variables the resulting utility parameters are not statistically significant at the 5 or 10% level. Model 9 was estimated by excluding the ASC; this did not
show any improvement from Model 8. All variables that were constantly found as not significant (travel time and change in salary) in the preceding models were dropped from estimating Model 12. This model performed better with regards to the behaviour of variables and the significance of the variables, however the rho-squared was still slow. Model 12 was concluded to be the “best fit” for the low middle income group.
Table 10: Unforced choice models for the low and lower middle income groups

<table>
<thead>
<tr>
<th>Attributes</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>-0.005</td>
<td>0.398</td>
<td>-0.006</td>
<td>0.448</td>
<td>-0.016</td>
<td>0.001</td>
<td>-0.020</td>
<td>0.000</td>
<td>-0.005</td>
<td>0.003</td>
<td>-0.008</td>
<td>0.004</td>
<td>-0.011</td>
<td>0.000</td>
</tr>
<tr>
<td>Travel Time</td>
<td>-0.008</td>
<td>0.004</td>
<td>-0.008</td>
<td>0.005</td>
<td>-0.003</td>
<td>0.212</td>
<td>-0.005</td>
<td>0.022</td>
<td>-0.011</td>
<td>0.000</td>
<td>-0.011</td>
<td>0.000</td>
<td>-0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>Cost of transport</td>
<td>-0.001</td>
<td>0.000</td>
<td>-0.001</td>
<td>0.000</td>
<td>-0.001</td>
<td>0.000</td>
<td>-0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.335</td>
<td>0.000</td>
<td>0.074</td>
<td>0.000</td>
<td>0.428</td>
</tr>
<tr>
<td>change in salary</td>
<td>0.000</td>
<td>0.026</td>
<td>0.000</td>
<td>0.150</td>
<td>0.000</td>
<td>0.758</td>
<td>0.000</td>
<td>0.019</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>Number of jobs Advertised</td>
<td>-0.028</td>
<td>0.000</td>
<td>-0.029</td>
<td>0.000</td>
<td>-0.013</td>
<td>0.031</td>
<td>-0.026</td>
<td>0.000</td>
<td>-0.013</td>
<td>0.016</td>
<td>-0.057</td>
<td>0.000</td>
<td>-0.035</td>
<td>0.000</td>
</tr>
<tr>
<td>DIST1</td>
<td>-0.291</td>
<td>0.000</td>
<td>-0.291</td>
<td>0.000</td>
<td>-0.100</td>
<td>0.361</td>
<td>-0.301</td>
<td>0.002</td>
<td>0.965</td>
<td>0.000</td>
<td>0.759</td>
<td>0.000</td>
<td>1.020</td>
<td>0.000</td>
</tr>
<tr>
<td>DIST2</td>
<td>-0.489</td>
<td>0.000</td>
<td>-0.489</td>
<td>0.000</td>
<td>-0.317</td>
<td>0.000</td>
<td>-0.409</td>
<td>0.000</td>
<td>0.472</td>
<td>0.000</td>
<td>0.240</td>
<td>0.047</td>
<td>0.512</td>
<td>0.000</td>
</tr>
<tr>
<td>DIST3</td>
<td>-1.204</td>
<td>0.000</td>
<td>-1.204</td>
<td>0.000</td>
<td>-0.714</td>
<td>0.000</td>
<td>-1.254</td>
<td>0.000</td>
<td>-0.493</td>
<td>0.000</td>
<td>-0.397</td>
<td>0.005</td>
<td>-0.521</td>
<td>0.000</td>
</tr>
<tr>
<td>DIST4</td>
<td>-0.847</td>
<td>0.000</td>
<td>-0.847</td>
<td>0.000</td>
<td>-1.631</td>
<td>0.000</td>
<td>-0.906</td>
<td>0.000</td>
<td>-1.892</td>
<td>0.000</td>
<td>-1.054</td>
<td>0.000</td>
<td>-2.059</td>
<td>0.000</td>
</tr>
<tr>
<td>DIST5</td>
<td>-0.050</td>
<td>0.796</td>
<td>0.351</td>
<td>0.083</td>
<td>0.274</td>
<td>0.006</td>
<td>1.057</td>
<td>0.000</td>
<td>2.041</td>
<td>0.000</td>
<td>2.359</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*represents the p-value for the omitted dummy variable
4.5.3.2 “Best fit” for the “unforced choice” case for the low income respondents

Model 12 was concluded to be the “best fit”, with a rho-squared of 0.20. The resulting model is given by,

\[ U_{LI} = 0.274ASC - 0.001 \times \text{Cost of Transport} - 0.013 \times \text{Number of Jobs} + 4.400 \times \text{DIST1} \]
\[ - 0.301 \times \text{DIST2} - 0.444 \times \text{DIST3} - 0.495 \times \text{DIST4} - 1.254 \times \text{DIST5} \]
\[ - 0.906 \times \text{DIST6} \]

Where: \( U_{LI} \) is the utility for the low income group,

\( ASC \) is the alternative specific constant,

\( DIST \) represents dummies for distances of 5, 10, 15, 20, 25 and 30km respectively.

4.5.3.3 Analysing the “unforced choice” case for the lower middle income respondents

For model 1, the cost of transport was found to be not statistically significant and the rho-squared was also very low. To try and improve the model, an ASC was introduced to Model 2. However this did not significantly improve the model as indicated by a very low rho-squared. Dummy variables were introduced to try and distribute the effect of distance to respondent’s preferences. Model 3 was estimated and it improved on Model 2. However, the level of significance of cost of transport and number of jobs advertised were outside the expected boundaries. A model that excluded cost of transport, number of jobs and the ASC was also estimated, all remaining variables were found to be significant. Given the attractiveness of reporting the ASC in the “unforced choice” cases, Model 13 was not considered to be a “best fit” model. Model 14 was estimated, this introduced back into the equation the ASC and all included variables were found to be significant at the 5 % level of significance. For the lower middle income, Model 14 was chosen as the” best fit” model.
4.5.3.4 “Best fit” model for the “unforced” choice for the lower middle income group

Model 14 was concluded to be the “best fit” model for the lower middle income group with a rho squared of 0.24. The resulting model is as shown below,

\[ U_{LMI} = 2.539ASC - 0.005 \times \text{Travel Time} + 0.001 \times \text{Change in Salary} + 1.605 \times \text{DIST1} \]
\[ + 1.020 \times \text{DIST2} + 0.512 \times \text{DIST3} + 0.442 \times \text{DIST4} - 0.521 \times \text{DIST5} \]
\[ - 2.059\text{DIST6} \]

Where: \( U_{LMI} \) is the utility for the low income group,

\( ASC \) is the alternative specific constant,

\( DIST1, DIST2, DIST3, DIST4, DIST5 \) and \( DIST6 \) are dummy variables for distances of 5, 10, 15, 20, 25 and 30 km respectively.

All variables for this model were found to be statistically significant.

4.6 Utility with respect to the different Catchment Sizes (commuting distances)

This section reports results on the impact of catchment size or commuting distance on utility. For the two income groups, the relationship between utility and distance is analysed for the “forced choice” case and the “unforced choice” cases.

4.6.1 Impact of Catchment Size and Utility: “Forced” Choice case for the low and lower middle income respondents.

Figures 10 and 11 show the utility attained for each commuting distance for the “forced choice” case for respondents in each of the income groups.

0 shows the utility for the low income respondents, the results show that utility is high and positive for shorter commuting distance but as distance increases the utility decreases and becomes negative after a commuting distance of about 21km. Still, there are some respondents who were observed to commute more than 21km.
An analysis for the lower middle income respondents was carried out and is presented in figure 11. The diagram shows that respondents in the lower middle income group have positive utilities for distances just around 10 kilometres and beyond that the utility becomes negative.
The fundamental aspect presented in the diagrams is that utility decreases with an increase in distance. This aspect is discussed further to better understand the provision of choice and how this impacts utility.

4.6.2 Impact of Number of Jobs and Utility for the low and lower middle income respondents.

The central aim of this discussion is to investigate the impacts of a reduction in trip end choices to employees. This is seen as a starting point in understanding the amount of accessibility that cities should provide. With that in mind analysing the impact of number of jobs available on utility is vital in this discussion. The fundamental aspect is to find linkages between the number of jobs advertised per month, catchment size and the utility. Appendix 3 provides the relationship between the number of jobs advertised per and each catchment size.

By finding these linkages, this discussion hopes to find a catchment size hence the size of the proposed sub-city that provides “sufficient” accessibility. The relationship between utility and the number of jobs advertised for the low and the lower middle income respondents are provided in figure 12 and 13 respectively.

- **Relationship between Utility and Number of jobs**

![Relationship between Utility and Number of jobs](image)

Figure 12: Impact of the Number of Jobs Advertised on Utility for the Low income respondents
For the low income individuals, figure 12 shows that as the number of jobs advertised increases, there is a decrease in the amount of utility that respondents attain. Though figure 12 does not provide a perfect fit, at this point it closely presents the relationship that this discussion is trying to present. Negative utilities are experienced when the number of jobs that open up is close to 30 jobs per month.

For the lower middle income figure 13 shows that the highest utility is achieved when individuals are presented with 3 new job openings per month. The diagram shows a negative relationship between utility and the number of jobs advertised.

![Figure 13: Impact of the Number of Jobs on Utility for the Lower Middle income respondents](image)

Figure 13 provides a close representation of the responsive of utility to the number of jobs advertised. A step further is taken to relate the number of jobs advertised and the catchment size to establish whether they can aid in defining the sizes of the suggested sub-cities. This further discussed in Section 5.3.4.
4.6.3 Impact of Catchment Size and Utility: “Unforced Choice” case for the low and lower middle income respondents

An analysis of the relationship between utility and catchment size for the unforced” choice scenario was carried out for both income groups. Due to the presence of the status quo as a valid choice option, the utilities that emanated from the unforced choice analye are different from the forced choice scenario. In that respect, the responsiveness of utility to changes in catchment size is analysed. The results that came out of the analysis of the utility and distance relationship are presented in fig 14 and 15 below for the “unforced choice” cases for the low and lower middle income groups respectively.

Figure 14: Responsiveness of Utility to changes in distance for the low middle income

The results show that the relationship between utility and distance for the “unforced choice” is highly negative for respondents. However, the diagram indicates that there is a downward trend in utility yielded as distance increase. Data points for possible status quo effect are
shown in the diagram. These data points represent the status quo, and the levels of utility being achieved by respondents in the current situation. The overall finding shown by this diagram is that there is a decrease in utility as the catchment size increases. This was the same relationship found in the “forced choice” case. Additionally, combining this finding and the magnitude of the ASC in the regression analysis shows a huge influence of the current situation to overall utility.

A similar analysis was done for the lower middle income for the “unforced choice” case. The results are presented in the diagram below.

![Perceived Utility for the different Distances](image)

**Figure 15: Responsiveness of Utility to changes in distance for the lower middle income**

The results show a positive utility for respondents. However, the magnitude of the utilities appears to decline with an increase in distance. For this group of respondents utility is positive for all distances but relatively low for longer distances. A downward trend in the utility is observed with an increase in distance. The diagram also shows the data points for
the status quo and the utility attained for the distances, the results show that there is potential to improve on the status quo for respondents.

One important result flowing from the analysis of the “forced” and “unforced” cases is that with an increase in catchment size or commuting distances, there was a decrease in utility. It is important to note that the commuting distance at which negative utility sets in for the “forced” and “unforced” choice cases varies for both income groups. This may be attributed to the status quo effect and how it is viewed relative to the proposed scenarios (alternative 1 and 2). This will be discussed further in chapter 5.

4.7 Analysis of data for willingness to take/ not take a salary decrease

This part of the discussion focuses on the results for respondents depending on their responses to willingness to take a salary decrease. The aim is to try and evaluate if preferences among these two groups of respondents are different and to also capture whether this is a possible source of inertia. The data for the 400 respondents was split into 2 groups, those willing to take a salary decrease (58 respondents) and those not willing to take a salary decrease (342 respondents). The “forced” choice models results are presented in Table 10 below. Appendix 10 provides all estimated models for this analysis.

Table 10: "Forced Choice" models for willingness to take a salary decrease to work in an ideal location

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Yes I would take a salary Decrease</th>
<th>No I wont take a salary Decrease</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td>Log likelihood Base model</td>
<td>-978.03</td>
<td>-978.03</td>
</tr>
<tr>
<td>Log likelihood Choice model</td>
<td>-660.38</td>
<td>-665.61</td>
</tr>
<tr>
<td>Rho-squared</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>Number of Observations</td>
<td>1412</td>
<td>1412</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attributes</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>-0.0817</td>
<td>0.0019</td>
<td>-0.0554</td>
<td>0.0031</td>
<td>-0.0554</td>
<td>0.0031</td>
<td>-0.0242</td>
<td>0.0004</td>
<td>-0.0242</td>
<td>0.0004</td>
</tr>
<tr>
<td>Travel Time</td>
<td>-0.0037</td>
<td>0.5794</td>
<td>-0.0017</td>
<td>0.0000</td>
<td>-0.0017</td>
<td>0.0000</td>
<td>-0.0015</td>
<td>0.0000</td>
<td>-0.0015</td>
<td>0.0000</td>
</tr>
<tr>
<td>Cost of transport</td>
<td>-0.0013</td>
<td>0.0010</td>
<td>-0.0011</td>
<td>0.0022</td>
<td>-0.0011</td>
<td>0.0022</td>
<td>-0.0006</td>
<td>0.0004</td>
<td>-0.0006</td>
<td>0.0004</td>
</tr>
<tr>
<td>change in salary</td>
<td>0.0004</td>
<td>0.1775</td>
<td>0.0007</td>
<td>0.0279</td>
<td>0.0005</td>
<td>0.1050</td>
<td>0.0006</td>
<td>0.0024</td>
<td>0.0010</td>
<td>0.0000</td>
</tr>
<tr>
<td>Number of jobs advertised</td>
<td>-0.0036</td>
<td>0.7992</td>
<td>-0.0191</td>
<td>0.2793</td>
<td>-0.0191</td>
<td>0.2793</td>
<td>-0.0115</td>
<td>0.1970</td>
<td>-0.0115</td>
<td>0.1970</td>
</tr>
<tr>
<td>DIST1</td>
<td>1.3823</td>
<td>0.0676</td>
<td>2.4220</td>
<td>0.0000</td>
<td>2.4220</td>
<td>0.0000</td>
<td>2.6657</td>
<td>0.0000</td>
<td>2.6657</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST2</td>
<td>1.3209</td>
<td>0.0232</td>
<td>2.0565</td>
<td>0.0000</td>
<td>2.0565</td>
<td>0.0000</td>
<td>1.8973</td>
<td>0.0000</td>
<td>1.8973</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST3</td>
<td>0.4896</td>
<td>0.3252</td>
<td>1.1450</td>
<td>0.0000</td>
<td>1.1450</td>
<td>0.0000</td>
<td>1.1611</td>
<td>0.0000</td>
<td>1.1611</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST4</td>
<td>0.7172</td>
<td>0.0103</td>
<td>1.0135</td>
<td>0.0000</td>
<td>1.0135</td>
<td>0.0000</td>
<td>1.0546</td>
<td>0.0000</td>
<td>1.0546</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST5</td>
<td>0.1358</td>
<td>0.5080</td>
<td>0.3070</td>
<td>0.0810</td>
<td>0.3070</td>
<td>0.0810</td>
<td>0.2523</td>
<td>0.0478</td>
<td>0.2523</td>
<td>0.0478</td>
</tr>
<tr>
<td>DIST6</td>
<td>-3.0458</td>
<td>-5.9445</td>
<td>-1.1025</td>
<td>-5.5413</td>
<td>-1.1025</td>
<td>-5.5413</td>
<td>-5.5413</td>
<td>-5.5413</td>
<td>-5.5413</td>
<td>-5.5413</td>
</tr>
</tbody>
</table>
The table makes a distinction between people who indicated that they were willing to take a salary decrease if they were to work in the ideal location. The ideal location was defined as a location that provided an individual with affordable transport, convenience in transport access among other aspects. In the questionnaire, respondents were asked to state the work location that they had previously identified as ideal in their job search.

4.7.1 Data Analysis for Respondents willing to take a salary decrease

Several models were estimated for respondents that were willing to take a salary decrease. From the estimated models, Model 1, 2 and 4 performed better. They were compared to identify the “best fit” model. Besides having an attractive $\rho^2$, Model 1 and 2 performed badly with regards to the significance of the variables. Model 4 was estimated and this has dummy variables for distance, cost of transport and change in salary. The estimated model had a high $\rho^2$ and all coefficients were found to be statistically significant at either 5 or 10 % level of significance.

4.7.1.1 “Best fit” model for respondents willing to take a salary decrease

Model 4 was concluded to be the “best fit” model with a $\rho^2$ of 0.33. All variables have the expected signs. The dummy variable for the distance of 30 km was excluded and the $\beta$ value is found as explained in footnote 12. For respondents who are willing to take a salary decrease, the model is as shown below.

$$U_{YSD} = -0.011 \times \text{Cost of Transport} + 0.0005 \times \text{Change in salary} + 2.4220 \times \text{DIST1}$$
$$+ 2.0565 \times \text{DIST2} + 1.1456 \times \text{DIST3} + 1.0135 \times \text{DIST4} + 0.3070 \times \text{DIST5}$$
$$- 6.5226 \times \text{DIST6}$$

Where: $U_{YSD}$ is the utility for respondents willing to take a salary decrease

$DIST1, DIST2, DIST3, DIST4,$ and $DIST5$ are dummy variables for distances of 5, 10, 15, 20, 25, 30 km respectively.
4.7.2 Analysing data for respondents not willing to take a salary decrease

From the estimated models, Models 1, 2 and 4 performed better. Model 1 contained all the variables identified in the study. All the variables had the expected signs and all coefficients were found to be statistically significant. However, investigating the effect of different commuting distances is essential and hence, dummy variables were introduced in Model 2. For this model, some dummy variables and the number of jobs advertised performed badly. Given that, number of jobs was omitted in estimating Model 4. In this model all variables had the expected signs and were significant at the 5% level.

4.7.2.1 “Best fit” model for people not willing to take a salary decrease

For respondents who were not willing to take a salary decrease, Model 4 was considered to be the “best fit”. Like in the case of respondents willing to take a salary decrease, distance has a greater influence on the utility. The resulting utility function for respondents not willing to take a salary decrease is given by the equation below.

\[
U_{NSD} = -0.0016 \times \text{Cost of Transport} + 0.0006 \times \text{Change in salary} + 2.2590 \times \text{DIST1}
\]
\[
+ 1.8973 \times \text{DIST2} + 1.1119 \times \text{DIST3} + 1.0208 \times \text{DIST4} + 0.253 \times \text{DIST5}
\]
\[
- 5.5413 \times \text{DIST6}
\]

Where; \(U_{NSD}\) is the utility for respondents willing to take a salary decrease’

\(DIST1, DIST2, DIST3, DIST4, DIST5\) and \(DIST6\) are dummy variable for distances of 5, 10, 15, 20, 25 and 30 km respectively.

4.8 Influence of Income level, Gender and Age on Job Attributes

It was also important to analyse the data to identify variations between age, gender and income to observe if different socio-demographic characteristics influenced preferences. This section estimates the models that factor in the influence of income, age and gender on the
utility. This was done to evaluate whether these variables influence respondent decisions. This will be done for the “forced choice” case for both income groups.

4.8.1 Influence of income on Job Choice decisions

As mentioned earlier, the data for the low and lower middle income groups was analysed separately, hence the findings are used to identify the preference by income category. Reference will be made to Table 9, to identify the preference of attributes by the different income groups.

Looking at the “best fit” models for the low and lower middle income group, the part worth utility for the travel time for respondents in the low income group is higher (-0.023) compared to the lower middle income group (-0.0017). These magnitudes indicated that the decrease in utility associated with commuting times is higher for the low income group.

Transport costs are valued the same by the respondents in both income. The preference for an increase in salary is however higher in the lower middle income group compared to the low income.

Analysis of the commuting distances shows that, the low income respondents have a higher preference for shorter commuting distances whereas the lower middle income preferences tend to vary between the different commuting distances, this is shown by the magnitudes of the part worth utilities for each of the commuting distances.

4.8.2 Effect of age on Job Choice decisions

Five age categories were used in this study. To evaluate the influence of age on preference, dummy variables were created for each of the age groups.

Dummy variables for the age ranges 18-24, 25-34, 45-54 were found to be significant implying that age played a role in influencing decisions for the above mentioned age groups.
Additionally, the results show that job choice decisions are greatly affected by age in the 45-54 age compared to any other age group. The influence is also high among the 25-34 age group respondents. Given that the 55-64 age group was the omitted dummy, it is difficult to evaluate whether age influences decisions among this group of respondents as its level of significance is not observable.

4.8.3 Effect of gender on Job Choice decisions

An analysis of gender and how it influences preference was carried. Dummy variables were created for males and females; these dummy variables were found to be significant in both cases. The results suggest that gender plays a role in influencing preferences. The weighting of gender in influencing preference was found to be higher among female respondents compared to males. Women have been observed in literature to define themselves as home makers and they prefer work locations that do not result in conflict between their work and family life (Konrad, et al., 2000). This could be a plausible explanation for the significance of gender in determining preferences.

4.8.4 Conclusion

This chapter presented the results from the data analysis. Descriptive statistics for the data were provided. An analysis of the data from the semi-structured questions was carried out to understand how respondents valued attributes. Several models were estimated for the “forced” and “unforced” choice cases. “Best fit” models were identified for each of the income groups for the two cases. Cost of transport was consistently found in all the estimated models. Influence of socio-demographic characteristics of gender, income and age were analysed. There was also an investigation into the willingness to pay for job attributes by both income groups.
Chapter 5

Discussion of Results

5.1 Introduction

The previous section estimated models for the low and lower middle income respondents. The study recruited respondents from selected suburbs of Cape Town to investigate the effects of an increase in choice on utility. The background for this study is that “transport poverty” is a pressing issue; unless interventions that move us from a “business as usual” path are implemented, the marginalised groups will continue to sink into a cycle of ever increasing transport expenditure. This section looks at the results that came from the study. The first step is to understand the results and link them to the current commuting trends in a Cape Town context and expand this to identifying what the results may mean for growing cities. Additionally the findings will also help in arguing why the current city structures are not sustainable from a transport affordability perspective.

The working hypothesis for this thesis is that an increase in choice does not continuously yield an increase in utility but that as choice increases the rate of increase in utility decreases until utility reaches a maximum and thereafter the benefits are negligible. The foundation for this discussion is based on the argument of the effects of “too much” choice (Schwartz, 2004). This thesis borrowed from the same formulation by arguing that there is catchment area (commuting distance) that provides individuals with “sufficient” choice such that they can maximise utility and beyond that point, the benefits of an increase in catchment size become negligible. This notion was presented in figure 1. The hope is that by analysing and
discussing the findings from this study, this maybe a starting point in addressing the issue of accessibility and perhaps identify the amount of accessibility that cities should provide.

5.2 Outcomes from the Semi-structured questions

The results from the semi-structured questions showed that change in salary and transport costs were the most important attributes for the low and lower middle income groups. In the current work locations some respondents are spending more than 10% of their income on transport. This can be attributed to the long commutes as home locations are in the peripheries. The ideal locations were characterised by shorter commutes relative to the current location. The results on the comparison of transport costs show a remarkable shift in transport expenditure with almost all individuals spending within the 10% benchmark on transport costs in the preferred work location. The average commuting time for the ideal location is around 20 minutes; represents a reasonable one way commuting time expressed in the focus groups. Furthermore, respondents indicated that their chosen ideal work location would enable them to either walk to work or have a shorter commuting. This is an encouraging finding especially in a context where a reduction in transport cost is a crucial aspect. What this finding suggests is that city structures that have short “radii” have the potential to result in transport cost savings which are essential within the public transport affordability debate.

5.3 Findings from the “forced” choice analysis

The identified “best fit” models estimated that an increase in travel time results in a decrease in utility for respondents. The noted decrease in utility given by the part worth utility of travel time for both income groups shows that for both income groups, time is an important resource. The results also indicate that transport cost is equally valued by both income groups. This is consistent with the results from the focus groups and the qualitative analysis.
An examination of the influence of change in salary for the two income groups, showed that respondents in the lower middle income groups have a propensity to choose a job that provided them with an increase in salary compared to the low income as shown by the coefficients of change in salary 0.02 and 1.976 for the low and lower middle income respectively. A plausible explanation for the difference in importance of salary increase for the two groups might be that the lower middle income group is comprised of respondents in skilled professions where there is room for bargaining for salary whereas low income respondents are semi-skilled workers which limits the possibility for bargaining. Essentially it might be possible that for most of these respondents, getting a salary is sufficient for them especially in a Cape Town context where unemployment is a concerning issue; at 23.8% at the end of 2012 (City of Cape Town, 2012). However the fundamental lesson that comes out from the findings on salary change is that, if salary increase is sufficient to cover the negative utilities from high transport costs, respondents are attracted to such opportunities.

5.3.1 On the effect of catchment size on utility for the low income respondents

Different catchment sizes were also observed to have different utilities for the two income groups. As discussed in Chapter 4, dummy variables were created to isolate the effect of commuting distance across all the 6 catchment sizes. Respondents in the low income focus group stipulated that commuting distances were very long and that they had to wake up early to make it in time for work. The result suggests that for the low income respondents, shorter commuting distances are highly preferred compared to longer distances. It was observed that commuting distance of 5 and 10km (catchment 1 and 2) provided greater utility compared to the other commuting distances. For most of the respondents, shorter commuting distances provide an opportunity to walk to employment centres. This is consistent with some of the findings that came from the semi-structured questions where respondents indicated that if they could work close to home, they would be able to save on transport costs and use the
money for other household needs. Results further show that at commuting distances of around 21km disutility from travel sets in. However an analysis of the current commuting trends shows that some respondents are commuting beyond catchment 5 which has been observed to result in negative utilities. This indicated that individuals are unaware of the implications of travelling longer distance except for the monetary costs they incur and time they spend when travelling. This finding makes the case for intervention using policy to limit the extent to which individuals travel as it has been observed to result in negative impacts. In the health sector, there are government interventions that have been consistently implemented to ensure that individuals make rational choices (Ménard, 2010; Rajan, 2012). The same approach can be taken in a job choice framework either through limiting the amount of accessibility individuals are given by employing alternative city structures as proposed in this study.

5.3.2 On the effect of catchment size on utility for the lower middle income respondents

For the lower middle income, negative utilities are experienced for the 5 km commute and positive for longer commutes. One possible explanation for these findings is that respondents in this income category are in relatively skilled professions and employment for these individuals is located in large employment centres; these are normally located in the CBD which in this particular context are more than 5km from most residential areas. Essentially, catchment 1 is unattractive for this group of respondents.

Positive utilities were observed for catchment 2, 3 4 and 5, these findings are however unexpected as the expectation was that utility would decrease with distance. However, the part worth utilities for each catchment size decreases as the catchment size increases i.e. from 1.681 to 0.281 between 10 and 25km. To some extent there is consistency in the behaviour of utility with the increase in catchment size. It is important to note that catchment 4 is somewhat an outlier as the part worth utility is higher than catchment 3. It would be
interesting to investigate further the underlying effects that may result in catchment 4 having a higher part worth utility compared to catchment 3.

5.3.3 Monetary Worth of each Catchment Size per Income Group

Monetary equivalence for each commuting distance/catchment size was calculated. The calculations are presented in Table 11. The table shows the monetary value attached to a part worth loss or gain in utility for each catchment size for both income groups. What the results show is that catchment 2 which represents a 10km commuting distance has the largest monetary positive value. An interesting issue would be to look at whether the 10km commute keeps respondents within the 10% benchmark on transport cost for both income groups.

Table 11: The monetary value of Utility for each Catchment number

<table>
<thead>
<tr>
<th>Catchment Number</th>
<th>Low income</th>
<th>Lower middle income</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R 1,528</td>
<td>-R 2,420</td>
</tr>
<tr>
<td>2</td>
<td>R 1,561</td>
<td>R 1,681</td>
</tr>
<tr>
<td>3</td>
<td>R 939</td>
<td>R 575</td>
</tr>
<tr>
<td>4</td>
<td>R 1,009</td>
<td>R 892</td>
</tr>
<tr>
<td>5&amp;6</td>
<td>-R 4,034</td>
<td>R 281</td>
</tr>
</tbody>
</table>

Catchment 5&6 has the lowest monetary worth value for respondents in both income groups. For the low income respondents, this catchment size is associated with a disutility indicating that it is not worth to travel the distance to go for work. It has however been observed that there some respondents commute more than 30 km to work which is a worrying issue. This is a crucial point in policy interventions that are aimed at educating individuals to be aware of the impact of longer commutes. Monetary costs incurred in commuting are clear to individuals, but when we begin to discuss utility, there is more than just the monetary expenditures and this is very important especially where individuals seek to balance their work and family life. There are some social costs that are embedded in travel patterns and...
travel behaviour and these costs utilises resources that could otherwise be used for other lucrative endeavours.

5.3.4 The Importance of Linking Catchment Sizes, Number of Jobs and Utility

Thus far, the discussion has isolated the relationship between utility and the number of jobs advertised in a month and the catchment size. Three possible linkages are suggested,

1. The relationship between utility and number of jobs advertised per month. This relationship was discussed in Section 4.4.1
2. The number of jobs advertised per month and catchment size. This relationship is discussed in Appendix 3.
3. The relationship between catchment size and the number of jobs in the catchment area. In this current discussion, determining this relationship is difficult given the unavailability of data on the number of jobs for each income level within different catchment sizes. However an insight into this relationship is crucial in identifying catchment sizes that provide sufficient access to opportunities.

It is pertinent to appreciate that these three components are tied together and that they form the basis of understanding “sufficient” accessibility. The argument is that if sufficient opportunities can be provided within a particular catchment size, there is no need for access to a larger catchment area. Three key findings form the foundation in this discussion on the extent of accessibility that cities should provide.

- The discussion on the monetary worth of each catchment size for both income groups showed that catchment 2 has the highest monetary worth; in this discussion, it can be construed that catchment 2 is the prime catchment size.
• The relationship between catchment size and utility showed that positive utilities were observed for catchment 1, 2, 3, 4 for the low income and catchment 1 and 2 for the lower middle income.

• The relationship between number of jobs advertised per month and utility showed that positive utilities were attained when respondents in the low income were presented with 20 jobs and when respondents in the lower middle income were presented with 3 jobs.

The common relationship being presented by these findings is the decrease in utility that is associated with an increase in more options.

Based on these findings, sufficient provision of opportunities can be achieved if the number of jobs that result in,

• 20 jobs being advertised per month for the low income
• 3 jobs being advertised per month for the lower middle,

can be provided within catchment 2.

5.4 Findings from the “unforced choice” analysis

The “unforced” choice case analyses provided a more nuanced view of respondents’ preferences in that it allows respondents to compare proposed alternatives to their current situation. By incorporating the ASC in the analysis, this allows for an evaluation on the attractiveness of the status quo relative to the proposed scenario. This evaluates the extent of inertia to move for respondents and the circumstances under which individuals may be willing to change.
5.4.1 On the “unforced choice” findings for the low income respondents

Looking at the model for the low income group, the results show that cost of transport, number of jobs advertised and the catchment size dummy variables have negative signs except for the dummy DIST1 (5km) and were found to be statistically significant. This finding resonates with some literature findings (Bertolini et al., 2005) which indicated that that travel time and travel costs are important in developing communities as they influence the ability of individuals to participate in economic and other related activities.

Besides the significance of the number of jobs advertised it had a negative sign which was not consistent with a priori expectations. A plausible explanation for the inconsistency is that there might be a possibility that respondents perceive frequent job openings as an indication of low wages which may result in high turnover rates.

Catchment size of 30km (DIST6) provides the largest negative influence on utility showing that respondents are more sensitive to a distance of 30 km compared to the other distances. This finding indicates that if larger commuting distances were introduced into the model, this would result in even larger disutility. This is a concerning finding given that there are some respondents in the low income group who were observed to be commuting more than 30km to work. For respondents commuting these distances, there is a perceived value associated with this commute and the costs that cannot be defined in terms of time and transport cost respondents may not be aware of them.

5.4.2 On the “unforced choice” findings for the lower middle income respondents

For the lower middle income, the model included travel time, change in salary and the distance variables. As in the case of the low income, respondents were found to have a preference for their current situation. The importance of travel time and distance becomes different in this model. When offered the status quo as a valid option, respondents begin to conceptualise the value of travel time and costs associated with each catchment area. What
this leads to is that catchment 1, 2 and 3 are identified as the most preferred and larger catchments become less attractive because of longer distances. Tying these findings to the qualitative survey questions, the general finding is that distance and commuting costs greatly influence the decision of where individuals work. The semi-structured responses showed that the current city structures do not permit the need to reduce the costs of travel or the length of the work commute. This emerged in the comparison between respondents commuting costs for the current work location and the ideal locations where it was observed that in the ideal location, the transport costs could be reduced such that almost all respondents would be incurring transport costs that fall within the 10% benchmark.

5.5 The significance of the Alternative Specific Constant

As mentioned earlier, the ASC was introduced to capture utility associated with changing or not changing from the current situation. The status quo in the models for the low and lower middle income respondents were found to be positive and statistically significant. This suggests that there is positive utility being achieved in the current situation and this makes respondents unwilling to change. Within this context, it is possible to come up with a combination of attributes that make the proposed scenarios more attractive than the current situation, it is only then that change can be instigated among respondents. This is an opportunity to begin to fully understand the benefits and costs of reducing catchment sizes as we would have evaluated the current state with the proposed alternatives.

5.6 On the willingness to take a salary decrease to work in the ideal location

In the study, respondents were asked if they would take a salary decrease to work in their ideal location. The responses that came out of the semi-structured questions show that most people were not willing to take a salary decrease. Models were estimated to try and understand the influence of attributes on the two groups of respondents. For the estimated
models a consistent finding for both groups (those willing to take a salary decrease and not willing to take a salary decrease), is that the decision to take a salary decrease is not influenced by distance (catchment size).

For respondents willing to take a salary decrease, the acceptable salary decrease is very low such that the extent of willingness to take a salary decreases may be volatile to small changes in salary. In that respect, the general conclusion was that a salary decrease was not an option for respondents as the stated decrease was equivalent to their current transport costs. However what comes out from this finding still points to the issue of transport costs and how they are crucial in influencing work locations. Amongst some of the reasons mentioned for unwillingness to take a salary decrease, respondents constantly indicated that cost of living was so high and if there was a way of reducing transports costs they would take such opportunities. This supports the findings from the estimated models where an increase in salary was shown to have a positive influence on utility.

5. 7 On the influence of income and age on utility

Analysis on in the influence of income on the preference of attributes was carried out. As mentioned earlier, the data for the two groups of respondents was analysed separately, comparison per income group can therefore be carried out using the estimated parameters in Table 8.

Willingness to pay values for selected attributes for the income groups were calculated. The WTP for time is R23 per trip for the low income which is higher than for the lower middle which is R17 per trip. This may be attributed to the need for more time by people in the low income to access public transport services. The monetary value attached to each catchment size shows that catchment 1 is more attractive to individuals in the low income. This finding is not surprising given that people in the low income groups were found to prefer shorter
distances as it enabled them to walk. This catchment size represents low commuting costs and travel time, resources that are valued more by people in the low income respondents.

Research has shown that the influence of attributes varies between people with different socio-demographic characteristics. The results show that people in the, 25-34, 35-44 and 55-64 place a higher value on transport costs. The willingness to pay for transport cost is high for these age groups compared to the 18-25 age groups. A possible explanation for this finding is the extent of responsibilities that each of these groups have. One would expect that people in the 18-24 age group are just out of school and may have fewer responsibilities compared to the other age groups.

The findings on the influence of age on time suggest that the value of time is higher for the 25-34, 35-44 and 55-64, again this point to the issue of responsibilities. Additionally, the analysis on distance also shows that the 18-24 value distance less than any of the other income groups. The core finding from the influence of socio-demographic characteristics is the income and ages have a great influence in job decisions.

5.8 Potential Sources of error for the study

Inspite of the encouraging results from this study, there are a number of sources of uncertainty with regards to estimation methods. Within the Cape Town context, the data for the number of jobs advertised per month is not easily available; the data used in this analysis was based on proxies of work commutes. This may have potentially over or under represented the actually number of jobs advertised in a month.

Additional for the lower middle income respondents, cost of transport was defined as the amount spent on fuel for work related travel per month. However, most respondents indicated that they just fill their tank and use the car for work and other activities. This may have resulted in inflated fuel costs for the status quo for this group of respondents.
5.9 Summing up the findings

This section discussed the findings of the study and relating them to the set objectives. The influences of age, income and gender on utility were discussed to identify the difference in preference using these socio-demographic indicators. Additionally, it provided possible explanations for the findings by relating it to the characteristics of the respondents in the groups. One finding that is crucial to this discussion is the influence of catchment size on utility. The results show that an increase in catchment size leads to a decrease in utility for all income groups. Additionally the relationship between the number of jobs advertised per month and utility was analysed, the results suggest that as the number of job opportunities increases, utility decreases.

The next section discusses further the findings by exploring the benefits that can accrue from a reduction in catchment size and understanding how unsustainable the current city structures are especially in a landscape where transport costs continue to be a problem.
Chapter 6

General Conclusion: Impacts of Reducing Catchment Size to Employees

6.1 Introduction

The primary objective of this discussion is to begin to understand how much accessibility cities should provide. This was done by evaluating the importance of choice within a job choice framework. From the onset of this discussion, the central aim was to evaluate the perceived costs and benefits that arise from having choice within a job search context. This section recaps on the foundations of the hypothesis and ties the findings from the data analysis to the aims of this research. Understanding these findings and how they relate to the current trends in commuting and the existing city structures is essential if interventions are to be effective and applicable within growing developing cities. The section discusses the results and their applicability to developing cities where transport costs are soaring. “Transport poverty” and its presence within the global South context calls for interventions that make travel to work affordable for the urban poor. A suggested solution which is the focus of this research is evaluating the level of accessibility that cities should provide to individuals. This forms the debate on reducing the negative impacts associated with increased choice. The hope is that the conclusions drawn from this discussion would initiate a further interest in understanding the level of job accessibility that is “sufficient” for individuals and use this as an influence in the growth and form of cities especially to reduce work related commuting distances.

The suggested solution as mentioned entails sub-city structures that have “sufficient” internal accessibility and limited external mobility. Population and size of cities of the developing
countries is expected to double in the next 25 years (Del Mistro and Proctor, 2012). In that respect, this study proposes that, future growth be redirected such that there is a reduction in commuting distances which may result in a balance between jobs and housing.

With the aid of the findings from this research, this chapter argues why the proposed intervention maybe beneficial in a context where affordable transport is a serious concern and can potentially be exacerbated by global trends in oil prices and the sprawl of cities.

6.2 Towards Policy and Accessibility to Jobs

The working hypothesis was that the provision of choice to individuals within a job choice framework does not continue to yield positive utility, instead there is a point where choice is sufficient and beyond that, there are costs associated with more choice.

6.2.1 Unattractiveness of the current city structures in relation to work commutes

To address the objectives of this research, it was essential to evaluate the current city structures against the need for affordable commuting to understand the sustainability of current work commutes. Emphasis has been made on the role of peripheral residential locations for the marginalised groups and how this compounds long commutes and high cost of transport. The results from a comparison of the current and ideal situations showed that the commuting costs and distances for the current situation and the ideal locations are very different. A reduction in monthly transport costs and commuting distances in the ideal situation was observed. What this finding suggests is that a move towards city structures that allow for shorter commutes may result in transport cost savings. It can therefore be construed that there are significant successes that can be achieved if policy aims at reducing work related commuting distances. This addresses one of the objectives of this study by showing that a reduction in work commutes is a plausible solution to a reduction in transport costs.

Using the results from the semi-structured questions, it was observed that when working in
the ideal location, almost all respondents in the low income category would be spending within the 10% benchmark on transport costs. For the lower middle income group, there was a notable decrease in the monthly transport costs. However, the decrease was lower compared to the low income groups. One of plausible explanations for this characteristics is that these respondents already have shorter commutes compared to the low income hence it is very difficult to change the monthly transport costs.

What the above findings allude to is that affordable transport is an issue that can be solved if strategies that involve land-use transport integration are implemented such that there is cohesion between housing and job availability. With the projected upward trajectory in city sizes, urban sprawl is inevitable unless interventions are implemented that locate this new growth as this will lead to even greater disparities between housing and jobs.

Additionally, one of the issues that came from the research was that public transport accessibility is a serious issue as more time is dedicated to work related activities which reduce the time left for family and other social activities. Time and money are the costs that people are aware of; it is therefore the role of policy to create awareness on how job decisions influence these variables and other social costs that emanate from the housing and job decisions individuals make.

Further, policy may play a role of educating and alerting individuals to their spatial choices on housing and jobs and how they influence their commuting patterns hence transport expenditure. However, this is only applicable in a context where historical inheritance –such as apartheid- has not positioned residential locations for the marginalised in the peripheries which make shorter commutes difficult.
6.2.2 On the cost of “too much” choice

Recapping on the literature of “too much” choice, three aspects stood out, choice is such that, in small quantities, it is beneficial but as the amount of choice increases, the benefits increase at a decreasing rate and eventually it reaches a satiation point and thereafter results in negative effects. For some global South cities, the transport systems provide great accessibility and mobility and this creates the impression that the current employment pool is beneficial, this was shown to be counter-intuitive in the present study. This aspect was successfully shown in this research where a decrease in utility was observed with an increase in catchment size. If there is a possibility that “sufficient” options are provided and allow individuals to maximise utility, then there is no need to provide more choice as there are no more benefits that are derived. This is where policy comes into play. A supportive policy framework that makes it easy to understand job search dynamics especially by marginalised groups is a crucial aspect in this discussion. Research in the health sciences has shown that interventions that have libertarian paternalism characteristics have potential in guiding people to make the right choices (Ménard, 2010). In a job choice framework, city restructuring might appear draconian in that, it could make it difficult to access other employment nodes. The question to be addressed is how much accessibility should cities provide? Understanding the concept of accessibility and linking it to the job search context may go a long way in contributing towards sustainable job choices.

Given the current debate on “low carbon development” and transport affordability, the focus should be on accessibility, in that regard, the amount of accessibility provided for individuals should be such that they have access to “sufficient” opportunities. From evaluating the monetary value attached to each catchment sizes; it was observed that catchment 2 i.e. a distance of 10km provided the most value in utility for both income groups. An investigation
of the transport costs associated with this catchment size could be a foundation in initiating debate and also understanding the ideal size for the proposed sub-cities.

The results from this study show that for the low and lower middle income groups, people begin to experience negative utilities for commuting distances of around 21 km and 13km respectively. However, looking at the current commuting trends, there is a vast majority of people commuting to work beyond catchmeashnt 4 and 3 for the low and lower middle income a groups respectively. This further makes the point that providing “sufficient” accessibility maybe a means to making work commutes affordable and one of the ways is the prosed city restructuring strategy.

Shorter commutes we observed to have a higher willingness to pay value compared to larger catchment sizes. What this means is that for most individuals, shorter commutes are more preferred. As long as sufficient opportunities are provided within small catchment sizes, there is potential to successfully limit the trip end choices available to employees without resulting in negative effects.

Furthermore, the findings from the analysis of the relationship between the number of jobs advertised per month showed that, 20 jobs per month to low income respondents and 3 jobs per month to the lower middle income represent “sufficient” opportunities. What this suggests is that it is possible to limit the negative impacts that may emanate from a reduction in the workplace pool. What is essential is identifying a catchment size that results in the provision of the above job opportunities per month. Due to the unavailability of data of jobs at each income level for the catchments establishing a linkage between the number of jobs advertised per month and catchment size was difficult in this study. This would have been a fundamental aspect in determining the actual catchment size that provides “sufficient” accessibility.
If policy can provide sufficient access within the sub-cities, this means any additional costs that emanate from seeking out more trip end choices are solely the responsibility of the individual. Essentially policy would have fulfilled its mandate to provide access to opportunities.

6.3 Policy Recommendations

In the course of this research, there were some aspects that were beyond the scope of this study but are areas that can be useful for policy. The reviewed literatures shed some light on the role of policy and how it can be used to direct individual travel behaviour. More research could be carried out in the area of travel choices and employment search to make people aware of how their job choices can make it possible to travel at an affordable cost.

Additionally, there is need for more research on the concept of whether jobs follow people or people follow jobs. Findings from this possible area of research may aid in better placing housing relative to jobs and where possible the implementation of polices that allow for some form of “churning” mechanism in the housing and job market.

Research needs to be carried out to identify sectors that have the largest potential in growth, this helps in positioning policy such that there are forward looking with regards to the location and supply of labour for potential industrial locations. Banister (1999) proposed that one of the means to avoid job-housing disparities is to ensure that with every growth of new industry, there should be simultaneous provision of housing. If there is room for housing and industry location policy to be structured such that there are jobs close to residential areas with no jobs this is a possible way to negotiate the issue of transport costs.

While this was not possible in the current study, a step further can be taken to investigate the notion of inertia. The aim would be to evaluate whether the proposed scenarios in job choices or policy intervention in line with the proposed scenarios will indeed result in people taking
alternative actions in their job choices which may potentially result in benefits through transport costs and travel time savings.
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Appendices

Appendix 1

Calculation of Travel time

It was assumed that the average travel speeds for bus, train and minibus during peak hours are, 35, 25, 25 km/hr. respectively. This led to an average travel speed for the public transport modes of: \( \frac{85}{3} = 28.33 \) km/hr. This was used to calculate the travel time for each commuting distance. To allow for variation within the data, a low value and high value were calculated by multiplying the travel times with 0.8 and 1.2 respectively. For each of the travel times, they were rounded up or down as people normally work with round numbers when describing time.

For example a commuting distance for the low income of 5 km = \( \frac{5}{28.33} \times 60 = 10.6 \). This implies that the low value for travel time:

10.6*0.8 =8 minutes, taking the closes round figure, leads to a travel time of 10 minutes

10.6*1.2= 12.72, taking the closes round figure, leads to a travel time of 15 minutes. This is done for all commuting distance for low and lower middle income.

This led to the travel times presented in the table below. For private cars, a peak average speed of 20 km/hr.

<table>
<thead>
<tr>
<th>Distance</th>
<th>Public Transport</th>
<th>Private Transport</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Low</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>High</td>
<td>15</td>
<td>25</td>
</tr>
</tbody>
</table>
Appendix 2
Calculation of Cost of Transport Costs

Monthly transport costs for public transport were calculated using the table below. A 21 working day month was assumed.

<table>
<thead>
<tr>
<th>Distance (km)</th>
<th>Train</th>
<th>Bus</th>
<th>Minibus-Taxi</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-&lt;5</td>
<td>5.50</td>
<td>3.90</td>
<td>4.20</td>
</tr>
<tr>
<td>5-&lt;10</td>
<td>6.00</td>
<td>8.40</td>
<td>3.00-5.00</td>
</tr>
<tr>
<td>10-&lt;15</td>
<td>6.00</td>
<td>20.00</td>
<td>4.00-6.00</td>
</tr>
<tr>
<td>15-&lt;20</td>
<td>6.00</td>
<td>15.00</td>
<td>5.00-7.00</td>
</tr>
<tr>
<td>20-&lt;25</td>
<td>8.50</td>
<td>6.60</td>
<td>5.50</td>
</tr>
<tr>
<td>25-&lt;35</td>
<td>8.50</td>
<td>14.60</td>
<td>24.00</td>
</tr>
<tr>
<td>35-&lt;50</td>
<td>12.00</td>
<td>8.70</td>
<td>7.30</td>
</tr>
<tr>
<td>50-&lt;70</td>
<td>14.50</td>
<td>9.70</td>
<td>8.50</td>
</tr>
<tr>
<td>60-&lt;70</td>
<td>14.50</td>
<td>9.70</td>
<td>8.50</td>
</tr>
</tbody>
</table>

COCT (2006); (Roux, et al., 2012)

Cost of transport for private cars users was based on the AA calculations.

It was assumed that vehicles have an engine capacity of 1.6 thus meaning an AA rate of fuel factor of 7.88 cents. Maintenance costs were not included in the analysis. The survey took place in August so fuel costs for July were used. An average of R 12.8 per litre was used. This led to a fuel factor of R1.008 per kilometre. The calculations for the high and low value were the same as in the case of the public transport users. The resulting transport costs are given below.

<table>
<thead>
<tr>
<th>private car</th>
<th>commuting cost per distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Low</td>
<td>170</td>
</tr>
<tr>
<td>High</td>
<td>250</td>
</tr>
</tbody>
</table>
Appendix 3
Calculation of Number of Job advertised

To get the number of jobs advertised per commuting distance, household work trips per mode and per commuting distance (Del Mistro and Maunganidze 2012). Using this data, it was also assumed that each income group had a given rate of employee turnover. The employee turnovers were taken from (Proctor and Del Mistro, 2013). To get some variation in the data, to get the high value, the number of jobs advertised was multiplied by 1.2.

<table>
<thead>
<tr>
<th>distance</th>
<th>Low Income</th>
<th>Lower Middle Income</th>
<th>turnover rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
<td>bus</td>
<td>mini bus</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>11</td>
<td>127</td>
</tr>
<tr>
<td>10</td>
<td>87</td>
<td>34</td>
<td>234</td>
</tr>
<tr>
<td>15</td>
<td>180</td>
<td>66</td>
<td>298</td>
</tr>
<tr>
<td>20</td>
<td>238</td>
<td>97</td>
<td>333</td>
</tr>
<tr>
<td>25</td>
<td>271</td>
<td>126</td>
<td>350</td>
</tr>
<tr>
<td>30</td>
<td>280</td>
<td>133</td>
<td>364</td>
</tr>
</tbody>
</table>
## Appendix 4

### Level balance of the design

<table>
<thead>
<tr>
<th>experiment</th>
<th>distance</th>
<th>number of jobs advertised</th>
<th>Change in salary</th>
<th>travel time</th>
<th>cost of transport</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>29</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>31</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>33</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>34</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>35</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>36</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Appendix 5
The blocked design

From the table below, questionnaire version 1, 2, 3 and 4 were obtained. Version 1 and 2 belonged to the low income and version 3 and 4 to the lower middle income. For version 1 and 3 pairs 1 to 9 were used and for version 1 and 4 pairs 10 to 18 were used.

<table>
<thead>
<tr>
<th>Pair number</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>30</td>
</tr>
<tr>
<td>7</td>
<td>33</td>
<td>18</td>
</tr>
<tr>
<td>8</td>
<td>29</td>
<td>35</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>22</td>
</tr>
<tr>
<td>10</td>
<td>31</td>
<td>8</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>27</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>32</td>
</tr>
<tr>
<td>13</td>
<td>34</td>
<td>20</td>
</tr>
<tr>
<td>14</td>
<td>28</td>
<td>14</td>
</tr>
<tr>
<td>15</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>26</td>
</tr>
<tr>
<td>17</td>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td>18</td>
<td>12</td>
<td>23</td>
</tr>
</tbody>
</table>
## Appendix 6

**Correlation Matrix for Variables**

<table>
<thead>
<tr>
<th>Attributes</th>
<th>distance</th>
<th>travel time</th>
<th>cost of transport</th>
<th>change in salary</th>
<th>Number of jobs advertised</th>
</tr>
</thead>
<tbody>
<tr>
<td>distance</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>travel time</td>
<td>0.86</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cost of transport</td>
<td>0.81</td>
<td>0.81</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>change in salary</td>
<td>0.00</td>
<td>0.16</td>
<td>0.10</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Number of jobs advertised</td>
<td>0.74</td>
<td>0.47</td>
<td>0.49</td>
<td>-0.41</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Appendix 7

Research Tool: A blank questionnaire

LOW INCOME QUESTIONNAIRE 1

Date
Tracking no.

DEPARTMENT OF CIVIL ENGINEERING

The consequences of reducing trip end choices to employees.

Hello. Good day. We are conducting a survey in your area to find out how people choose jobs. Would you mind helping me by completing this survey? The information obtained from this interview is purely for research purposes and will not be used to try and sell you anything. Only aggregate results will be reported.

Having heard the purpose of this study, do I have your consent to continue with this interview?

PART 1: ESTABLISHING THE CURRENT SITUATION

This section is to get an understanding of your current situation in job related activities.

1. Are you currently employed?

2. How long did/does it take you to travel to work? ------------------------- minutes.

3. What was/is the distance between your home and your place of work? ------------------------ km

4. How much did/do you spend on transport to work each month? ---------------------- Rand/month

5. If employed, have you thought of changing your job in the past 6 months?

Yes  No

Yes  No

Yes  No
PART 2: HYPOTHETICAL JOB SEARCH SCENARIOS.
In this section, we want to understand the job attributes that guide you when deciding on which job to take. You will be presented with 9 Questions with two scenarios each. Each scenario is a hypothetical job search which is described in terms of, distance from home, the time it will take you to travel to work, the amount of money you will spend on transport every month, potential salary increase from what you currently earn and the number of job opportunities that are advertised in the area.

EXAMPLE: WHICH OF THE FOLLOWING 2 OPTIONS WOULD YOU PREFER?

<table>
<thead>
<tr>
<th>FACTORS TO CONSIDER</th>
<th>SCENARIO 1</th>
<th>SCENARIO 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel Time</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>Cost of Transport</td>
<td>400 Rand</td>
<td>220 Rand</td>
</tr>
<tr>
<td>Change in Salary</td>
<td>900 Rand</td>
<td>700 Rand</td>
</tr>
<tr>
<td>Number of Jobs Advertised</td>
<td>7 Per Month</td>
<td>10 Per Month</td>
</tr>
</tbody>
</table>

PLEASE TICK THE SCENARIO YOU PREFER: SCENARIO 1 OR SCENARIO 2

b) GIVEN THE ABOVE OPTIONS, WOULD YOU RATHER STAY IN YOUR CURRENT SITUATION? YES OR NO

Q1a). Which of the following 2 options would you prefer?

<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors to Consider</td>
<td>15 Kilometres from Home</td>
</tr>
<tr>
<td>Travel time</td>
<td>40 Minutes</td>
</tr>
<tr>
<td>Cost of Transport</td>
<td>530 Rand Per Month</td>
</tr>
<tr>
<td>Change in Salary</td>
<td>1000 Rand Per Month</td>
</tr>
<tr>
<td>Number of Jobs Advertised</td>
<td>7 Per Month</td>
</tr>
</tbody>
</table>

Please tick the scenario you prefer: Scenario 1 OR Scenario 2

b) Given the above options, would you rather stay in your current situation? YES OR NO
Q2a) Which of the following 2 options would you prefer?

**Scenario**

<table>
<thead>
<tr>
<th>Factors to consider</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time</td>
<td>30 Kilometres from Home</td>
<td>25 Kilometres from Home</td>
</tr>
<tr>
<td>Cost of Transport</td>
<td>1400 Rand Per Month</td>
<td>1900 Rand Per Month</td>
</tr>
<tr>
<td>Change in Salary</td>
<td>700 Rand per Month</td>
<td>700 Rand per Month</td>
</tr>
<tr>
<td>Number of Jobs Advertised</td>
<td>38 Per Month</td>
<td>31 Per Month</td>
</tr>
</tbody>
</table>

Please tick the scenario you prefer: [ ] Scenario 1 [ ] Scenario 2

**b)** Given the above options, would you rather stay in your current situation? [ ] YES [ ] NO

Q3a) Which of the following 2 options would you prefer?

**Scenario 1**

<table>
<thead>
<tr>
<th>Factors to consider</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time</td>
<td>5 Kilometres from Home</td>
<td>25 Kilometres from Home</td>
</tr>
<tr>
<td>Cost of Transport</td>
<td>220 Rand Per Month</td>
<td>600 Rand Per Month</td>
</tr>
<tr>
<td>Change in Salary</td>
<td>500 Rand per Month</td>
<td>500 Rand per Month</td>
</tr>
<tr>
<td>Number of Jobs Advertised</td>
<td>7 Per Month</td>
<td>37 Per Month</td>
</tr>
</tbody>
</table>

Please tick the scenario you prefer: [ ] Scenario 1 [ ] Scenario 2

**b)** Given the above options, would you rather stay in your current situation? [ ] YES [ ] NO

Q4a) Which of the following 2 options would you prefer?

**Scenario 1**

<table>
<thead>
<tr>
<th>Factors to consider</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time</td>
<td>30 Kilometres from Home</td>
<td>20 Kilometres from Home</td>
</tr>
<tr>
<td>Cost of Transport</td>
<td>950 Rand Per Month</td>
<td>480 Rand Per Month</td>
</tr>
<tr>
<td>Change in Salary</td>
<td>1000 Rand per Month</td>
<td>500 Rand per Month</td>
</tr>
<tr>
<td>Number of Jobs Advertised</td>
<td>38 Per Month</td>
<td>27 Per Month</td>
</tr>
</tbody>
</table>

Please tick the scenario you prefer: [ ] Scenario 1 [ ] Scenario 2

**b)** Given the above options, would you rather stay in your current situation? [ ] YES [ ] NO
Q5a) Which of the following 2 options would you prefer?

<table>
<thead>
<tr>
<th>Factors to consider</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Cost of Transport</td>
<td>800</td>
<td>800</td>
</tr>
<tr>
<td>Change in Salary</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>Number of Jobs Advertised</td>
<td>27</td>
<td>22</td>
</tr>
</tbody>
</table>

Please tick the scenario you prefer: Scenario 1 OR Scenario 2

b) Given the above options, would you rather stay in your current situation? YES OR NO

Q6a) Which of the following 2 options would you prefer?

<table>
<thead>
<tr>
<th>Factors to consider</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Cost of Transport</td>
<td>280</td>
<td>280</td>
</tr>
<tr>
<td>Change in Salary</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>Number of Jobs Advertised</td>
<td>17</td>
<td>15</td>
</tr>
</tbody>
</table>

Please tick the scenario you prefer: Scenario 1 OR Scenario 2

b) Given the above options, would you rather stay in your current situation? YES OR NO

Q7a) Which of the following 2 options would you prefer?

<table>
<thead>
<tr>
<th>Factors to consider</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time</td>
<td>40</td>
<td>75</td>
</tr>
<tr>
<td>Cost of Transport</td>
<td>800</td>
<td>1400</td>
</tr>
<tr>
<td>Change in Salary</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Number of Jobs Advertised</td>
<td>22</td>
<td>32</td>
</tr>
</tbody>
</table>

Please tick the scenario you prefer: Scenario 1 OR Scenario 2

b) Given the above options, would you rather stay in your current situation? YES OR NO
Q8a) Which of the following 2 options would you prefer?

<table>
<thead>
<tr>
<th>Factors to consider</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 Kilometres from Home</td>
<td>35 Minutes</td>
<td>40 Minutes</td>
</tr>
<tr>
<td>25 Kilometres from Home</td>
<td>40 Minutes</td>
<td>600 Rand Per Month</td>
</tr>
<tr>
<td>700 Rand Per Month</td>
<td>700 Rand Per Month</td>
<td></td>
</tr>
<tr>
<td>27 Per Month</td>
<td>37 Per Month</td>
<td></td>
</tr>
</tbody>
</table>

Please tick the scenario you prefer: Scenario 1 OR Scenario 2

b) Given the above options, would you rather stay in your current situation? YES OR NO

Q9a) Which of the following 2 options would you prefer?

<table>
<thead>
<tr>
<th>Factors to consider</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 Kilometres from Home</td>
<td>20 Minutes</td>
<td>40 Minutes</td>
</tr>
<tr>
<td>25 Kilometres from Home</td>
<td>40 Minutes</td>
<td>600 Rand Per Month</td>
</tr>
<tr>
<td>700 Rand Per Month</td>
<td>1000 Rand Per Month</td>
<td></td>
</tr>
<tr>
<td>15 Per Month</td>
<td>31 Per Month</td>
<td></td>
</tr>
</tbody>
</table>

Please tick the scenario you prefer: Scenario 1 OR Scenario 2

b) Given the above options, would you rather stay in your current situation? YES OR NO

PART 3: RATING OF FACTORS CONSIDERED IN JOB CHOICES

Q10) Please rate how important you believe each of the following attributes would be to you when choosing a job.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Most important</th>
<th>important</th>
<th>slightly important</th>
<th>not important</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance from Home</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Travel time</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of Transport</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in Salary</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Jobs Advertised</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
PART 4: PREFERENCE FOR TRAVEL TO WORK
Imagine you had the option to choose where you work.

1. What is the location where you would most like to work?

2. How much would be your cost of transport for this location?
   Rand/month

3. How much time will it take you to travel to work at this location?
   minutes

4. Why do you prefer this location?

5a). Are you willing to take a decrease in salary to work in this location?

   Yes | No

If No, proceed to Part 5

5b). If YES how much lower should the decrease in salary be?
   Rand/month

5c). Why?

   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
   __________________________________________________________
Part 5: DEMOGRAPHIC INFORMATION

1. Gender

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. Race

<table>
<thead>
<tr>
<th></th>
<th>Black</th>
<th>White</th>
<th>Coloured</th>
<th>Indian</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Age range

<table>
<thead>
<tr>
<th></th>
<th>18-24</th>
<th>25-34</th>
<th>35-44</th>
<th>45-54</th>
<th>55-64</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. What is your highest level of education?

<table>
<thead>
<tr>
<th></th>
<th>Below Matric</th>
<th>Matric/Grade 12</th>
<th>Tertiary Education</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. I am going to ask questions on your salary, given the sensitivity of this question I will not ask for the exact amount. I which income band is your salary?

<table>
<thead>
<tr>
<th></th>
<th>R3000-R4000</th>
<th>R4001-R6400</th>
<th>Above R6400</th>
<th>Would rather not say</th>
<th>I don’t know</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thank you for participating!
## Appendix 8

All estimated forced choice models

<table>
<thead>
<tr>
<th>Attributes</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>-0.0874</td>
<td>0.0001</td>
<td>-0.0141</td>
<td>0.0264</td>
<td>-0.0014</td>
<td>0.0000</td>
<td>0.0013</td>
<td>0.0000</td>
<td>0.0121</td>
<td>0.3269</td>
<td>0.0147</td>
<td>0.3539</td>
</tr>
<tr>
<td>Travel Time</td>
<td>-0.0141</td>
<td>0.0000</td>
<td>-0.0009</td>
<td>0.0007</td>
<td>-0.0010</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0012</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0016</td>
<td>0.0000</td>
</tr>
<tr>
<td>Cost of transport</td>
<td>-0.0141</td>
<td>0.0000</td>
<td>-0.0197</td>
<td>0.0000</td>
<td>-0.0010</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>change in salary</td>
<td>0.0013</td>
<td>0.0000</td>
<td>-0.0009</td>
<td>0.0000</td>
<td>-0.0010</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Number of jobs Advertised</td>
<td>0.0121</td>
<td>0.3269</td>
<td>0.0147</td>
<td>0.3539</td>
<td>1.2117</td>
<td>0.0000</td>
<td>2.0135</td>
<td>0.0000</td>
<td>2.1127</td>
<td>0.0000</td>
<td>2.2135</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST1</td>
<td>2.1127</td>
<td>0.0000</td>
<td>1.6527</td>
<td>0.0000</td>
<td>1.5082</td>
<td>0.0000</td>
<td>1.5055</td>
<td>0.0000</td>
<td>1.3427</td>
<td>0.0000</td>
<td>1.2114</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST2</td>
<td>2.0135</td>
<td>0.0000</td>
<td>1.6585</td>
<td>0.0000</td>
<td>1.5055</td>
<td>0.0000</td>
<td>1.5055</td>
<td>0.0000</td>
<td>1.3427</td>
<td>0.0000</td>
<td>1.2114</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST3</td>
<td>1.3427</td>
<td>0.0000</td>
<td>1.0058</td>
<td>0.0000</td>
<td>1.1898</td>
<td>0.0000</td>
<td>1.1898</td>
<td>0.0000</td>
<td>0.9237</td>
<td>0.0000</td>
<td>0.0121</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST4</td>
<td>1.2114</td>
<td>0.0000</td>
<td>1.0627</td>
<td>0.0000</td>
<td>0.9718</td>
<td>0.0000</td>
<td>0.9718</td>
<td>0.0000</td>
<td>0.9237</td>
<td>0.0000</td>
<td>0.0121</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST5</td>
<td>0.1249</td>
<td>0.0489</td>
<td>0.1021</td>
<td>0.0102</td>
<td>0.5329</td>
<td>0.0000</td>
<td>0.5329</td>
<td>0.0000</td>
<td>0.3927</td>
<td>0.0000</td>
<td>0.2216</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST6</td>
<td>0.1249</td>
<td>0.0489</td>
<td>0.1021</td>
<td>0.0102</td>
<td>0.5329</td>
<td>0.0000</td>
<td>0.5329</td>
<td>0.0000</td>
<td>0.3927</td>
<td>0.0000</td>
<td>0.2216</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attributes</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
<th>β</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>-0.0478</td>
<td>0.1300</td>
<td>-0.0153</td>
<td>0.0244</td>
<td>-0.0004</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0000</td>
<td>-0.0257</td>
<td>0.0004</td>
<td>0.0009</td>
<td>0.0000</td>
</tr>
<tr>
<td>Travel Time</td>
<td>-0.0153</td>
<td>0.0244</td>
<td>-0.0001</td>
<td>0.0007</td>
<td>-0.0004</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0000</td>
<td>-0.0149</td>
<td>0.0004</td>
<td>0.0226</td>
<td>0.0000</td>
</tr>
<tr>
<td>Cost of transport</td>
<td>-0.0153</td>
<td>0.0244</td>
<td>-0.0149</td>
<td>0.0004</td>
<td>-0.0004</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0000</td>
<td>-0.0149</td>
<td>0.0004</td>
<td>0.0226</td>
<td>0.0000</td>
</tr>
<tr>
<td>change in salary</td>
<td>0.0004</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0000</td>
</tr>
<tr>
<td>Number of jobs Advertised</td>
<td>-0.0029</td>
<td>0.8503</td>
<td>-0.0039</td>
<td>0.3183</td>
<td>-0.0039</td>
<td>0.3183</td>
<td>-0.0039</td>
<td>0.3183</td>
<td>-0.0039</td>
<td>0.3183</td>
<td>-0.0039</td>
<td>0.3183</td>
</tr>
<tr>
<td>DIST1</td>
<td>0.0646</td>
<td>0.9466</td>
<td>1.1873</td>
<td>0.0465</td>
<td>1.6943</td>
<td>0.0000</td>
<td>1.6943</td>
<td>0.0000</td>
<td>1.3077</td>
<td>0.0000</td>
<td>1.1873</td>
<td>0.0465</td>
</tr>
<tr>
<td>DIST2</td>
<td>0.1917</td>
<td>0.7974</td>
<td>0.9955</td>
<td>0.0382</td>
<td>1.6808</td>
<td>0.0000</td>
<td>1.6808</td>
<td>0.0000</td>
<td>1.1007</td>
<td>0.0000</td>
<td>0.9955</td>
<td>0.0382</td>
</tr>
<tr>
<td>DIST3</td>
<td>-0.0637</td>
<td>0.3062</td>
<td>0.0489</td>
<td>0.9027</td>
<td>0.5745</td>
<td>0.0191</td>
<td>0.2967</td>
<td>0.1836</td>
<td>0.1261</td>
<td>0.5997</td>
<td>0.0489</td>
<td>0.9027</td>
</tr>
<tr>
<td>DIST4</td>
<td>0.1520</td>
<td>0.6899</td>
<td>0.4193</td>
<td>0.2172</td>
<td>0.8917</td>
<td>0.0000</td>
<td>0.6139</td>
<td>0.0002</td>
<td>0.4890</td>
<td>0.0062</td>
<td>0.4193</td>
<td>0.2172</td>
</tr>
<tr>
<td>DIST5</td>
<td>-0.2422</td>
<td>0.4074</td>
<td>-0.0648</td>
<td>0.8094</td>
<td>0.2810</td>
<td>0.0973</td>
<td>0.2810</td>
<td>0.0973</td>
<td>-0.2422</td>
<td>0.4074</td>
<td>-0.0648</td>
<td>0.8094</td>
</tr>
</tbody>
</table>
### Appendix 9

All estimated Unforced choice models

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
<th>Model 7</th>
<th>Model 8</th>
<th>Model 9</th>
<th>Model 10</th>
<th>Model 11</th>
<th>Model 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>-0.0052</td>
<td>0.3983</td>
<td>-0.0053</td>
<td>0.4482</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Travel Time</td>
<td>-0.0079</td>
<td>0.0039</td>
<td>-0.0078</td>
<td>0.0046</td>
<td>-0.0059</td>
<td>0.0138</td>
<td>-0.0057</td>
<td>0.0057</td>
<td>-0.0052</td>
<td>0.0297</td>
<td>-0.0055</td>
<td>0.0221</td>
</tr>
<tr>
<td>Cost of transport</td>
<td>-0.0010</td>
<td>0.0000</td>
<td>-0.0010</td>
<td>0.0000</td>
<td>-0.0010</td>
<td>0.0000</td>
<td>-0.0010</td>
<td>0.0000</td>
<td>-0.0010</td>
<td>0.0000</td>
<td>-0.0010</td>
<td>0.0000</td>
</tr>
<tr>
<td>change in salary</td>
<td>-0.0002</td>
<td>0.0260</td>
<td>-0.0002</td>
<td>0.1501</td>
<td>0.0001</td>
<td>0.4846</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0187</td>
<td>-0.0002</td>
<td>0.0215</td>
<td></td>
</tr>
<tr>
<td>Number of jobs Advertised</td>
<td>-0.0276</td>
<td>0.0000</td>
<td>-0.0286</td>
<td>0.0000</td>
<td>-0.0113</td>
<td>0.0911</td>
<td>-0.0255</td>
<td>0.0000</td>
<td>-0.0192</td>
<td>0.0000</td>
<td>-0.0134</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST1</td>
<td>0.4900</td>
<td>0.0031</td>
<td>0.6467</td>
<td>0.6607</td>
<td>0.0000</td>
<td>0.2348</td>
<td>0.0785</td>
<td>-0.2884</td>
<td>0.0013</td>
<td>0.4713</td>
<td>0.0040</td>
<td></td>
</tr>
<tr>
<td>DIST2</td>
<td>0.0880</td>
<td>0.4911</td>
<td>0.1489</td>
<td>0.1633</td>
<td>0.1844</td>
<td>-0.0345</td>
<td>0.7744</td>
<td>-0.4175</td>
<td>0.0000</td>
<td>0.0828</td>
<td>0.5170</td>
<td></td>
</tr>
<tr>
<td>DIST3</td>
<td>-0.0391</td>
<td>0.7898</td>
<td>0.0076</td>
<td>0.0218</td>
<td>0.7969</td>
<td>-1.0000</td>
<td>0.3665</td>
<td>-0.4411</td>
<td>0.0002</td>
<td>-0.0290</td>
<td>0.7969</td>
<td></td>
</tr>
<tr>
<td>DIST4</td>
<td>-0.0091</td>
<td>0.9770</td>
<td>-0.0045</td>
<td>-0.0045</td>
<td>0.7207</td>
<td>-0.0173</td>
<td>0.8825</td>
<td>-1.1729</td>
<td>0.0000</td>
<td>-0.0039</td>
<td>0.9731</td>
<td></td>
</tr>
<tr>
<td>DIST5</td>
<td>-0.7651</td>
<td>0.0000</td>
<td>-0.8884</td>
<td>-0.7753</td>
<td>0.0000</td>
<td>-0.7142</td>
<td>0.0000</td>
<td>-0.8654</td>
<td>0.0000</td>
<td>-0.7442</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>DIST6</td>
<td>-0.8146</td>
<td>0.0000</td>
<td>-0.8466</td>
<td>0.0000</td>
<td>-0.9081</td>
<td>0.0000</td>
<td>-0.9063</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attributes</td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
<td>Model 4</td>
<td>Model 5</td>
<td>Model 6</td>
<td>Model 7</td>
<td>Model 8</td>
<td>Model 9</td>
<td>Model 10</td>
<td>Model 11</td>
<td>Model 12</td>
</tr>
<tr>
<td>-------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>Distance</td>
<td>-0.0159</td>
<td>0.0014</td>
<td>-0.0203</td>
<td>0.0001</td>
<td></td>
<td></td>
<td></td>
<td>-0.0059</td>
<td>0.0011</td>
<td>0.0134</td>
<td>0.0000</td>
<td>-0.0052</td>
</tr>
<tr>
<td>Travel Time</td>
<td>-0.0115</td>
<td>0.0000</td>
<td>-0.0112</td>
<td>0.0000</td>
<td>-0.0053</td>
<td>0.0052</td>
<td>-0.0048</td>
<td>0.0097</td>
<td>-0.0026</td>
<td>0.1578</td>
<td>-0.0084</td>
<td>0.0000</td>
</tr>
<tr>
<td>Cost of transport</td>
<td>-0.0001</td>
<td>0.3417</td>
<td>-0.0001</td>
<td>0.0743</td>
<td>-0.0001</td>
<td>0.4833</td>
<td>-0.0000</td>
<td>0.5204</td>
<td>-0.0019</td>
<td>0.1419</td>
<td>-0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>change in salary</td>
<td>-0.0003</td>
<td>0.0000</td>
<td>-0.0003</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of jobs advertised</td>
<td>-0.0506</td>
<td>0.0000</td>
<td>-0.0506</td>
<td>0.0000</td>
<td>-0.0112</td>
<td>0.1028</td>
<td>-0.0506</td>
<td>0.0000</td>
<td>-0.0506</td>
<td>0.0000</td>
<td>-0.0297</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST1</td>
<td>1.4609</td>
<td>0.0000</td>
<td>1.5007</td>
<td>0.0000</td>
<td>1.7133</td>
<td>0.0000</td>
<td>0.8266</td>
<td>0.0005</td>
<td>1.115</td>
<td>0.0000</td>
<td>1.3201</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST2</td>
<td>0.9472</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.1447</td>
<td>0.0000</td>
<td>0.7859</td>
<td>0.0004</td>
<td>0.9229</td>
<td>0.0000</td>
<td>0.9060</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST3</td>
<td>0.4773</td>
<td>0.0000</td>
<td>0.5000</td>
<td>0.0000</td>
<td>0.5837</td>
<td>0.0000</td>
<td>0.2579</td>
<td>0.0513</td>
<td>0.3561</td>
<td>0.0202</td>
<td>0.4529</td>
<td>0.0004</td>
</tr>
<tr>
<td>DIST4</td>
<td>0.4222</td>
<td>0.0000</td>
<td>0.4365</td>
<td>0.0000</td>
<td>0.5365</td>
<td>0.0000</td>
<td>0.6492</td>
<td>0.0000</td>
<td>0.6709</td>
<td>0.0000</td>
<td>0.6135</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST5</td>
<td>-0.4928</td>
<td>0.0000</td>
<td>-0.5282</td>
<td>0.0000</td>
<td>-0.6466</td>
<td>0.0000</td>
<td>-0.3073</td>
<td>0.0000</td>
<td>-0.4322</td>
<td>0.0000</td>
<td>-0.4497</td>
<td>0.0000</td>
</tr>
<tr>
<td>DIST6</td>
<td>-0.1596</td>
<td>0.2795</td>
<td>-0.1236</td>
<td>0.0000</td>
<td>-0.0113</td>
<td>0.1263</td>
<td>0.4112</td>
<td>0.0000</td>
<td>-0.0284</td>
<td>0.0000</td>
<td>-0.6296</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
## Appendix 10

Estimated models for individuals who indicated that they would / would not take a salary decrease

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
<th>Model 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>-0.08</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Travel Time</td>
<td>0.00</td>
<td>0.58</td>
<td>-0.01</td>
<td>0.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of transport</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.22</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>change in salary</td>
<td>0.00</td>
<td>0.18</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Number of jobs Advertised</td>
<td>0.00</td>
<td>0.80</td>
<td>-0.02</td>
<td>0.28</td>
<td>0.00</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>DIST1</td>
<td>1.38</td>
<td>0.07</td>
<td>2.04</td>
<td>0.00</td>
<td>2.42</td>
<td>0.00</td>
<td>2.04</td>
</tr>
<tr>
<td>DIST2</td>
<td>1.32</td>
<td>0.02</td>
<td>1.80</td>
<td>0.00</td>
<td>2.06</td>
<td>0.00</td>
<td>1.80</td>
</tr>
<tr>
<td>DIST3</td>
<td>0.49</td>
<td>0.32</td>
<td>0.91</td>
<td>0.00</td>
<td>1.15</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>DIST4</td>
<td>0.72</td>
<td>0.01</td>
<td>0.89</td>
<td>0.00</td>
<td>1.01</td>
<td>0.00</td>
<td>0.89</td>
</tr>
<tr>
<td>DIST5</td>
<td>0.41</td>
<td>0.51</td>
<td>0.20</td>
<td>0.30</td>
<td>0.31</td>
<td>0.08</td>
<td>0.20</td>
</tr>
<tr>
<td>DIST6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST1a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST2a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST3a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST4a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

DIST1 is Distance 5 and Distance 10 combined (if DIST<10 DIST1a=1 otherwise 0)
DIST2a (if DIST=15 DIST2a=1 otherwise 0)
DIST3a (if DIST=20 DIST3a=1 otherwise 0)
DIST4a (if DIST=25 DIST4a=1 otherwise 0)

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
<th>Model 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>-0.09</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Travel Time</td>
<td>-0.00</td>
<td>0.58</td>
<td>-0.01</td>
<td>0.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of transport</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.22</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>change in salary</td>
<td>0.00</td>
<td>0.18</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Number of jobs Advertised</td>
<td>0.00</td>
<td>0.80</td>
<td>-0.02</td>
<td>0.28</td>
<td>0.00</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>DIST1</td>
<td>1.38</td>
<td>0.07</td>
<td>2.04</td>
<td>0.00</td>
<td>2.42</td>
<td>0.00</td>
<td>2.04</td>
</tr>
<tr>
<td>DIST2</td>
<td>1.32</td>
<td>0.02</td>
<td>1.80</td>
<td>0.00</td>
<td>2.06</td>
<td>0.00</td>
<td>1.80</td>
</tr>
<tr>
<td>DIST3</td>
<td>0.49</td>
<td>0.32</td>
<td>0.91</td>
<td>0.00</td>
<td>1.15</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>DIST4</td>
<td>0.72</td>
<td>0.01</td>
<td>0.89</td>
<td>0.00</td>
<td>1.01</td>
<td>0.00</td>
<td>0.89</td>
</tr>
<tr>
<td>DIST5</td>
<td>0.41</td>
<td>0.51</td>
<td>0.20</td>
<td>0.30</td>
<td>0.31</td>
<td>0.08</td>
<td>0.20</td>
</tr>
<tr>
<td>DIST6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST1a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST2a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST3a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST4a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

DIST1a is Distance 5 and Distance 10 combined (if DIST<10 DIST1a=1 otherwise 0)
DIST2a (if DIST=15 DIST2a=1 otherwise 0)
DIST3a (if DIST=20 DIST3a=1 otherwise 0)
DIST4a (if DIST=25 DIST4a=1 otherwise 0)

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
<th>Model 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>-0.09</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Travel Time</td>
<td>-0.00</td>
<td>0.58</td>
<td>-0.01</td>
<td>0.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of transport</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.22</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>change in salary</td>
<td>0.00</td>
<td>0.18</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Number of jobs Advertised</td>
<td>0.00</td>
<td>0.80</td>
<td>-0.02</td>
<td>0.28</td>
<td>0.00</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>DIST1</td>
<td>1.38</td>
<td>0.07</td>
<td>2.04</td>
<td>0.00</td>
<td>2.42</td>
<td>0.00</td>
<td>2.04</td>
</tr>
<tr>
<td>DIST2</td>
<td>1.32</td>
<td>0.02</td>
<td>1.80</td>
<td>0.00</td>
<td>2.06</td>
<td>0.00</td>
<td>1.80</td>
</tr>
<tr>
<td>DIST3</td>
<td>0.49</td>
<td>0.32</td>
<td>0.91</td>
<td>0.00</td>
<td>1.15</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>DIST4</td>
<td>0.72</td>
<td>0.01</td>
<td>0.89</td>
<td>0.00</td>
<td>1.01</td>
<td>0.00</td>
<td>0.89</td>
</tr>
<tr>
<td>DIST5</td>
<td>0.41</td>
<td>0.51</td>
<td>0.20</td>
<td>0.30</td>
<td>0.31</td>
<td>0.08</td>
<td>0.20</td>
</tr>
<tr>
<td>DIST6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST1a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST2a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST3a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST4a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

DIST1a is Distance 5 and Distance 10 combined (if DIST<10 DIST1a=1 otherwise 0)
DIST2a (if DIST=15 DIST2a=1 otherwise 0)
DIST3a (if DIST=20 DIST3a=1 otherwise 0)
DIST4a (if DIST=25 DIST4a=1 otherwise 0)
DIST5a (if DIST=30 DIST5a=1 otherwise 0)