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Abstract

Continued lack of electrification in rural sub-Saharan Africa poses a major challenge. The consequences are well documented. Major research is required to redress the situation but the meager financial and energy resources are major hurdles.

In the meantime elsewhere in the first world, investment in research and innovation continue to attract investors. For example a massive automotive energy conservation research drive was initiated in the mid 1990's by a Partnership for a New Generation of Vehicles (PNGV). The PNGV advanced three important public policy objectives: environmental protection, energy security, and U.S. economic competitiveness. To achieve this mammoth challenge they proceeded by re-examining automotive energy conservation right from first principles. Their centerpiece was a coordinated portfolio of hundreds of research projects by among others, 19 US Federal National Laboratories, United States Council for Automotive Research (USCAR), automotive parts suppliers, university research facilities and a range of stakeholders. These were subsequently augmented by similar efforts in Europe and Japan.

The thrust of this work draws parallels between an automobile and a remote village to consider the adaptation of the new automotive technologies to rural electrification. The author further augments this by additional contributions in load modelling, mini distribution network loss minimisation and energy economy by appropriate system configuration.

The main issues that are shared by an automobile and a remote rural village can be revealed as finite energy resources without a supporting grid infrastructure, which must cope with, poor energy resource-to-need conversion technologies, adverse human factors, poor load factors, inefficient appliances and poor storage technologies, among others. These must all interact to meet objectives on service quality and the environment. Furthermore, the
expected economies of scale in the automotive industry should subsequently make the adoption of these technologies affordable for rural applications.

A typical rural sub-Saharan scenario is depicted in chapter 1. Chapter 2 identifies human factors that constitute major obstacles to rural electrification. Chapter 3 deals with white light emitting diodes (LEDs) and numerical calculations show the tremendous energy savings that would accrue from the adoption of LEDs to rural lighting. Chapter 4 adapts new automotive drives and air-conditioning technologies to rural water pumping and refrigeration. Chapter 5 discusses load modelling of critical rural loads of lighting, refrigeration and water pumping. Chapters 6 and 7 introduce a new automotive generator technology to the African rural village, the fuel cell and show how it could function using biogas: a gas that could be inexpensively produced in the rural areas. Chapter 8 discusses common energy resources of wind, hydro and incident solar radiation (insolation) and how they could be cost-effectively harnessed in data-deficient locations in sub-Saharan Africa. In Chapter 9 a new automotive storage technology, the flywheel, is introduced in the rural context in the form of a possible design specification. Chapters 10 and 11 discuss additional non-automotive contributions, by the author, in system configuration and distribution network design, which together with the automotive technologies provide new possibilities for rural electrification. This includes the use of a new automotive power distribution system, the 42 V PowerNet, described in chapter 12 for rural electrification.
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1. Electrification in Rural sub-Saharan Africa: A Background and a Way Forward

1.1. Background

Electrification, a key ingredient in the delivery of modern life's basics like, health, education, communication and light, remains largely elusive for most African rural communities [1-5]. In fact there's no other region in the world with a lower per capita level of electrification than sub-Saharan Africa. In the East African Community states of Uganda, Kenya and Tanzania the average per capita grid electrification is less than 8% and mainly urban based [6].

Kenya [7, 8] has a population of just over 31 million (2003) and a land mass covering 582,650 square kilometers (km) of which 13,400 square km are rivers and lakes. The bulk of the population (75%) are rural people and are concentrated in the medium to high rainfall areas suitable for crop agriculture, which constitute only 20% of the total land mass. In these areas the population densities rise up to highs of 300 inhabitants per square kilometer. This is in apparent contradiction of a generally held view that lack of modern infrastructure in rural sub-Saharan Africa is largely a consequence of scattered and sparsely populated settlements. Despite the observation though, some 95% of the 4 million Kenyan rural households are still without electricity. In addition, Kenya's rural thermal energy needs are largely met by burning wood. The demand for wood outstrips the rate of forest replenishment and the deficit is expected to continue rising. There is therefore a major deforestation problem as well.

"We'll make electricity so cheap only the rich will burn candles," Thomas Edison once declared. He certainly could not have anticipated that one hundred years on, smoky kerosene candles [9], could still be the main sources of household lighting for any community!

Way back in 1973 the government of Kenya created the Rural Electrification Program (REP) [7, 8] with the aim to electrify the whole countryside especially those remote areas that would not automatically attract the power utility company. The aim was mainly to encourage agro-based and small-scale rural enterprises. Unfortunately, the overall
performance of this parastatal enterprise was dismal. After 17 years of its existence REP had electrified only 62,000 households or 2% but with a staggering expenditure of 600 million US dollars which translates to just under $10,000 per household! In addition, government policy failed to evolve as alternative rural energy conversion technologies emerged over time. For example photovoltaic (PV) technology remained classified the same way as it was at the inception of REP and technically not a recognised means of electrification. It could therefore not qualify as an acceptable option in government sponsored programs. Amid all this the government remained unwilling to relinquish its legal monopoly on power generation and distribution. Consequently rural communities had to fend for themselves and a private sector rural energisation drive sprung up to fill the void. Notable among these was the improved jiko (charcoal stove) for thermal energy needs and solar PV for lighting and infotainment. The latter saw remarkable growth especially during the decade leading up to the end of the millennium. Cumulative sales, particularly for PV solar home systems (SHS), were in excess of 150,000 units by the close of the decade with annual sales rising to approximately 20,000 modules by the year 2001, and anchoring Kenya as the clear world leader (ahead of India and China) in rural PV dissemination. Even then the cumulative household percentage coverage remains dismal and more work needs to be done.

Typically a family simply ties a PV module to their roof and directly wires it to a car battery that they previously owned and charged at petrol stations, which could be as far away as 50 km. From studies conducted in [10-13] the overwhelming majority of installations (over 87%) consisted of a single module. Only 11.6% of homes had two modules and the remaining 1.4% had three. Of these panels, approximately 85% were amorphous silicon type (a-Si) modules of 10 to 14 peak watt (Wp) capacities and the other 15% were crystalline panels ranging in size from 10 to 50 Wp. With regard to balance of system (BOS) components, data indicated that batteries were generally the main sources of consumer dissatisfaction. Moreover, batteries in all the PV installations visited had reportedly been over-sized in comparison to the panel capacities. Apart from the unnecessary surcharge to the consumers such batteries would most likely suffer from sulfation due to chronic under-charge. In addition, consumer loads often seemed to far overstrip power source capacities thus escalating the deep discharge problems. Reliability was low and increased the need for
frequent maintenance and component replacement. All these require manpower and capital, which are the scarcest commodities in rural areas.

On another front, but on a substantially smaller scale, the use of pico hydropower in Kenya sprang up right at the dawn of the new millennium [14-20]. This late development was in part due to the 1997 Kenya Power Act, which for the first time legalised independent power producers. Previously it was illegal to connect two neighbouring households from a privately owned generator, even on a non-commercial basis. The most notable developments in pico hydropower have occurred in the hilly regions of Mount Kenya and South Nyanza provinces. For example between 1999 and 2002 two projects [15, 16] were reportedly carried out through a collaborative effort between the Micro-hydro Center of the Nottingham Trent University of the United Kingdom and their Kenyan rural hosts. Kenya government's recently created Renewable Energy department and a Non-government Organisation (NGO) coordinated the projects. In the Kathamba village of Kirinyaga district, a capacity of 1.1 kW is generated by an induction generator from a tributary of the Mukengeria River and distributed to a neighbourhood of 65 households within a 550-meter radius at 230 V ac. In Thima village a 2.2 kW generator supplies power to 110 households and basically meets their lighting and small radio power requirements. Figure 1.1 illustrates a mini grid map of the pico power distribution network in Kathamba village.

Like elsewhere in Africa, the least exploited renewable resource in East Africa is wind. This has in part been blamed on lack of appropriate know-how and resource assessment data, especially at the micro level [13]. There are, in fact, instances where this problem has resulted in major losses. For example, an estimated 35% of some 150 wind pumps in Tanzania's Singida region are reportedly not operational due to inadequate wind potential; a fact that should have been established before the undertakings. There's however a new wind resource assessment project currently (2003) underway in Tanzania under the sponsorship of the Danish International Development Agency (DANIDA) [21]. In Kenya and Rwanda, grid connected wind pilot projects are in operation. Grid connected ventures however, do not generally benefit rural African communities [6].
On a similarly small scale some countries in West Africa (notably Mali, Ivory Coast and Ghana) as well as in the South (Zambia and Zimbabwe) are growing commercial crops like Jatropha and Sunflower for the extraction of bio-diesel to run internal combustion engines for rural energisation [22-24]. The purchase price and maintenance have however been decried as major setbacks. In addition, a separate Indian study [25] has cited the extensive use (or rather misuse) of agricultural resources (land and manpower) and discouraged the use of bio-diesel technologies in the third world altogether. Such observations are quite important for Africans to take note of as African food production is perennially far below consumption requirements.

Figure 1.1. A pico-hydro mini-grid in Kathamba village in Kenya

1.2. A way forward

The foregoing background mainly characterises the energy situation in rural Kenya, but has very close parallels elsewhere on the continent. Technically it can be argued that free or
inexpensive renewable energy resources are available in most of these rural areas and should hence be harnessed to address the problem. However the means to harness them are capital intensive. Unfortunately these capital costs are pre-determined from abroad where the equipment is manufactured. Given the meager financial resources, attempts to minimise these costs often end up in undersized and/or substandard installations. For example, in a large majority of the cases cited above, the nominal average power supplied per household is of the order of 10 W. This meager effort had the immediate effect of providing clean light, boosting the social esteem of a household and the mitigation of possible respiratory and sight illnesses associated with the previous lighting means. It is however quite evident especially from the Kenyan PV case studies that consumer demands far outstripped their generator capacities. Proposing to solve capital issues with further external borrowing without anticipated growth in rural economic activity couldn’t be a viable option, as it would only deepen an already grim African foreign debt burden [26].

A Ugandan proverb; nyama ntono, okayana eri mu nkawa, does however provide the right cue. It is simply about that age-old engineering spirit that a bird-in-hand is always better than two in the bush. Assuming that all one had was the nominal 10 W per household, as depicted above, how could its efficacy be possibly stretched to run more functions? Or, could some innovative energy conversion technology, perhaps enable the harnessing of more power without any increase in generator size? This section examines some technological options in a search for a viable solution.

The 21st century has been ushered in by a renaissance of several technologies from past centuries. Among these are fuel cells (FC) and distributed power generation (DG). The reluctance machine built by Davidson as a traction drive for an electric locomotive in 1838, is currently a subject of immense interest [27-34]. In 1912 General Motors rolled out a Cadillac model that had an integral starter-generator (ISG). Today an ISG is “state-of-the-art”. In the continuing quest for answers to African rural electrification, it would seem reasonable to take cue and probe back into these same periods for possible clues. The age-old “battle of the currents”: a debate about alternating and direct current (ac and dc) is one such example.
In May 1893, the Board of Directors of Cataract Construction Company (in USA), which was charged with administration of the proposed Niagara Falls hydroelectric generating project, approved the adoption of alternating current (ac), in preference to direct current (dc) [35-41]. This decision was soon to have a profound and lasting impact on the rest of the world. For George Westinghouse, the winning contractor, "it was the triumphant end to a brilliant struggle". But was it a genuine technological triumph?

There's no doubt that the discovery of ac and invention of related technologies have had a tremendously positive impact on modern industry and society. However, the adoption of ac was to the near total exclusion of dc from mainstream power delivery. Could this have been an unfortunate historical mistake? If today's technology had been available then, would the same decision have been made? Historians have popularly referred to Thomas Edison as arrogant and stubborn for his alternative view that small dc generating plants, as many as are required, should be built according to local needs.

In fact these issues are being revisited for a number of applications including shipboard power systems. High voltage direct current (HVDC) is already widely used worldwide for bulk transmission over long distances or to interconnect ac systems of different frequencies. Thus dc has always had immense potential, with a wider range of applications emerging with the advances in power electronics. With the relegation of dc out of mainstream power delivery, energy storage technology was denied the massive consumer demand that could have given it the impetus to keep space with other modern technologies. Consequently, the most popular electric energy storage in rural Africa today, the lead acid battery, is hardly different from Count Alessandro Volta's invention in the 18th century [42]!

Turning to more recent events, particularly in the decade leading to the end of the millennium, technological revolutions in automotive energy conservation have been unfolding [43-44]. In September of 1993, a summit between US President Bill Clinton and the CEOs (Chief Executive Officers) of Chrysler (now DaimlerChrysler), General Motors and Ford Motor Company, inaugurated a Partnership for a New Generation of Vehicles (PNGV). The partnership was a collaborative research and development programme between the US government and the United States Council for Automotive Research
(USCAR), represented by the president and the CEOs respectively. The mission statement was short but had far-reaching energy conservation implications: to produce an affordable medium sized family car capable of achieving a fuel economy of up to 80 miles per gallon (33.8 km/liter) but without infringement on safety and environmental regulations. The PNGV identified the systems that required radical re-innovation to obtain appropriately efficient power trains and reduced parasitic losses. Subsequently resources from 19 federal laboratories, universities, automotive parts suppliers, several US federal agencies and departments and USCAR were mobilised. In the meantime similar efforts had begun elsewhere in Europe and Japan and an international collaborative effort followed. In the process, the art of automotive energy conservation was practically reconstructed from first principles. These automotive industry stakeholders considered a worst case, electric loading, scenario in the time frame period 2005 – 2015, and the most suitable electrical architecture and adopted 42 volts as the distribution standard for the next automobile generation [45-53].

On yet another automotive energy conservation front, solid-state lighting (SSL) has been making great strides [54-57] especially since the early 1990’s. In the 18 months, leading to the beginning of 2002, the market share of light emitting diodes (LEDs), in the traffic light and signal industry, in North America, increased from 8% to 20%. Energy savings of up to 80% were reported. These LEDs are fast evolving into the white LEDs for general lighting.

1.3. How relevant are automotive issues to rural electrification?

Energisation problems in the rural areas of sub-Saharan Africa are characterised by remoteness of locality and scarcity of resources. Such a location and an automobile share a common sense of isolation: a sense of finite resources without a supporting grid infrastructure. These resources must be economised to meet a requirement while at the same time not compromising the quality of service delivered or degradation of the environment. Before achieving the objective, the limited resources must contend first, with inefficient resource-to-need conversion technologies. Secondly after conversion there are further inefficiencies due to, among others, adverse (consumer) human factors, poor load factors, inefficient appliances and poor storage technologies.
Development of an efficient automotive resource-to-need conversion technology was tackled by a selection of candidate technologies for primary power plants. They included various internal combustion engine types as well as the fuel cell. The latter was of particular interest to this author due to its fuel versatility, which reportedly includes biogas [58-61] a renewable fuel that could be inexpensively produced in African rural villages.

The automotive load factor problem was addressed by the creation of a hybrid electric vehicle (HEV) design. A smaller than usual primary power plant (PPP) is rated at about average load capacity and uses any excess energy to charge a battery. When accelerating or climbing a hill an electric motor, using the battery, assists the PPP, in a hybrid drive mode. The concept of the HEV utilises load levelling and has been used to improve the efficiency of other peripheral automotive applications like vapour compression cycles for air-conditioners [34].

Candidate technologies to tackle the automotive storage problem included flywheel batteries [62], ultra-capacitors, chemical batteries and fuel cells. This author was particularly attracted to the flywheel battery. Unlike other types of accumulators and energy sources like chemical batteries, flywheels reportedly, hold tremendous potential as they have virtually no theoretical limits as to how much energy they can store or how much power they can deliver or receive. They also do not have disposal problems associated with chemical batteries.

The impact of human behaviour has traditionally not been considered as a major issue in automotive energy conservation design. This oversight was clearly evident immediately before the initial launch by Toyota Motor Corporation [63] of their ultra-fuel economy model, the Prius, in North America. It had been realised during pre-launch tests that the original design, which had performed so well in Japan, performed very poorly with American drivers. It then became quite apparent that a correlation existed between the Japanese driving culture and the fuel performance of the car. Consequently the American version had to be redesigned and the launch postponed (for a year) to the summer of 2000. This landmark discovery by the automotive industry has parallels with, and far reaching implications for African rural energisation.
As mentioned, the PNGV committed itself to achieving its objectives within accepted environmental norms. On its part the UN Forum Convention for Climate Change has established ingenuous mechanisms like CDM (clean development mechanism). Under Article 12 of its Kyoto Protocol [64-66] the CDM is meant to reward organised development programs in the third world that are designed to save energy and/or protect the environment, in a sustainable manner. Technology and finance can flow from Annex I countries ("the haves") to qualifying non-Annex I countries ("the have-nots") and in return these Annex I participants can earn green credits to meet their greenhouse gas emission targets. Thus, adoption of those automotive technologies for African rural electrification should be a win-win venture.

1.4. Contributions of this dissertation
This work took an extensive examination of the methods, choices and experiences that emerged from the aforementioned PNGV technological search and selection processes. The information needed was obtained from among others, literature studies of, archives, research publications, documented case studies, projection models of future technological developments and participation in various international forums and workshops as well as the author's anecdotal industrial and rural experiences of over some twenty odd years. The author also benefitted from numerous discussions and e-mail correspondences with a multidisciplinary range of experts from various departments at the University of Cape Town and overseas. Using the above and with the help of mathematical modelling, Matlab simulations and some laboratory experimentation, the author systematically correlated and extrapolated possible applicability of these technologies to a future rural sub-Saharan African environment. Because much of the work deals with technologies in transition, some issues like cost were mainly treated qualitatively, considering the multitude of dynamic factors that would continue to affect them. The author also considered the evidence of the massive resources committed by the stakeholders (especially in the automotive industry) and found reasonable grounds to assume a high likelihood for the success of these technologies in the near future. Additionally, while it may have been indicated, from above, that the most probable power distribution scenario in rural Kenya is from an off-grid source, the arguments raised in this work would be equally valid if the power were supplied from a central (or national) grid. These arguments and results have also been articulated in a
collection of international publications authored and/or co-authored by this author [27-29], [67-69]. The structure of this thesis is described in the following paragraphs.

Taking cue from the aforementioned Toyota Prius launch debacle, chapter 2 discusses at length and identifies a range of analogous human factors that determine how conducive a given rural environment is to development in general and electrification in particular. Among others, it looks at issues of policy, social equity and the environment as well as human relationships.

Chapters 3 and 4 discuss the possible impact of new appliance technologies on rural electrification. In chapter 3 new technologies are proposed for rural lighting. A background on lighting load modelling highlights the anomalies and omissions of traditional approaches to electrical light modelling and why non-electrical illumination technologies should be incorporated to obtain more accurate electrical lighting solutions. The emerging role of solid state lighting and its projected impact on energy conservation are discussed.

Chapter 4 proposes advances in automotive technologies in air conditioning and motor drives as solutions for the critical rural functions of refrigeration and water pumping. First, a background of the state-of-the-art refrigeration technology used in Kenya is given, as well as its shortcomings. Then the chapter goes on to give an overview of the Carnot Cycle, modelling of the vapour compression cycle and the advances made in automotive air-conditioning research. The subsequent sections briefly cover similar advances made in automotive motor drives. Finally examples are given of how rural applications could benefit from the adoption of these automotive developments.

In chapter 5 mathematical and graphical models of critically important rural electrical loads of lighting, water pumping, refrigeration as well as aggregate loads are derived in the transient and steady states. A new method for deriving a mathematical model of an average daily load profile using a Matlab tool is introduced.

Chapters 6 and 7 look at biogas as a viable renewable electrical and thermal energy source for rural energisation and propose its use in an ultra modern automotive PPP, the fuel cell.
Chapter 6 discusses the basics of biogas production by anaerobic decomposition. Then using case studies estimates of the materials required for the production of biogas are derived. Chapter 7 begins with fuel cell basics and relationships. Then in an example of a possible rural application the usefulness of these relationships is demonstrated by a derivation of a specification of a solid oxide fuel cell (SOFC) with a capacity to satisfy a daily load from a South African case study. A graph is finally derived to illustrate quantities of animal and/or crop resources that would be required for the production of adequate quantities of biogas for fuel cell applications to satisfy various sizes of villages.

Chapter 8 deals with the common renewable energy resources of insolation, wind and falling water. Apart from discussing the functional basics of current energy conversion technologies, the main concern of the chapter is the challenge of harnessing the resources in data-deficient remote locations of sub-Saharan Africa. This is especially true for wind and insolation. The availability and function of state-of-the-art weather models for generating synthetic data as well as the use of commercially available design software are illustrated as promising solutions to the challenge. In worked out examples the practical applicability of the methodologies and software are demonstrated.

Chapter 9 discusses the rural energy storage issue and proposes the automotive flywheel battery as a future solution. In the introduction, the shortcomings of the chemical battery technologies that are currently used in Kenya are highlighted. Basics of kinetic energy storage are covered. The two sections that follow cover the function and design equations of a motor/generator using the Halbach magnetic system as well as the role of power conditioning electronics. The usefulness of the electromagnetic design relationships is illustrated by a design specification for a flywheel battery suitable for a rural South African household load (though under near idealised conditions) is derived. The current status, some pending research issues and the projected future of the flywheel battery, are then discussed. Thereafter, conclusions as to the possible future role of the flywheel in rural electrification are drawn.
Chapter 10 analyses the energy efficiency of rural off-grid systems that are typically found in Kenya and using Matlab simulations derives new configuration variants that are more energy efficient.

Chapter 11 proposes a new method for minimising losses in rural mini power distribution networks using idealised network models and a novel thermodynamics concept that was originally meant for maximising heat dissipation into heat sinks.

In chapter 12 the new automotive power distribution standard, the 42-V PowerNet is proposed as the next rural electrification standard for sub-Saharan Africa. Using the traditional 230 V ac as the benchmark and the network analysis methodologies developed in chapters 10 and 11, it is shown that the attributes of the new standard make it a more suitable choice.
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2. How Conducive to Electrification is the African Rural Environment?

2.1. Introduction

Rural electrification has over the decades been the subject of numerous authors and the theme at countless forums. The grim reality [1, 2] of rural electrification or rather the lack thereof, in the third world and particularly in sub-Saharan Africa, implies that a lasting solution is still elusive. Berne [3] has suggested that the prevalence of chronic problems is largely because their root causes are either never identified or not effectively tackled when identified.

Problems affecting rural development can be characterised by a combination of diverse factors. Joan du Toit [4], for example, has summed up the primary factors influencing household energy conservation as being of a ‘technological and behavioural nature’. Obviously this is just an aspect of a bigger picture. In fact each of a whole range of professionals, including economists, social scientists, engineers and religious groups has a perspective. It is reasonable to assume that everyone aims at a modernised healthy society as the ultimate goal. It could further be assumed that these groups of professionals do recognise each other’s potential and often combine their inputs to optimise the product. But even then there could still be an omission. Given, for example, that the product is to be utilised by a third party, the consumer, would s/he possibly have had a suggestion to make? Could such a suggestion have made any difference? Is this product the consumer’s priority? In the words of Waingart [5], “If renewable energy is the answer, what is the question?”

In fact leading edge corporate management are now pondering these questions. None other than Steve Jones, the chief marketing officer for the world’s number one commercial brand, Coca-Cola, has conceded that the ‘one-size-fits-all’ model, used in the past, in global promotions, has had to finally give way. “But we are changing to the world of the consumer. Our job is to fit the brand into people’s lives.” Datson [6] of the Sunday Business Report quoted him.
This chapter will discuss a range of social, economic and political issues that constitute major obstacles to the realisation of sustainable rural development in sub-Saharan Africa. Examples are given of models that were used in history to tackle similar problems elsewhere. It will be shown that many similarities exist between diverse cultures and across generations and many lessons and experiences can be shared.

2.2. **Policy and partnerships**

In many developing world rural communities, poverty is largely due to failure by society to productively deploy human resources. It is reasonable to assign the major part of people’s welfare to their own responsibility. Berne [3] refers to a prevalent discounting mechanism by which people tend to minimise their positive attributes (or those of others). “They maintain a dysfunctional frame of reference that distorts reality.” And as Archbishop Tutu has once observed, one is never aware of it. As communities, however, people also look up to leadership for competent guidance and an enabling environment. A rarely recognised fact, by leadership, is that apart from working to survive, most humans derive a purpose to live from meaningful and satisfying activity. In practice, though, rural people are apparently not often regarded as active contributors to development but just liabilities to national budgets. A spirit of partnership or teamwork with expected mutual benefits is not very evident in white papers and forums on poverty alleviation (or eradication) [7-12]. Instead many a government seems to express an intention, willingness or commitment to underwrite this as a “responsibility”. In an editorial The Sunday Independent [13] once observed, “The African National Congress (ANC) government’s short term solution (to poverty) has been to throw money at the problem through a welfare system, which is unsustainable.”

Economists generally classify human resources as simply, management, skilled and unskilled [14]. Rural folks are naturally lumped into the latter category. It seems to be accepted that they know nothing; meaning that it is neither possible nor desirable for them to make any contribution. Theologians, Moser et al [15] call this “a ‘conservative’ aim to integrate the marginalised masses into existing society so that they would come to ‘know their place’ in it.” They propose a contrasting approach with a ‘liberative’ aim that invites (and encourages) society to participate in a common national challenge.
Consumer participation for sustainable development has been articulated at international forums and in publications [16-18] as being advantageous. In practice however, the concept appears to be generally shunned and even when, occasionally tried, the needs of the consumers are presumed and their roles prescribed. The ambitious African recovery program, the New Partnership for African Development (NEPAD) has been criticised for this very mentality. Among others, a Ugandan academic, Nabudere [19] wrote, “The argument is that NEPAD needs to be grounded in the African people if the process of empowerment is ever to take place.” He added, “The leaders have no confidence in the creative and innovative powers of their own people.”

The story of the solar PV industry in Kenya [20-22& anecdotal] that has thrived particularly since the beginning of the decade leading up to the end of the millennium, with a few shortcomings notwithstanding, provides a good example of consumer participation.

The Kenyan case makes particularly interesting reading especially when contrasted with Zimbabwe. The two countries had each a modest solar PV industry by the beginning of the 1990's. Just about that time Zimbabwe qualified for a Global Environment Fund (GEF)/World Bank [23] sponsored rural solar PV electrification program. The program was to realise the electrification of 9000 households by the end of a 5-year period and all necessary mechanisms were put in motion.

Meanwhile in Kenya, this marked the beginning of more than a decade of World Bank imposed economic sanctions. Financially, the Kenya government was literally on its knees and rural electrification wasn’t a likely priority. As a result, the rural people had to fend for themselves. By the end of the 5-year period (1997) the Zimbabwe target had been reached and in fact exceeded by 1000 households. However, the majority of the installations and therefore the essence of the GEF project had collapsed [24] along with the reputation of the solar PV industry in Zimbabwe. In contrast the Kenyan solar PV industry had grown to a world record setting pace reaching a figure of 20,000 installations per annum by the year 2001; sustainably and growing! At the risk of sounding cynical one might be tempted to wonder whether the absence of both the World Bank and Kenya government interventions were the enabling conditions that the Kenyans needed to achieve the feat.
'Lessons learnt' is a commonly used slogan at the conclusion of most UN reports. These conclusions often influence replication, modification or total abandonment of a previously used model. In the case of Zimbabwe, however, the World Bank [23] report did not exactly depict the project as the failure it in fact was, despite overwhelming evidence [24, 25]. Consequently, a model along very close lines has been recommended for Uganda. Using the model, Uganda anticipates achieving a mammoth rural electrification coverage target of 10% by the close of the first decade [8]. This is in total disregard of facts from its next door neighbour, Kenya [22], which even after achieving such a high market penetration rate in the sector and with a somewhat more affluent rural population only managed a mere 4% of rural consumer coverage over a similar period.

2.3. Social equity and the environment

In its 1997 report, "Energy After Rio," [26] the United Nations Development Programme (UNDP) laments that, "poverty has received scant attention from an energy perspective". Economics models have perennially cited social equity and environmental issues as beneficial to society but continued to term them as ‘intangibles’ and resisted assigning them any quantifiable values. It would appear, though, that the denial of basic services to people results in real economic losses. It has in fact been argued that rather than being the consequence of poverty, wide spread deficit of energy services in sub-Saharan Africa may be the cause [27]. Thus the most expensive unit of energy is actually the missed one.

In his contribution to a 1935 US Congress debate on rural electrification, former US Senator George W. Norris of Nebraska [28], gave an insight into the kind of value one could attach to social equity.

I had seen first-hand the grim drudgery and grind which had been the common lot of eight generations of American farm women. I had seen the tallow candle in my own home, followed by the coal-oil lamp... (See appendix II at the end of this chapter).

Why shouldn’t I have been interested in the emancipation of hundreds of thousands of farmwomen?

There is however some ray of hope, as the World Bank group [29] has been working and collaborating with countries, academics, researchers, aid agencies and NGOs to build and test various techniques and tools that evaluate these so-called intangible factors. An
additional window of hope is one mentioned in chapter 1 where the United Nations Forum Convention for Climatic Change (UNFCCC) has devised some financial mechanisms to reward countries with well-defined programs that are sensitive to the environment and lead to sustainable growth [30]. Unfortunately the ratification of the Kyoto Protocol is currently (2003) in limbo, mainly, as a result of policy indecision by the United States, the single largest carbon dioxide emitter. Without some kind of concerted effort such words as 'equity' and 'sustainability’ along with UN proclamations like, the ‘Declaration of the Rights of the Child’ and ‘Agenda 21’ [31-33] will remain consigned to the catalogue of slogans.

2.4. Rural administration and politics

The quality of local administration has an obvious direct impact on rural development. The current (2003) Kenyan model of rural administration is one case under review. It is a practice, left over from colonial statutes, that seemingly ensures that government appointed local administrators do not originate from their host communities. Consequently their failure could be as a result of their inability to identify with the host community priorities (due the absence of representative forums). Or, as is often politically construed, simply act as central government agents with an agenda to ensure that little or no development goes on in districts considered to be politically hostile to the incumbent regime. In fact, Nabudere [19] has observed that, “many African leaders do everything possible to undermine entrepreneurs!” Impoverishment seems to have been used as a political tool in post-colonial Africa. Thabo Mbeki [34] has lamented this, “abuse of state power to impoverish the people and deny our continent the possibility to achieve sustainable economic development.”

It has been suggested that a new Kenyan constitutional draft should seek to create more administrative transparency in the rural areas by proposing elected as opposed to appointed local administrators. But there is evidence already that this may not necessarily provide a panacea. At the root of the problem seems to be a culture of deceptive political rhetoric that often gives the impression of an impending delivery of a “national cake” by the prospective victors. In Kenya the slogan is matunda ya uhuru (the fruits of independence). The apparent impression given is that these (fruits) are to be anticipated when ‘one of our own' ascends to power. One only needs to look at the numbers and origins of presidential candidates for the 2002 Kenya election [35, 36]. A similar observation was made by BBC’s Winter [37] after the
2003 Nigerian election results were announced. "... One explanation for the swing (in voting) from the AD to the PDP in the south-west is that the region felt excluded from national influence - and money - when it was seen as an opposition stronghold."

Consequently, at community level infrastructure and services like electrification are often, erroneously, treated as commodities. In this regard electrification becomes an end rather than a means. In African politics it doubles as the proverbial ‘carrot and stick’: rewarding politically friendly communities and denied to communities that are perceived to be politically hostile. A delegate at the Science Forum of the 2002 Johannesburg, World Summit for Sustainable Development (WSSD) shared an experience from his native Malaysia. During polling campaigns, politicians reportedly, went as far as delivering electric power poles to villages, apparently as proof of a fact accomplished but would subsequently recover them after the polling! In apparent retaliation for a previous experience, the villagers would, collect the poles, whenever such a ploy would be repeated, and use them as firewood and building material. Sadly this would include occasions when the intentions to electrify were genuine.

There is also evidence that electrification may not be the only arena vulnerable to political opportunism. In the South African 2004 election campaigns the magic promise of the anti-retroviral drug has been invoked. Apparently implying what would be corrected if his party were elected to power an opposition candidate gave a testimony [38], “the doctors themselves, in an act of heroic desperation, are paying for anti-retroviral drugs from their own pockets”. Like African oral literatures, more testimonies are often from oral sources and any inferences may easily be dismissed as conjecture. Quite often these could be the only link to subtle but very destructive reality on the ground since such political actors may not be likely to include their motives in the campaign manifestos.

Such scenarios sharply contrast with the infancy days of rural electrification in the USA, for example, where a cooperative movement for rural electrification sprang up across the country in the 1930’s with full Federal Government support and funding through the Rural Electrification Authority, (REA) [39]. Initially established by President Franklin D. Roosevelt’s executive order, REA was subsequently enacted by congress through the Rural Electrification Act in 1936. The bill authorised the REA to avail loans to the cooperatives
and encouraged them to actively participate in their own rural network operations. In addition to making funds available, REA provided massive logistical support to rural communities by routinely dispatching personnel to educate consumers about electricity and its uses. They also published (and still do) magazines, like *Rural Lines and Rural Electrification News* as well as documentary films. Other consumer services included technical, managerial, legal and accounting matters. They even used to liaise with manufacturers to design equipment that they deemed more suited for rural applications [40].

2.5. Researchers, planners and rural communities

A gap in communication between service implementers and researchers is an issue of concern for a range of fields from software to health [41-44]. Likewise in sub-Saharan rural areas, this issue has been cited as a development barrier due to a perceived sense of aloofness by the largely urban-based researchers about rural issues. For example, one often reads from technical publications such lamentations as [45], “rural communities have failed to fully realise the advantages of electrification!” In a cynical way, this may be likened to seed cast into a field, without regard to the latter’s condition, by a sower who expresses shock when on inspecting the field six months later hardly finds any sign of life. If surely, a good standard of living were to be universally recognised as the purpose for all humankind’s endeavours then focus would be on those developments that have names like health, education, shelter, environment, infotainment and civil order. These would require to be sustained by viable commerce and agriculture, which would in turn require functioning infrastructure that would include electrification among others.

At the project level the choice of an appropriate energy conversion technology is also critical. The most inefficient way to use electricity is by applying it for a purpose that could more efficiently be performed by a different form of energy or fuel. In fact economists [14] refer to opportunity cost, which is defined as ‘the benefit foregone by using a resource for a purpose instead of its best possible alternative. Says Ramakumar, [46]“What is needed is energisation in contrast to conventional electrification.” Therefore the design criteria must be to adopt prudent resource to need conversion technologies that take into account all constraints.
To begin with, the social requirements must be identified. In addition a true energy efficient system should ensure, first and foremost, optimum performance of the process or ultimate function for which the energy is delivered as a unit lost in the final process results in several units wasted from the generator. For example, if it’s true that drip irrigation requires only 60% of the water used by regular methods, then the electrical engineer can ill afford to brush this fact aside without due consideration. In general the ultimate function is a social human requirement. Hence the knowledge, character and goodwill of the consumer community are critical to the efficient and sustainable operation of any system.

Apart from a general national policy like the aforementioned REA, there are cases in history where successful rural community development has been preceded by specifically targeted legislation. The Tennessee Valley Authority Act of 1933 [47] (in the USA) is one such example. In this case one would assume that if such a program of action were drafted, specific energy sources and requirements would be assessed and the rest would fall in place. But then, one could ask why, Kenya having enacted no less than five parliamentary bills and actually set up provincial development authorities (DA), which include, Kerio Valley DA, Tana and Athi rivers DA and Lake Basin DA did not replicate the American results.

Apart from the standard factors that included suspected corruption, mismanagement and government interference, the Kenyan DAs were apparently never conceived to develop the communities in their locations. Instead they seem to have simply been mandated to look at ways to exploit the natural resources potential for use only at national level. For example, the Tana and Athi Rivers DA Act [48] says in part, “…for the integral development of several river basins in the Tana River including their hydroelectric potential.”

Lamentations by communities displaced by flooding hydroelectric dams but continue to stay in darkness long after the projects are commissioned are fairly common, even worldwide. Barbara Adair [49], a travel journalist, aptly illustrates this when she describes a Malian fisherman on the Niger, as he casts his fish net. “He is doing the work he has done all his life; the work that has been done unchanged for centuries. The hydroelectric plant being built somewhere upstream, to light up three West African states, means nothing to him.” Inevitably this approach has historically been a potential source of agony and frustration for
rural communities. It is billed as responsible for Africa's inaugural post-colonial civil war, the Biafran war [50], in Nigeria.

The enlisting of local communities as stakeholders of economic ventures in their neighbourhoods has, in fact, been shown to be not just politically moral but very cost effective. The Kenya Wild Life Services [51], for example, found that the prevalence of game poaching was far less in areas where local councils had a share in the tourism revenue.

2.6. Human inertia to change

The Department of Energy and Mineral Affairs of South Africa funded a social research project, in East London, to investigate reports that after electrification poor households still continued to use previous fuels such as kerosene. In his report, Leslie Bank [52] cites culture as a major determinant in the choices of fuels and consequent lifestyles of the people. The discussion in [52], however, does not suggest much as a way forward. Culture seems to be depicted as an abstract, rigid and unchangeable given state. It is not evident that there was any participatory dialogue with the people or an attempt to compare relative fuel prices. The conclusions derived, for example, that the kerosene was specifically preferred by the wife to 'enhance her power in the household,' sound a little far fetched.

In fact available evidence seems to point elsewhere. For example, while opening the International Domestic Use of Energy Conference 1998, the Vice Chancellor of the Cape Technikon, Dr. Balintulo, remarked, "We all know electricity, but we all know, experience and appreciate it differently. People in the townships have told our Energy Technology Unit, during a country-wide survey, that they perceive electricity to be an unreliable source of energy." Another plausible reason is provided by Courter [52] who, when writing about Aladdin, the kerosene lamp from his native America, laments society's tendency to hold on to its past. "For many it has been the only light of their entire life. Even when the electricity comes, there are a loyal few who profess to use the electric light only 'to find the match' to light their Aladdin!"

Kebede [54] in his analysis of the Ethiopian energy consumption habits points to the anomalies of the so-called energy ladder. While there may be evidence of tendencies towards
use of electric energy for cooking, as family incomes improved, they did not abandon previous fuels like charcoal and kerosene. In fact their affluence seemed to enable them to consume even more charcoal as their overall household energy consumption increased. Adds Kebede, “Firewood/electricity are substitutes, but kerosene/charcoal and charcoal/electricity are complementary pairs,” with the prevailing commodity prices determining the ratio of use.

Additionally, certain traditional meals (like injera) are preferable when prepared with a traditional stove and this will transcend economic class barriers. This author can also testify to this fact from a personal anecdote in the preparation of a traditional Ugandan banana meal. In South Africa, when one refers to the braai (barbecue), charcoal (or firewood) as a fuel is implied, regardless of social status or race of the host. Numerous other examples across continents can be quoted [55, 56]. Lebot [57] in his French experience has lamented that, “considerable energy savings have been identified in the cooking sector but these often involve changes in common cooking practices that may breach current cultural and behavioural norms and hence could encounter consumer resistance.” Ironically, many of these households actually acquire the ultra-modern appliances but often end up with higher energy bills. For example, the microwave oven, that was originally meant to replace the traditional electric cooker, is more popular as a defroster for precooked food: food that has already had its energy allotment! This is before one considers the energy required freezing it. So, evidently, these cultural tendencies have no specific ethnic tag and are much more universal than one ordinarily imagines. Clark et al [57], in a paper entitled, “South Africa’s Efficient Lighting Initiative (ELI)”, have shown that through a well-orchestrated campaign and participatory consumer engagement, consumer culture can indeed be re-moulded.

Finally, from the author’s anecdotal experiences, there is an apparent linkage between a community’s recent history, their outlook to life and how they subsequently interact with a new technology as illustrated by some brief examples. In Uganda a demoralizing legacy of HIV/AIDS, seemed to have eroded away people’s desire for long term outlook and planning. The trend has been apparently reversing lately. Tanzania with a past legacy of ujama (socialism) the incentive for individual excellence may have been tampered by a past system that seemed to reward more for political correctness. In Ethiopia there is an uncommon
level of gender balance in technical fields and a strong sense of self-reliance even under a very challenging economic environment, that could be linked to their former Soviet ties.

2.7. Concluding remarks

The benefits of rural development to society cannot be overstated. There are however, detractors who still insist that services like electricity should follow rather than lead economic development. True, it is, that energy is a derived demand of economic activity but this may be precisely what obscures the fact that its absence could actually perpetuate the lack for its demand. Consequently, lack of energy services cannot easily be identified as the cause of poverty that it, most likely, is. Current annual national economic reports in sub-Saharan Africa do not seem to depict the true extent of rural poverty [59]. Unquestionably, energy facilitates all human endeavour. There is therefore urgent need for economics models by which African governments can tangibly quantify, in terms of losses, the continued lack of energy services to rural communities, if this cannot be figured out otherwise.

The solution however cannot be simply, the massive undertaking of rural development programs by governments, while the recipient communities are relegated to observer status or a waiting queue. With all their good intentions, such approaches have repeatedly been shown to maximise on government expenditure with unsustainable results [23, 24] on the ground.

As seen from historical examples of successful rural electrification [39-40], the communities were the primary driving agents. They did not achieve this totally on their own either. Instead, their governments empowered them with the necessary logistical and material support that included finance as well technical, managerial, legal and commercial skills. This approach has an additional sustainability factor since communities' priorities remain the same while those of governments can change over time. Moreover, the entrenchment of democracy and good governance that are so needed for rural development would be enhanced, as the more empowered communities would inevitably be less prone to political manipulation. In the case of investment in rural neighbourhoods the enlisting of local community members (individually or collectively) as partners (stakeholders), even if with a minority stake, has been shown to be both morally right and cost effective.
Drawing from the above however, it is quite apparent that a dilemma may exist between the necessity to productively engage rural human resources as the primary agents of rural modernisation and inherent human nature that seems to resist change. This can be manifested in either the disseminator or the recipient. In the case of the disseminator legislation and guidelines can be put in place. As for the recipient however, a different approach may be more appropriate. In fact well-meaning intentions may on occasion raise ethical questions. Moser et al [15] tackled this issue by coining the term ‘conscientization’ of society. They however, pointed out that even this would not be without a challenge for, “How does one conscientize society without appearing to impose an ideology?” they posed. This could be in the form of introducing a more efficient agricultural technique to a village. Genetically modified maize is a common example.

It could be argued that in modern society legitimate sovereign governments have mandates as well as responsibility to make some choices for and on behalf of their own people by way of legislation and regulations. But should this justify the common approach that presumes what a community’s needs are? In fact Moser et al [15] have advocated for a process of a ‘dialogical nature’. It’s argued that true education starts from the premise, that peoples and nations are the true agents of their own education. The initiator or proposer must learn to balance his act of influencing while open to learning from the influenced. “This is the consciousness of solidarity that offers an opportunity of providing sustainable political, economic and social changes,” they conclude.

2.8. Appendix II

In his contribution to a 1935 US Congress debate on rural electrification, former US Senator George W. Norris of Nebraska, gave an insight into the kind of value one could attach to social equity.

I had seen first-hand the grim drudgery and grind which had been the common lot of eight generations of American farm women. I had seen the tallow candle in my own home, followed by the coal-oil lamp. I knew what it was to take care of the farm chores by the flickering, undependable light of the lantern in the mud and cold rains of the fall, and the snow and icy winds of winter.

I had seen the cities gradually acquire a night as light as day.
I could close my eyes and recall the innumerable scenes of the harvest and the unending punishing tasks performed by hundreds of thousands of women, growing old prematurely; dying before their time; conscious of the great gap between their lives and the lives of those whom the accident of birth or choice placed in the towns and cities.

Why shouldn't I have been interested in the emancipation of hundreds of thousands of farm-women?
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3. New Automotive Technologies for Rural Lighting in Sub-Saharan Africa: White LEDs

3.1 Introduction

A new trend across Africa that began in the last decade of the millennium led to the systematic unbundling and privatisation of national utilities and parastatal institutions that had, at least in principle, social components to their mandates [1-2]. The new, solely profit-driven, entrepreneurs have moved swiftly to consolidate their operations in the mainly urban enclaves, and put paid to any remote hope for further rural activity. Consequently, it's slowly being realised that off-grid is the way forward for the abandoned rural areas. As these communities transition towards electrification, lighting is often the priority load. For these emerging electric consumers the alternatives are burning reeds and smoky kerosene candles. Apart from the aforementioned respiratory and sight illnesses, these rudimentary means provide poor lumen levels and have environmental implications as well.

Limited generation and storage capacities characterise these upcoming small rural power installations. The resource constraints call for effective demand side management that conserves energy but with minimal compromise on service delivery quality. Globally, electric lighting accounts for some one fifth of all the electric energy consumed, and a similar percentage of electric energy related green house gas (GHG) emissions. Therefore, any efficient electric lighting initiative is a subject of interest for all humankind.

Lighting loads are often inaccurately modelled due to the omission of a number of relevant non-electrical parameters. Illumination as a technology, has made its own advances, independently, that must be included in the ultimate electrical lighting solution [3-7]. High benefit lighting in the work place, for example, optimises sight dependent tasks while minimising the energy used. Illumination experts point out [8, 9] that over-lighting a space or task area degrades the lighting quality in addition to wasting energy.

As already mentioned, solutions for electrification or energy development in the developing world need not follow the same path as for the developed world. Instead relevant technical
solutions for advanced applications in the developed world can be used to leapfrog intermediate technologies and applied directly, with benefit to the developing countries. The Internet for example, has over the past decade been making quite some impressive inroads and changing lives in sub-Saharan Africa. In the field of lighting, recent developments in automotive electronics may yet launch another cutting edge technology into the rural communities. The red light emitting diode (LED) that recently made remarkable gains in the traffic and car tail light markets is fast evolving into the white LED for general lighting and may be applied directly to rural electrification problems.

This chapter examines the lighting issue at depth. Section 3.2 will describe how radiometric power output of a light source (in watts) relates to photometric or light power (in lumens) by incorporating the human eye frequency response. Section 3.3 will discuss lighting load modelling. A range of attributes of a light source will be described. How they contribute to the lighting quality and thus finally impacting on the electric power source will be explained. Using the South African lighting standard, section 3.4 will discuss the requirements of a rural household and compare the performance of a state-of-the-art rural lighting system to the white LED. Section 3.5 will briefly discuss the present and the projected future of technological and commercial issues of the LED. Section 3.6 will give empirical graphical comparisons of transient loading for the white LED, the incandescent and fluorescent lamps. Conclusions will then be drawn on the possible impact of LEDs on rural electrification.

3.2 Background: Lighting Load modelling

When connected across a voltage source, an incandescent light bulb draws a current with a waveform that is a near replica of (and in phase with) the voltage and therefore at a near unity power factor. This is the classic criterion for an ideal electric load yet this, apparently, ideal load is labelled as inefficient: in fact, very inefficient. How is this possible?

Modelling lighting loads is unique as it involves the human eye as the ultimate load determining the required electric power input. Any losses prior to the eye constitute power delivery losses and failure by light to reflect off an intended target and then to the reception of a normal eye constitutes system inefficiency. In figure 3.1, the curve represents the
radiometric output power, in watts, of a tungsten incandescent light source as a function of wavelength. The shaded area represents the visible output of the source, defined as the range from 360 nanometers (nm) to 830nm. This fraction determines the efficacy of the light source. However, the human eye responds differently to different wavelengths (within the visible range) and the light source efficacy is not (literally) the shaded area divided by the total area.
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Figure 3.1. Output energy as a function of wavelength for an incandescent tungsten bulb

Figure 3.2 is an empirical curve, drawn by the International Commission on Illumination (CIE), of an average human eye response as a function of wavelength. This is the photopic curve. (The scotopic curve is the response during very low light levels and is not part of this illustration.) As seen on the photopic function, the human eye responds best at 555nm. This point defines the full coefficient, 1, of the eye’s response. The unit of light power is the lumen (lm). The eye receives radiometric watts and interprets them in lumens using the response function. For example, 1 watt of (monochromatic) radiometric power at 500nm will be interpreted, in lumens, as 0.3 in value compared to 1 watt at 555nm.

The following is an elementary illustration of a general monochromatic case. The symbols used are not the authentic illumination symbols but merely serve to illustrate a point.

Let \( y_1 = f_1(\lambda) \) watts, represent the radiometric function (due to the light source) in figure 3.1 (where \( \lambda \) is the wavelength)

And \( y_2 = f_2(\lambda) \), represent the photopic function (of the human eye) in figure 3.2.
Then the light power, $L_r$, in lumens, of a monochromatic radiation of wavelength $\lambda_r$ is given by

$$L_r = K f_1(\lambda_r) f_2(\lambda_r) \text{ lm} \quad (3.1)$$

The constant $K = 683$ is the watt-lumen conversion constant. A lumen can then be defined as the (visual) power of monochromatic radiation of frequency $540 \times 10^{12}$ hertz (which is 555nm in air or vacuum) equal to $683^{-1}$ watt.
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Figure 3.2. The human eye response plotted against wavelength

The conversion of radiometric power of a general non-monochromatic light source to luminous quantity, however, involves many other illumination functions that are beyond the scope of this illustration. Fortunately, light source manufacturers normally indicate the efficacies (in lumen per watt) of their products.

### 3.3 Light source modelling

As mentioned, efficacy is given as the number of lumens of light output of a light source per input watt of electrical power (lm/w). This is, however, just one of the indices of lighting quality. For a more comprehensive light source design one requires more data. Initially, the task for which light is required must be defined and the required amount of light quantified.
As an example one may consider an incandescent light source and a light emitting diode (LED), which currently (2003) have practically the same lumens per watt (efficacy) rating. It would therefore be reasonable to assume that the two light sources would consume the same amount of electric energy to perform the same task. How then could the traffic and signal lights industry report such massive energy savings of up to 80% by just replacing the incandescent lights with LEDs?

In the case of a ‘stop’ traffic light for example; the required task is the production of red light and only to the view of the car driver. The key words are colour and directivity. True efficiency must therefore be the amount of power successfully converted for the task per unit watt of input of electric power. In order to perform this task the incandescent light must use a reflector and a red filter. A 140 watt incandescent lamp with an efficacy of 15 lumens per watt will produce 2100 lumens. However, after the red filtering and reflecting the amount of red light that is finally available to the driver may be only 200 lumens, which happens to be adequate. A red LED, on the other hand, is a monochromatic device and has directivity with an appropriate angle. It is task specific: requiring neither filter nor reflector. Therefore, a replacement LED assembly for the same traffic light function only requires 200 lumens. Having the same efficacy as the incandescent, the LED ends up consuming only 10% of the power. Moreover the LED has other superior attributes like shock resistance; a problem that causes premature failure in incandescent traffic lights and vehicle taillights.

Light sources have a variety of other attributes in varying degrees as illustrated in appendix III at the end of this chapter. These determine the suitability and therefore efficiency of a light source for a given task. In addition, the colours of the surroundings having unique reflective properties will affect the amount of light required and ultimately impact on the required generation and/or storage capacity in an electrification design. “In some cases enhancement of these influencing factors can improve performance without the need to raise illuminance” [4]

As seen earlier in the case of traffic lights, confining light to a specific purpose does improve on energy efficiency. Philips engineers have also demonstrated the effectiveness of this technique, called ‘tasking’. A set of specially constructed LED streetlights performed at par
with sodium lamps despite the overwhelmingly superior efficacy of the sodium (130 lm/W). If the purpose for a light source is reading, it would appear reasonable to infer that energy would be most conserved if the light were confined to a target area, namely the book. Illumination experts, however, caution that this may cause discomfort due to glare [4], if the background is pitch dark. Other symptoms include annoyance and reduced productivity. Some mild ambient lighting, of the order of at least 10%, which would otherwise be inadequate on its own is recommended [8].

Finally there are special circumstances that call for higher lamp lumen levels than would be required ordinarily. These include provision for visually impaired persons, or special age groups of occupants.

3.4 Rural lighting requirements

In South Africa, a code of practice [8] gives the minimum lux for a whole range of locations and activities. For example, kitchens are allocated 200 lux, 100 lux for bathrooms and 500 for study and reading. Like other standards, there may be variations from country to country. In the following illustration the specification of the South African Bureau of Standards will be assumed. An incandescent lamp and a white LED for reading are compared below.

If the reading area is 0.25 m\(^2\) and the required light density is 500 lumens per square meter, then the lamp should produce \((500 \times 0.25) = 125\) lumens.

As of 14th April 2002 Lumileds [10] produced LUXEON-5W, a 120 lumen white LED light source with a power consumption of 5 watts. As mentioned earlier, LEDs have directivity and it is reasonable to assume that all the light can be confined to the required area. (More sophisticated issues like glare will be ignored here)

The incandescent lamp will use a reflector (luminaire) to attain the directivity. A good quality luminaire has a coefficient of utilization (CU) of 0.55 [6]. CU is the indication of the proportion of useful light emitted by a luminaire. Therefore in order to create the same effect as the Luxeon-5, the incandescent light must produce \(120/0.55 = 218\) lumens. The efficacy of a typical incandescent lamp is 15 lumens per watt. The wattage of this lamp will
be \(218/15 = 14.5\) watt. Incandescent lamp efficacies rise with filament temperature, which in turn rises with lamp wattage. So in reality a lamp of such low wattage will have an efficacy closer to 10 lumens per watt. This will make its wattage closer to 20 watts and hence will require 4 times the amount of power as the Luxeon-5.

### 3.5 Solid state lighting (SSL): current status and the future

SSL has taken a foothold and is certain to revolutionise lighting energy consumption. Cynics refer to traditional electrical lighting, as a process of heating of a medium by the application of electricity until it’s hot enough to give out some light. A grossly energy-squandering scenario!

In contrast LED technology involves a quantum process to convert dc current to light. Conversion efficiencies nearing 100% have reportedly been achieved in laboratory results with certain materials. Having said that, it should be pointed out that the LED has the same common p-n junction heat dissipating characteristics. In order to realise more brightness the dc forward current must be increased, which in turn increases the p-n junction temperature. Over-rating the temperature can compromise the lifespan of a device. So in order to realise sustainable brighter output, manufacturers are using higher thermally conductive lead frames and higher temperature epoxies in addition to higher efficiency semiconductor materials. The mounting of components on heat sinks further augments these with low thermal resistance. Then there is the issue of light extractability that is still another stumbling block. In fact, it would appear that the materials with the most efficient quantum conversions have the poorer extractability efficiencies. These are part of what research will address and should be awaited for with much anticipation by the African rural communities.

Lifespans of incandescent lamps average about 800 hours. LEDs have superior lifespans to incandescent light sources. However, like other light source types LEDs suffer from lumen depreciation and one ought to exercise caution with hyped brochure figures like 100,000 hours [11-13]. Independent researchers have pegged the 50% lumen depreciation lifespan of a white LED to a more realistic figure of 6000 hours. The 100,000 hours is probably when the LED finally shuts down. This gradual deterioration, once understood, could be factored into scheduled maintenance. Unlike the abrupt failures by incandescent and fluorescent
lamps it would be an added advantage.

White light from an LED is obtainable in several ways. The resulting “whiteness” will vary depending on the method, and material combination used (among other factors). In illumination terminology these various tints are referred to as chromaticity points defined by pairs of x-y coordinates on the CIE 1931 diagram [14]. One method of generating white light is by the convergence of beams (of primary colours) from three monochromatic chips of red, green and blue. This is theoretically the most accurate method (especially with colour rendering) but in practice is still riddled with calibration problems.
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**Figure 3.3. The anatomy of a phosphor-based white LED**

A second method involves the use of monochromatic ultra violet (UV) light generated by a single chip to excite three phosphors of red, green and blue. The method is particularly discouraged due to a possibility of leaking UV light to the user. The colour (or whiteness) is also said to be angle dependent.

![Emission spectrum](image)

**Figure 3.4. A typical emission spectrum for a phosphor based white LED**
The third and currently most preferred method, (and credited to [15]) is illustrated in figure 3.3. It involves a monochromatic blue light emitting gallium nitride chip, (GaN), (typically at 265 nm) that is coated with yttrium aluminium garnet (YAG), a yellow fluorescent phosphor. The yellow phosphor is excited by the blue light to produce a broad emission spectrum, in a process somewhat analogous to the fluorescent tube light. Figure 3.4 illustrates a typical emission spectrum of a phosphor based white LED. Conversion efficiencies are dependent on the quality of the phosphor and the composition of YAG can be varied to generate a variety of chromaticity points. The phosphorescence typically peaks at about 555 nm with a CRI of 85 and is hence a reasonable mimic of white light. Additionally, the chromatic performance of a phosphor based white LED will be affected by the drive current and component age.

However in apparent acknowledgement of the transitional nature of the technology, many applications (like automotive lights) have specs that permit some flexibility on chromaticity. A possibility that future colour mixing may be managed externally by waveguiding, optical luminaires using light from several monochromatic chips has been raised in [16].

Historically the LED efficacy has been doubling every 18 to 24 months since the beginning of the 1970’s. Such evolution is highly dependent on funding. In July 2001 the US Senate launched, ‘the Next Generation lighting Initiative’ with an ambitious goal to achieve 25% market penetration by the year 2012.

As of 2003, the commercial white LED had reached an efficacy mark of 25 lm/w. According to Sandia National Laboratories the projected efficacy for the white LED before the end of this decade is 50 lumens per watt, with a possibility of nearing 100 lm/w with accelerated effort [17, 18]. According to the projection model in [17] the accelerated track option is conditional upon adequate funding. Figure 3.5 is a graphical illustration of the model.

On the 25th of April 2002 the US Senate passed bill S.517, and committed over 1 billion US dollars per annum for research and development (R&D), for “such areas as next generation lighting technologies.” This is cause for optimism. The same forecast projects that at 50
lm/w the per kilo lumen price will still be US $8.30 against the incandescent lamp’s current US $0.56. Cost is still a major shortcoming for the LED. If the accelerated track should be followed a price breakthrough of US $0.50 is projected at 120 lm/w of component efficacy.
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Figure 3.5. A Sandia National Laboratories projection model of the future of general lighting

The aforementioned 6000 hours lifespan however gives an 8:1 advantage of cost over the lifespan of the white LED against the incandescent lamp. It means that for every time one buys an LED lamp one requires to buy at least 8 incandescent lamps to last as long, giving a much better cost effectiveness scenario in favour of the LED. It also means that even at the projected lower end value of 50 lm/w the LED will be far more cost effective to use than the incandescent lamp, while LED power consumption will be less than a third.

It should also be noted that the Sandia model focused on efficacy as the major index for market response. There are other possibilities. The market could, for example, be impressed by other improving attributes like the lifespan or colour rendering index CRI and realise a price breakthrough much earlier.

The time it takes to start a light source can in certain instances be important. Currently, compact fluorescent lights (CFL) are very popular in off-grid systems. There is a time delay to get to full brightness. So the incandescent lamp still ends up standing in for that odd function like closet lighting. The LEDs are not only as fast as the incandescent lights to start but even faster when going off. CFLs have additional shortcomings like disposal.
The directivity attribute has been hitherto highlighted as a major efficiency factor for tasking and signals applications. However, for uniform and homogeneous lighting applications the nature of LEDs being point sources presents a challenge. Moreover manufacturers continually caution against the dangers posed by the high intensity of these sources. Therefore waveguide optics are required. In [16] it is suggested, though, that the very nature of the point sources should in fact make them even easier to convert as compared to traditional intermediate size sources. This should be more so especially with the emergence of inexpensive plastic waveguides.

At the current levels of technology the white LED's advantage over the incandescent lamp would appear to be mainly in task applications, like reading and perhaps the kitchen. But when considering lumen depreciation (also called light loss factor, LLF), the LED scores yet another point. Because the reflectance of the reflector deteriorates as well, the incandescent lamp has two depreciation factors to contend with against the LED's one.

Consider a rural African household comprised of two bedrooms, a kitchen, a bathroom with a toilet and a lounge/dinning at the far end. One may assume over 80% of the full lighting load for the four hours per evening and only incandescent lamps in use. Assuming also, that the room sizes and surrounding wall reflectances are such that the required lux levels can be achieved using the following wattages. A 60W in the kitchen, 40W in each of the bedrooms 25W in the bathroom, 60 W for ambiance in the lounge/dinning room and an additional 20 W for the table reading lamp. The total peak load would be 225 W. If compact fluorescent lights (CFL) with average efficacy of 50 lumen/W were used then the total consumption would be 67.5 W. An incandescent light and a CFL radiate light in all directions.

If white LEDs were used they would have a directivity advantage. Assuming a collective projected LED beam angle from the sealing of 120° then its approximate solid beam angle would be \[ 2\pi(1 - \cos\frac{\theta}{2}) = 2\pi(1 - \cos60) = \pi \text{ steradians} \] [16, 17]. But a sphere is \[ 4\pi \text{ steradians}. \] Therefore the white LEDs are only required to supply one quarter of the lighting power. If the efficacy of the WLEDs were 15lm/W their peak power consumption would be \( (225 \div 4) = 56 \text{W}. \) But the WLED efficacy is currently (2003) of the order of
25 lm/W. Therefore the consumption drops to \[ \frac{56 \times 15}{25} = 33.6 \text{ W} \]

If one should consider the same WLED having evolved to efficacy levels of 120 l/W then the peak load would become \((56 \times \text{incandescent efficacy})/(\text{LED efficacy})\). Peak load demand per household = \((56 \times 15)/120 = 7 \text{ W}\). For a village of 40 similar households the maximum non-coincident electricity demand due to lighting would be 280 W.

### 3.6 Transient Loading

A series of tests were carried out on various lighting loads to establish their transient responses to step input voltages. The response (on and off) of a series string of LEDs (with a current limiting resistor) is illustrated figure 3.6. The load current was 20 mA and measurements were taken using a 100 MHz scope. It would appear from these results that the response of an LED load to a step input voltage is a near replica of the response of an ideal resistor with no traceable transient overshoot. This exerts minimal stress on the power source. This can be contrasted with figures 3.7 and 3.8 for an incandescent and a fluorescent tube light respectively, which have high magnitudes of starting currents.

![Figure 3.6](image)

Figure 3.6. A plot of a transient loading of a string of LEDs at 20 mA
3.7 Concluding Remarks

This chapter has discussed the advantages of advanced illumination technologies in maximising lighting quality while minimising electric power consumption. Using the South African lighting standard, the lumen requirements of a rural household have been enumerated. In addition the performance of a state-of-the-art rural lighting system has been compared to the white LED. Thus the superior energy saving attributes of LEDs have been demonstrated. These would augment the illumination technologies and further cut down on electric power consumption. A discussion of the current and projected status of the white
LED points to ultra high performance with long lifespans at low prices in the near future. Empirical graphical comparisons of transient loading for the white LED, the incandescent and fluorescent lamps have shown further loading advantages of the LED.

The above facts strongly suggest that the white LED has technical and cost advantages over traditional lighting systems even in its present state and should be the light for now and future rural applications. They also vindicate the use of pico power as the viable way forward to the future of power generation.

3.8 Appendix III

Color rendering index (CRI) is a relative scale from 0 – 100 and determines how colors of an object are perceived under an artificial light as compared to a reference light. The low-pressure sodium lamp, for example, while reputed to have the highest efficacy figures of the order of 130 to 150 lumens/watt, has a CRI of nearly zero. So it can only be said to be efficient for the outdoors and certainly very inefficient indoors, as most colors appear black under this light. The incandescent lamp, on the other hand, has a very high CRI of nearly 100. Or put simply, colors appear most agreeable under light from an incandescent bulb. This could partly explain why even people who are clearly aware of relative lamp performances, and energy benefits and can afford the ‘better’ types (like CFLs) still keep choosing incandescent lamps. The current white LEDs perform very well with a CRI of 85, which matches the compact fluorescent (CFLs), and they will get better. Besides, CFLs use toxic mercury to function and their disposal is a problem.

Lumen depreciation is the reduction in output lumens of a light source with age. The depreciation rate is dependent on lamp type, environment and rate of usage. The life span of a light source is deemed to have ended if the amount of lumens falls below 50% of the initial figure. “In lighting design we must take into account this fall by use of a maintenance factor”[3]. This is one piece of data that is frequently a subject of distortion by manufacturers. The fact that lumens per watt values on the labels are only valid for new lamps is hardly ever mentioned. However, considering this omission as a constant across the board, LEDs have relatively far longer lifespans than any other type.
3.9 References III


20. Light emitting diode (LED) power output specifications. Honeywell application note, pp. 348-349.
   http://content.honeywell.com/sensing/prodinfo/infrared/application/In1eng.pdf
4. Other Critical Appliance Technologies

4.1 Introduction
Apart from lighting, refrigerators and water pumps are also critically important in rural areas. This chapter will highlight how advances in automotive air-conditioning and motor drive technologies could be adapted for rural electrification. Section 4.2 will describe a state-of-the-art refrigerator in Kenya and its shortcomings. Then an overview of the Carnot and vapour compression cycles will be given. It will then be shown how research in automotive air-conditioning has systematically worked on each of the sections of the vapour compression cycle to achieve high efficiency results. The section is concluded by an example of a state-of-the-art rural vaccine storage technology and how it could greatly benefit by adapting the new automotive air-conditioning technologies.

Section 4.3 will provide a background of recent developments in automotive motors and drives. These include the concept of designing motor/drive systems that match the expected load characteristics. Then, in an example of a water delivery system in rural South Africa, the advantages of applying these automotive advances will be demonstrated. Conclusions will then be drawn as to the possible impact of adapting these automotive technologies to rural loads.

4.2 Refrigeration
4.2.1 Background to Refrigeration
Refrigeration is critical to the delivery of health services as well as for food storage in rural communities [1-2]. This service is required round the clock and hence has quite a significant impact on energy generation and/or storage. The most common refrigerator found in Kenya, has a reciprocating hermetically sealed compressor together with a single-phase induction motor [3]. The motor capacity is typically in the range of 75 to 250 watts. This design is a proven age-old technology and has attributes such as low cost and robustness associated with an induction motor but is riddled with drawbacks.

Firstly, the fixed displacement compressor runs at a single speed and is optimised for maximum loading under the expected worst ambient conditions. It is therefore over-
specified. If the compressor discharge pressure is lower than the desired condenser pressure, the condenser will not be able to condense the gas at higher coolant temperatures. Therefore, exit pressure is set to err on the higher side resulting in energy loss. In order for the refrigeration system to operate at the required capacity the compressor is cyclically switched on and off. During each start-up phase the oil pressure is low and bearing lubrication is not optimal. Repetitions result in frictional losses as well as a reduction of compressor life [4]. Additionally, at start-up more oil leaks into the refrigeration fluid system than during continuous operation, further depriving the bearings of oil as well as compromising refrigeration efficiency [5]. The fluid turbulence that characterises these abrupt full speed starts and stops, is also a major contributor to inefficiency.

This type of compressor cycle is characterised by a widely varying torque during its mechanical cycle. The average versus peak torque ratio can be 1:4 at its worst, and a starting torque of (often) 2 times the rated [2]. Without considering the compressor inefficiencies the induction motor efficiency would only range between 55 – 70%. The refrigeration system uses the traditional ozone depleting CFC refrigerants, which renders the operation of this type of refrigeration system practically obsolete.

In the 1970's the percentage consumption of energy by refrigerators in the USA was estimated at 25%. This prompted high profile efforts to improve refrigeration efficiencies and research has been on-going over the years [6-11]. In France, for example, studies [12] have shown that energy savings of factors up to 3.2 using energy saving refrigeration technology can be achieved. Unfortunately these activities seem to have largely focused on large commercial systems and domestic capacities commonly used in the more affluent households of the developed world. Additionally, being designed to operate exclusively from mains excludes their application for off-grid rural applications.

A turn of events in the 1990's however focussed research on automotive air-conditioning with technologies that could more easily be adapted to African off grid and rural refrigeration requirements. These events included, the 1992 Montreal Protocol [13] (banning ozone depleting substances), the 1993 Partnership for a New Generation Vehicle's (PNGV) [14] and the Kyoto Protocol [15] (on green house gas emissions). In addition, there are other
regional automotive regulations such as the US Federal Test Procedure (FTP) [16] for vehicle emission control. The provisions of the FTP require that tests be done while the air conditioner is running. Each of these standards imposes stringent demands on the automobile air conditioning system. Consequently automotive air-conditioning became one of the most scrutinised technologies. Despite the apparent encumbrances, air conditioning has emerged as a de facto standard automotive accessory in the world’s largest automobile market, the USA. This development has offered ample opportunity for further development.

In the next generation automobile, the internal combustion engine will be required to shut down at traffic stops or slow traffic instead of idling, as an emission control measure. At this stage the air conditioning load will be at maximum as there will be no supporting air draught and the only energy source will be the battery. H. Nadamoto et al emphasise, “It’s important to keep the A/C power as low as possible and at the same time secure its minimum required capacity” [16]. This, unlike any other situation, is a virtual replica of an off-grid refrigeration scenario.

4.2.2 Overview of the Carnot Cycle
The Carnot cycle is perceived as a heat pump with an ideal working fluid [17-21]. The fluid undergoes no phase change and all processes are reversible.

Heat energy is drawn from a high temperature reservoir to a low temperature reservoir using the working fluid as the transport medium. The cycle ends at the low temperature reservoir where the heat is converted to work. It is comprised of four stages in which the following happen.

- First there is an isothermal process (without change in temperature) where heat is transferred from a high temperature reservoir (at temperature $T_a$) to the working fluid.
- Secondly the working fluid undergoes an Isentropic process (without heat exchange with the surroundings) and its temperature drops to $T_b$.
- Thirdly, heat is transferred from the low temperature working fluid to a low temperature reservoir isothermally.
- Finally the working fluid undergoes an Isentropic process and its temperature rises to $T_a$.

Then the cycle resumes.
An ideal refrigeration cycle is based on the reverse of the Carnot engine cycle. Instead, work is put into the system via the compressor's mechanical shaft. An isentropic compression converts this mechanical work into an equivalent amount of heat using the refrigerant as the working fluid. The refrigeration cycle performance is therefore judged against this input work. This is the coefficient of performance (COP), which is the amount of heat removed from a low temperature reservoir divided by the net mechanical input work to the compressor shaft.

### 4.2.3 Modelling a real refrigeration cycle

The overview in section 4.2.2 enables one to comprehend what would happen under ideal conditions at each stage. In practice, refrigeration systems use the standard vapour compression cycle which at best will perform less efficiently than the aforementioned ideal cycle. The refrigerant at the condenser stage is at high pressure, in saturated liquid form and at temperature $T_a$, which varies somewhat from $T_o$ above. It is then throttled through an expansion valve, into the evaporator, does work as it expands and drops in temperature. At the evaporator it absorbs heat from the load. At this stage it is in saturated vapour form. The saturated vapour then undergoes compression. It gets super heated and condenses into a saturated liquid in the condenser as it rejects heat to the surroundings (air, water or fan draught). The condenser is in the form of a heat radiator. (See figure 4.1).

Looking at each of the cycle stages, the indices of performance for the various components can be tabulated as follows:

- **Compressor isentropic efficiency, $\eta_i$,** considers what percentage of the mechanical work input to the compressor shaft is transferred to the working fluid and what factors are responsible for any losses [22, 23].

  $$\eta_i = \frac{\text{Isentropic Work Input}(w_i)}{\text{Actual Work Input}(w)}$$

  It is shown in [22] that a higher $\eta_i$ implies a higher COP.
• **Condenser efficiency** considers how efficiently heat is transferred to the surroundings from the condenser: how close the condenser temperature is, to the ambient. This can be enhanced by the use of a blower fan but then its power consumption must also be taken into account [24].

• **The effectiveness, ε, of a heat exchanger** is defined as the ratio of the actual heat transfer rate to thermodynamically possible maximum heat transfer rate that can occur in a counter flow heat exchanger of infinite size [22]. It is also dependent on the heat capacity, $C_s$, of the fluids involved in the exchange (which is the product of the fluid mass flow rate and its specific heat capacity).

It can be shown [22] that

$$
\varepsilon = \frac{C_h (T_{h,i} - T_{h,o})}{C_{\text{min}} (T_{h,i} - T_{c,i})} = \frac{C_e (T_{c,o} - T_{c,i})}{C_{\text{min}} (T_{h,i} - T_{c,i})}
$$

(4.1)

Where the subscripts $c, h, i,$ and $o$ respectively stand for cold, hot, in and out. $T$ is temperature and $C_{\text{min}}$ is the capacity rate of the smaller of the rates of the hot and cold fluids. In this case the hot fluid is the refrigerant and the cold is air.

• **Throttle** (or expansion device) **isentropic efficiency** considers how well the throttling process maintains the energy integrity of the fluid. It examines the factors that contribute
to losses like heat radiation to the surroundings and frictional resistance as the fluid moves through the throttle [25] and expands into the evaporator. The device also serves to establish proper temperatures and pressures in both the condenser and evaporator for optimal performance.

- **Evaporator efficiency** considers how efficiently heat is transferred from the load to the evaporator working fluid [25]. This function is the identical inverse of the condenser stage.

- **Load management** considers other measures that could be taken to reduce the load to minimal levels [22, 26]. The ambient temperature at the condenser stage, for example, is important [16]. African thatch roofing, for example, is known to create cooler interiors than corrugated iron roofing. A refrigeration system under such an environment would therefore perform more efficiently than under iron roofing.

- **Refrigerant efficiency** considers efficacies of different refrigerants [28].

The choice of refrigerants, however, has environmental implications as well [5, 29-32]. The automotive industry pioneered the transition from R12, which has been classified as an ozone depleting substance (ODS), to R134a.

As mentioned earlier the refrigeration parameter to be optimised is the coefficient of performance (COP). Since the purpose of the exercise is cooling a load, COP can be defined as the amount of heat removed from the load (in joules) for each input mechanical joule to the compressor shaft in one cycle.

\[
\text{COP} = \frac{Q_{\text{Evap}}}{W_{\text{in}}} \quad (4.2)
\]

(Where \(Q_{\text{Evap}}\) is the heat removed from the load and \(W_{\text{in}}\) is total mechanical work input to the compressor)

Looking from the electrical power source, the overall efficiency is the coefficient of system performance (COSP). It is the ratio of heat removed from the load at the evaporator stage (\(Q_{\text{Evap}}\)) to the total amount of electrical energy consumed by the whole system including extras like fans.

\[
\text{COSP} = \frac{Q_{\text{Evap}}}{\text{TotalApparentPowerFromElectricSource}} \quad (4.3)
\]
4.2.4 Advances in automotive air-conditioning systems

Nadamoto et al [16] have proposed the improvement of the compressor and condenser efficiencies by the use of an externally controlled variable displacement compressor. The compressor would be optimally controlled by the use of software. The driver enabling this approach would be pulse width modulation (PWM) control. A standard car condenser uses a fan and they proposed to optimise its speed by synchronising it with the power requirement of the compressor motor. Given that the load torque for a fan increases as the square of the speed, this technique can realise an appreciable amount of energy saving.

Variable displacement compressors, unlike the common fixed displacement compressors, are designed to run continuously, by varying speeds according to load demand. A number of advantages of this mode have been listed [16, 23]. It is also argued that moderately controlled speed (and hence pressure impact) minimises back leakage and frictional losses, thereby transferring more of the energy to the working fluid and reducing the demand on the compressor. These are factors affecting compressor isentropic efficiency. In his treatment of, "effect of compressor isentropic effectiveness," Bhatti [22] concludes that, "...an increase in compressor isentropic efficiency has a strong influence on the COP. For example, a 10% increase results in a 26% increase in COP."

The authors in [16] reported laboratory trial results showing up to 30% efficiency improvement by variable displacement, software-controlled compressors over standard fixed displacement ones.

Ambient temperatures (or the climate in general) affect the performance of a refrigeration system. Kampf et al [27] proposed a technique of using computer simulations to evaluate the power consumption of an automotive air conditioner under a range of different ambient conditions. They then used load map data from government weather authorities to predict the yearly consumption of a system at certain locations. (Load maps show the relative ambient temperature throughout the year). Then these results are used to predict system performance in other locations with similar climatic conditions. Currently, synthetic global climatic generating software exists [33, 34] that could be used for various sub-Saharan locations that may not normally have databases.
In a comprehensive analytical treatment Delphi Harrison's Bhatti [22] developed a consolidated computer code to predict the automotive air conditioning system performance comprised of the following. At the compressor stage were the volumetric and isentropic efficiencies, displacement rate and rotational speed. At the evaporator stage were, the airflow rate, pressure drop and device effectiveness. At the condenser stage were airflow rate, device effectiveness, pressure drop and lubricant mass fraction at outlet. Finally he included outside temperature and relative humidity and conditioned air temperature. Then using a simulation, he compared standard commercial system performance against a system with functional enhancements that were deemed realistic (or achievable). It included; lubricant containment in the compressor, 17% increase in compressor isentropic efficiency, 10% decrease in compressor pressure drop and a 30% reduction in air pressure drop in the evaporator. The refrigerant in both cases was R-134a. The projected COP increased by 53% under static conditions and by 38% under road conditions (at 50-mph/80 km/h).

4.2.5 Rural refrigeration.

In rural refrigeration the most critical application is vaccine storage. Stringent restrictions are set by the World Health Organisation [35, 36] such that the specifications of ordinary domestic refrigerators are unsuitable. Furthermore the units are almost invariably operated in remote off-grid locations, which eliminates any possibility of using the mains operated commercial units. Consequently, vaccine refrigerators are manufactured in certain quantities by certain manufacturers and using traditional design technologies as the economies of scale do not warrant venturing into modern design options. One of these models uses a solar PV/battery power source and the aforementioned cyclically controlled fixed displacement compressor [36]. The alternative options that will not be considered here, use fuels like kerosene and are much more inefficient as well as being more environmentally unfriendly.

Efficiency advantages of variable against fixed displacement compression refrigeration technologies were highlighted earlier. However the following facts about a commercially available brand of a vaccine refrigerator will help to underscore the point [38].

Among other factors the manufacturer's data sheet points out that the unit only runs for 27% percent of the time at 43°C ambient temperature. This is apparently meant to be a
marketing attraction but is in fact a disadvantage. It implies, among other things, that the actual battery and compressor capacities are \( \frac{1}{27\%} \) = 3.7 times what they should have been in a continuously operated system. It would also result in a much more costly unit. This is before one considers all the aforementioned related efficiency encumbrances.

With the emergence of automotive systems and parts, these refrigerators can be modernised as the former are off grid and solar PV compatible while the automotive market will take care of economies of scale. Much smaller and hence less costly batteries and compressors will be required to perform the same function.

Major players in the automotive air conditioning industry include Delphi-Harrison of USA and Denso of Japan. Reference [39] confirms “a new US $500-million contract to provide a new energy-efficient compressor for auto air conditioners” by Delphi-Harrison. The new-design compressor is expected to be used in two Renault "world cars" sold in 15 countries worldwide. Such reports are characteristically scanty on technical specifics but are very encouraging developments.

4.3 Motorised Loads

4.3.1 Advances in automotive motor drives [40-64]

Electric motors are required for a variety of domestic and community loads in the rural areas. It is often stated that motors are responsible for 60% of the electric power consumed worldwide. However, this could be misinterpreted to mean that motors are energy end-users. Motors are in fact energy delivery conduits. Consequently disproportionate attention may sometimes be paid to improving motor efficiencies at the expense of the processes they are in fact supposed to deliver this energy to. For example, the US Department of energy (DOE) [40] has verified that pump motors are a much smaller efficiency factor in the whole system than often thought to be. They only affect an order of 10% of overall efficiency in many industrial operations. However for every watt saved at the load, the order of 6 watt are saved at the source.
For the next generation of vehicles the functionality of motors is expected to increase as more functions including traction, steering, braking and air conditioning will be ‘by wire’ (electrically driven) [41]. In order to produce the appropriate motor sizes and designs the following candidate technologies, the permanent magnet (PM) motor, the induction motor (IM) and the switched reluctance motor (SRM), each with varying attributes, were selected [42-65].

However it is ultimately argued that each driven process is performed optimally under unique conditions. Given that no motor can viably be designed to operate optimally over an entire torque/speed characteristic range, each motor/drive system can be developed to suit unique load conditions. In [61], an ingenious automotive procedure for electric vehicle (EV) design that first investigates consumer driving habits then optimises with a matching motor torque/speed characteristics is illustrated. This way, the motor selected or designed will perform optimally for a given purpose.

The next sub-section will demonstrate how this automotive technique can be deployed to achieve optimum efficiency for water pumping loads in rural applications.

4.3.2 Rural Water delivery

The Department of Water Affairs, in South Africa, has specified 6000 liters of water per month as the basic requirement for a household of 8 people. This means that the necessary and sufficient efficiency criterion is the delivery of \(6000/30 = 200\) liters per day. If it should be assumed that this water is pumped from an underground well into an overhead storage tank, then the ideal energy required is the product of the weight of the water and the height through which it is lifted.

Using Bernoulli’s principle the energy in a frictionless stream is a constant and the head at any point is given by

\[
\frac{V_1^2}{2g} + \frac{P_1}{\rho} + Z_1 = \frac{V_2^2}{2g} + \frac{P_2}{\rho} + Z_2
\]

(4.4)

Where,

\(V\) is the velocity
P is the pressure
Z is the elevation
\( \rho \) is the viscosity of the fluid
g is the gravitational acceleration.

In reality the flow is not frictionless and results in a head loss given by

\[
\text{Loss} = f \cdot \frac{L}{d} \cdot \frac{V^2}{2g} = K \cdot \frac{V^2}{2g}
\] (4.5)

Where \( L \) is the pipe length, \( d \) is the pipe diameter and \( f \) is the Darcy friction factor. Collectively, these constitute \( K \), the loss coefficient of the plumbing system and are dependent on various impedances. They include (in addition to the pipe dimensions), the friction within the fluid itself, the roughness of the pipe walls, bends, tee junctions, valves, reducers, expanders and joints, among others. But these are all fixed.

Therefore for a given plumbing system, \( K \) is a constant and the only independent variable is the velocity. So the lowest pumping velocity will result in minimal losses. In the above example 200 liters must be delivered in 24 hours. The lowest pumping rate is \((200/24)\) liters per hour or \(2.31 \times 10^{-3}\) liters per second, continuously.

This strategy will be desirable for a power source (generator, or battery storage), as it will draw a level load round the clock and the necessary power and hence delivery losses will be minimal. Moreover, a continuous pumping operation mode avoids a multitude of other operational problems associated with intermittent on/off modes of flow control like, water hammer that causes untold damage to system components. (If the generator should be a photovoltaic (PV) source however, then it may be preferable to spread out the load during daytime only.)

In order to optimise the fluid flow process the choice of the pump must be one whose optimum operating point matches the above flow rate. A general choice exists between displacement and centrifugal pumps. In the case of a centrifugal pump, several design
variations can be made to the impeller geometry, impeller wall, suction (single or double), collector (volute or diffuser) among others.

A typical pump nameplate will specify, flow rate, head (meters), rotating speed and power (brake horsepower, BHP). These, however, only refer to a single operating point. A more accurate picture is depicted by the manufacturer's curves (see figure 4.2), which specify the head capacity, brake horsepower and pump efficiency as functions of speed. These parameters vary from design to design.

![Diagram](image)

**Flowrate (litres/second)**

Figure 4.2. An illustration of a typical pump optimisation scenario

From the above, the required pumping rate per household is $2.31 \times 10^{-3}$ liters per second. If a village were using a common pump and water storage then the total village demand would be worked out from the number of households. From figure 4.2, given that the flow rate and the head are known, the pump size and efficiency can be worked out.

Finally the motor must be chosen or designed to match the already optimised system.

As mentioned earlier traditionally mechanical automotive functions will, in the new generation of vehicles, be driven by wire and hence motorised. The range of motor drive sizes will be from watts
to the order of 50 kW, depending on magnitude of function and capacity of vehicles. The upper end includes military vehicles, some of which are reportedly on trials in the US Army. This therefore promises an ample choice of parts in rural applications.

4.4 Concluding Remarks

Advances in automotive air-conditioning and motorised technologies to conserve energy have been highlighted. Parallels have been drawn between automotive air-conditioning and motor technologies on one hand and the critically important rural functions of refrigeration and water pumping, on the other.

A typical refrigerator in a rural Kenyan community clinic consumes between 300 and 700 watt-hours a day [1]. If the results in [16-23] alone could be translated into the Kenyan rural context, energy savings of at least 30% would be realised. The refrigeration designer in a rural scenario has an added advantage, in that, whereas the automotive designer may desire a larger condenser but lack the space, such a constraint would not exist in the rural context. This would give the rural designer more room for improvement.

From a point of view of an ailing off-grid dc bus (or deeply discharged battery) the variable displacement compressor system would have an added bonus. Most chemical batteries yield more energy when discharged at slower rates. By simply reducing the compressor speed, the power supply stands a better chance of bridging to the next charging opportunity. A fixed displacement compressor on the other hand would have had to be shut down at a much higher battery threshold. The same argument is valid for water pumping and other motorised rural loads.
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5. Modelling of Critical Loads in Rural Electrification

5.1 Introduction

The primary objective of an energy delivery design is to obtain optimum sizes and ratings of generation and storage devices to meet the required loads in a reliable cost-effective manner. One of the conditions necessary to achieve this is to accurately characterise the system load. Apart from defining the acceptable voltage range for the powered equipment, it is important to determine the actual load demand (amps or watts) of each appliance in steady and transient states. For converter driven loads, the effect of the converter on source current characteristic and efficiency must be considered. In the case of mini-grid connected loads, the aggregate load effect of the collective loading must then be considered. Secondly, one must determine the daily load profile. (For example, a refrigerator may require a constant power for a full 24-hour period while a lighting system may only require a constant load for 5 hours at night.) Thirdly, there may be load variations from day to day as well as from season to season.

In order to achieve the above, load models are used [1-21]. In this chapter the loading characteristics of selected appliances for the critical rural loads of lighting, refrigeration and water pumping, as well as a 24-hour residential aggregate rural electric load profile will be modelled. Initially, empirical data will be used to plot graphs of the real load characteristics in the transient and steady states. Matching algebraic expressions for these profiles will then be derived to represent the typical load models and then matched against the real data in graphic form. Finally, a new method for modelling a load profile by joining partial model algebraic functions created in Matlab will be devised and illustrated. Conclusions will then be drawn as to the usefulness of the load models.

5.2 Load Models of Critical Loads

5.2.1 Modelling of an incandescent light load

When measured, both the load currents for an incandescent light bulb and a water pump exhibited high starting currents that decay exponentially to their steady state values. Figure 5.1 is a typical characteristic of such a curve. The points marked $Y_1$ and $Y_2$ represent the
starting and operating appliance load currents respectively. The curve can be described by the following general expression.

\[ I(t) = (Y_1 - Y_2)\exp\left(\frac{-t}{\tau}\right) + Y_2 \]  \hspace{1cm} (5.1)

where \( \tau \) is the decay time constant of the curve.

From equation (5.1) when \( t = \tau \),

\[ I(\tau) = I(\tau) = e^{-1}(Y_1 - Y_2) + Y_2 = 0.37(Y_1 - Y_2) + Y_2 \]  \hspace{1cm} (5.2)

In practice it is often convenient to approximate \( \exp(-1) \) to \( 1/3 \). By establishing the point where \( I(t) = I(\tau) \), a horizontal line can be produced from this point until it intercepts the characteristic curve. When a vertical line drawn from the point of intersection crosses the x-axis it marks the time constant, \( \tau \). In figure 5.1, \( I(\tau) \) and \( \tau \) are marked as \( Y_3 \) and \( T \) respectively.

In physical electrical terms equation (5.1) can be modelled using a resistive/capacitive network as shown in figure 5.2.

The current \( I/dt \) flowing in figure 5.2 is given by the following expression.
\[ I(t) = \left( \frac{V}{R_1} - \frac{V}{R_1 + R_2} \right) \exp \left( -\frac{t}{\tau} \right) + \frac{V}{R_1 + R_2} \]  

(5.3)

where \( \tau \) is equal to the product of the capacitance and the parallel combination of both resistors.

\[ \tau = \frac{R_1 R_2 C}{R_1 + R_2} \]  

(5.4)

Figure 5.2. An RC model for equation (5.1)

The values of the resistors can be worked out using an empirical curve of the appliance load current.

When \( t=0 \)

\[ I(t) = \frac{V}{R_1} \]  

(5.5)

And as \( t \) tends to infinite

\[ I(t) = \frac{V}{R_1 + R_2} \]  

(5.6)

which is the rated current.

From equations (5.4), (5.5) and (5.6) the value of \( C \) (the capacitor) can also be calculated.
Alternatively, one can use Simulink functions as illustrated in figure 5.3. The result of the Simulink model in figure 5.3 is shown in figure 5.4.

![Simulink Model](image)

**Figure 5.3.** A Simulink model to simulate a load current with an exponential transient

![Graph](image)

**Figure 5.4.** Plot from the Simulink model in figure 5.3

The measured time constant $\tau$, for the incandescent light source was 5ms, while the ratio of starting to the steady state load currents was 8 (figure 5.5). If the rating of the bulb was 60W at a supply voltage of 42V, the rated current $I_2$ would be $(60 + 42) = 1.43A$ and the peak starting current $= 11.44A$. Therefore the light bulb current as a function of time is given by
\( I(t) \) such that \( I(t) = 10.1 \exp(-200t) + 1.43 \). Figures 5.5 and 5.6 represent the empirical and simulated results, respectively.

![Image of current characteristic](image1.png)

Figure 5.5. The empirical current characteristic for an incandescent light bulb

![Image of Simulink/Matlab plot](image2.png)

Figure 5.6. A Simulink/Matlab plot of the incandescent light bulb current

### 5.2.2 Water pump load model

The measured time constant, \( \tau \) for the water pump was 600 milli-seconds and the ratio of starting to the steady state current \( \frac{I_1}{I_2} = \frac{2.8}{1.8} = 1.56 \). If the pump power rating is 250W and
operating at 42V, then the rated current $I_2 = 5.95A$. The starting current is therefore $(1.56 \times 5.95 = 9.26A$).
Therefore the current, $I(t)$, drawn by this pump from a 42V supply is given by
\[ I(t) = 3.31 \exp(-1.67t) + 5.95 \]

Figures 5.7 and 5.8 show the empirical and simulated plots of the current characteristics of the water pump respectively.

![Diagram](image)

**Figure 5.7.** An empirical plot of a current drawn by a dc water pump.

Other lighting appliances tested were a series string of light emitting diodes (LEDs) and a camping dc fluorescent light tube. Their load current characteristics are shown in figures 5.9 and 5.10, respectively. Unlike the previous exponential decays, these are step functions. The size of the step for the LEDs is equal to their set running current, which in this case was set to 20mA. Electrically they can be modelled out of pure resistive components. The fluorescent current is comprised of a high starting step and a lower steady state step. The empirical ratio of the peak to operating current is 2.2. The starting current lasts for 250ms and then suddenly drops to the normal running current.
Figure 5.8. A Simulink/Matlab plot of the pump current using the function \( f(t) \)

Figure 5.9. A characteristic plot of a 20mA load driven through a string of light emitting diodes when switched on and then off

If the rated power of the tube is 20W and operating at a voltage of 42V, then the rated current \( I_2 = (20 \div 42) = 0.476A \). Therefore, the peak starting current is \( 2.2 \times 0.476 = 1.05A \).
In order to model the current in figure 5.10, one must recognize the characteristic as a summation of two step functions $AU(t)$ and $BU(t)$ such that:

$$AU(t) = \begin{cases} 0 & \text{for } t \leq 0 \\ 1.05 & \text{for } t > 0 \end{cases}$$

$$BU(t) = \begin{cases} 0 & \text{for } t \leq 0.25 \\ -(1.05 - 0.476) = 0.574 & \text{for } t > 0.25 \end{cases}$$

The complete current characteristic is therefore the sum $AU(t) \cdot BU(t)$. Figure 5.11 is the simulink result of this model.

### 5.2.3 Compressor pump model

Figure 5.12 is the dc current drawn by an inverter when driving an induction motor driven compressor. The dark lines mark the effective dc current supplied by the dc source. As can be seen, the characteristic plot is of the same type as for the fluorescent light. It can therefore be modelled using two step functions as explained for the fluorescent light.
Induction motor driven compressors are the most common type used in refrigerators in Kenya. From the dark lines drawn, the ratio of the starting current to the running current is 17 : 2. The starting current lasts for 120 milliseconds. Figure 5.13, which was the actual ac.
current drawn by the induction motor from the inverter, confirms the time measurement from the initial 6 cycles of the 50Hz ac current.

![Image](Agilent Technologies)

Figure 5.13. AC current drawn from an inverter by an induction motor driving a compressor

5.3 Aggregate Models

Figures 5.14 and 5.15 represent samples from a database of the South African National Rationalised Specifications (NRS) Load Research Project of a one-month study. The electric consumption by a rural community of 41 households in Garagapola was monitored round the clock for one month, between the 30th June 2002 and 1st August 2002. Figure 5.14 is a 24-hour load profile of a random individual household (from among these households) on a random day and figure 5.15 is the aggregate 24-hour load profile for the 41 household community on the same day.

The peak load for the individual household for the day was 7.85A, with an average of 0.66A and hence a load factor of 8.4%. The total energy consumed by the household was therefore 

\[(24 \times 0.66) = 15.84 \text{ Ah}\]

During the same day the community's peak load demand was 70.76A, with an average of 29.09A and a load factor of 41%. Their collective electric energy demand was therefore 698.16Ah.
Let it be assumed that this was an off-grid community and that each household had a battery from which the required power was to be drawn on an autonomous day. The required battery capacity for this household for the (24-hour) duration would have been 15.84 Ah (at 230 V) = 3643 Wh with a peak load capability of 8 A. The collective energy requirement for the community (during the same period) would be 698.16 Ah or 160576.8 Wh (at 230 V), with a peak load of about 75 A. These figures would however be exclusive of power delivery losses as well as battery losses.
Figures 5.16 and 5.17 are five-day load profiles for the aforementioned individual household and collective 41 household community respectively. The former appears quite unpredictable and would be quite problematic to model. In contrast, the collective profile of the village in figure 5.17 is fairly predictable. The plot in figure 5.18 is the average daily load.
profile derived by summing up and averaging the profiles in figure 5.17. For convenience, this figure will be assumed to represent a typical daily load profile and will form the basis for the modelling of the daily load and hence the required storage. The various attempts that were made to characterise the above load profile are illustrated by the following models.

**Model 1:** The following description characterises the approximate dynamics of the aggregate load in figure 5.18. First there is a constant base load. Let \( B_i(t) \) be the constant base load. As household occupants wake up in the morning there is an increase in power consumption, which occurs between about 6.00 hours and 9.00 hours. It was assumed that this could be modelled as a normal distribution function, peaking above the base load at some 'mean' point in time, \( \mu \). Let \( M_p(t) \) be this additional load demand profile referred to as morning demand. Thereafter, the load profile appears to resort back to the aforementioned base load until late afternoon when evening activity begins to pick up (again). This was also assumed to be approximately characterised by a similar but much bigger normal distribution function. From figure 8.18 this increase appears to span from about 15.00 hours to midnight (0.00 hours). Let \( E_p(t) \) be the additional load demand function referred to as evening peak demand. Therefore, the proposed overall daily load demand profile model \( L_{DL} \) can be described such that

\[
L_{DL} = B_i(t) + M_p(t) + E_p(t)
\]

\( B_p(t) = 20 \text{Amps} \) for all \( t \) and each of \( M_p(t) \) for 6.00 hrs \( \leq t \leq 9.00 \) hrs and \( E_p(t) \) for 15.00 hrs \( \leq t \leq 0.00 \) hours, can be described by a normal distribution function (for the defined duration).

\[
M_p(t) = \frac{\exp \left( -\frac{(t - \mu)^2}{2\sigma^2} \right)}{\sigma \sqrt{2\pi}}
\]

where \( \sigma \) is the standard deviation

---
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Figure 5.18. Average daily load profile

For practical purposes the load profile can be sampled at a convenient rate to get a total of $T_N$ samples. From the available data, $M_p(t)$ and $E_p(t)$ were sampled at 5-minute intervals. So between 6.00 and 9.00 hours (inclusive) there are 37 samples and between 15.00 hours to 0.00 hours there are 109 samples.

In order to compute $\mu$ (for the morning peak), the product of each sample coordinate pair $(t_i, M_p(t_i))$ is computed and then they are all summed. The sum is then divided by the sum of all the current samples.

$$
\mu = \frac{\sum_{i=1}^{T_N} M_p(t_i) t_i}{\sum_{i=1}^{T_N} M_p(t_i)}
$$

Using this data the value of $\mu = 18.37$ for the morning peak. Since each of the units used were sampled at five minute intervals beginning with one at 6.00 am, the actual time at which $\mu = 18.37$ occurs is $(17.37 \times 5 = 86.5)$ minutes after 6.00 am which is 30 seconds after 7.26 am.

For the evening session $\mu = 54.7$, which is equivalent to 53.7 five-minute intervals or 268.5 minutes after 15.00 hours. This is at 30 seconds after 19.28 hours.
Figure 5.19. Sketch of the best fitted curve for the average daily load model

The standard deviation $\sigma$ referred to earlier is given by

$$\sigma = \sqrt{\frac{\sum_{i=1}^{T_N} (t_i - \mu)^2}{T_N}}$$

From the data above the standard deviations for $M_{\rho}(t)$ and $E_{\rho}(t)$ were 4.2 and 31.5 respectively.

Figure 5.20. Plots of model results
Using the above procedure, the results that were obtained did not compare favourably with the empirical plots. In figure 5.20 plot A is the actual portion of the evening load curve and B, C and D are the different normal distributions with slightly varying time intervals. Equally disappointing were the overall results as can be seen in figure 5.21. So a totally different approach was sought.

**Model 2:** The data for the load profile was compiled and plotted in Matlab. Then using a basic fitting tool function (in Matlab) the plot in figure 5.22 is one of several plots that were generated using various polynomial degrees, but were disappointing mismatches.

![Average Daily Community Load Profile](image)

*Figure 5.21. Overall Result of load profile using model 1*

![Average Daily Community Load Profile](image)

*Figure 5.22. A basic fitting line generated by Matlab*
Figure 5.22. Four segments of the same load profile treated with different polynomials.
The load profile was then partitioned into four equal segments, which were fitted with various degrees of Matlab polynomial functions as illustrated in figure 5.23.

![Empirical Load profile](image)

![Simulated Load profile](image)

Figure 5.24. The Empirical and Simulated Load profile Curves

The following polynomial equations were generated by the Matlab basic fitting tool to mathematically describe the respective load profile segments, beginning from midnight. The first period which spans for 6 hours 15 minutes from midnight is modeled by an $8^{th}$ order polynomial, $y_1(t)$ such that:

$$
y_1(t) = -5.7 \times 10^{-12} t^8 + 1.7 \times 10^{-9} t^7 - 2.1 \times 10^{-7} t^6 + 1.3 \times 10^{-5} t^5$$
$$- 4.4 \times 10^4 t^4 + 8.2 \times 10^{-3} t^3 + 0.16 t + 20$$

The second period begins at 6.15 hours up to 10.00 hours and is modeled by the following cubic order polynomial:

$$y_2(t) = -1.5 \times 10^{-5} t^3 + 2.7 \times 10^{-4} t^2 + 0.27 t + 8.1$$

The third period begins from 10.00 hours and ends at 16.15 hrs and is modelled by a $4^{th}$ order polynomial.
\[ y_3(t) = 2.5 \times 10^{-4} t^4 - 1.5 \times 10^{-3} t^3 + 0.3 t^2 - 33 t + 1.2 \times 10^3 \]

The fourth and last period of the day begins at 16.15 hrs up to midnight and is modeled by a 10th order polynomial:

\[ y_4(t) = 4.1 \times 10^{-15} t^{10} - 9.7 \times 10^{-12} t^9 + 10^{-8} t^8 + -6.5 \times 10^{-6} t^7 + 2.7 \times 10^{-3} t^6 - 0.75 t^5 + 
+ 1.5 \times 10^2 t^4 - 2 \times 10^4 t^3 + 1.7 t^2 - 8.7 \times 10^7 t + 2 \times 10^9 \]

Finally the data in each of these segments was compiled into a single table and the final load profile was plotted as seen in figure 5.24. The overall daily load profile function \( L_{Dl}(t) \) can be described by the following equation,

\[
L_{Dl}(t) = \begin{cases} 
  y_1(t), & \text{for } 0.00 \text{hrs} \leq t < 6.15 \text{Hrs} \\
  y_2(t), & \text{for } 6.15 \text{hrs} \leq t < 10.00 \text{Hrs} \\
  y_3(t), & \text{for } 10.00 \text{Hrs} \leq t < 16.15 \text{Hrs} \\
  y_4(t), & \text{for } 16.15 \text{Hrs} \leq t < 0.00 \text{Hrs} 
\end{cases}
\]

### 5.4 Concluding remarks

Load models for the critical rural functions of lighting, refrigeration and water pumping have been derived and plotted both in the transient and steady state. In addition, a new method of modelling a load profile by joining partial model algebraic functions created in Matlab has been devised and illustrated. Using the method, a typical 24-hour aggregate rural electric load has been mathematically modelled to replicate given empirical data.

With these models the necessary capacities for generation and storage devices can be designed optimally.

### 5.5 References V


6. Biogas as a Viable Renewable Electrical and Thermal Energy Source for Rural Energisation

6.1 Introduction

In rural Kenya, as is typical for most of sub-Saharan Africa, dry solid biomass [1] (wood, agricultural and animal waste) is burnt to provide fuel for thermal energy requirements as well as lighting. Apart from the low conversion efficiencies and health hazards to users, agricultural lands are deprived of nutrient replenishment, occasioning low food yields and deforestation, after the biomass is burnt.

With improving affluence, families may acquire small rudimentary electrical sources such as used car batteries and/or PV solar home systems [2]. Due to the limited capacities of such sources, consumers are only able to meet the most critical of loads like lighting and infotainment, leaving the energy intensive thermal loads to the same age-old biomass incinerating technologies. But even in cases where resources may be seemingly adequate, it is gradually being recognised that provision for thermal energy needs, (especially in remote rural areas), would be better served by energy forms other than electricity. For example, Eskom and Zesa [3], the South African and Zimbabwean power utilities respectively, are offering ampere-restricted services to some new rural grid consumers and encouraging them to use liquefied petroleum gas (LPG) for thermal loads. In Kenya, the infrastructure for retailing of LPG is only developed for urban centres.

Biogas, a methane rich fuel, has been used extensively in Asia and shown to address the above concerns cost-effectively [4-8]. Such developments are yet to be fully realised in sub-Saharan Africa. Biogas is a by-product gas produced by anaerobic decomposition (in the absence of oxygen) of organic matter by bacteria. It is also known as landfill gas [9-11] from urban garbage dumps or as marsh gas from swampy rural marshes, where it's known to cause spontaneous wild fires especially during hot seasons. In Uganda there are old folk tales of hunters being killed by mysterious fire flares in marshy swamps.

Apart from being a source of methane gas, wanton disposal of organic waste often harbour either disease carrying pathogens that end up in water resources or problematic weed seeds that find their way back into the farms. Livestock and poultry farms are also major emitters
of methane into the atmosphere. When released into the atmosphere methane is a greenhouse gas (GHG) with the equivalent warming impact (TEWI) of 21 times that of an equivalent volume of carbon dioxide [12-14].

Early documented reports of generation of fuel gas from a bio-digester plant include an 1859 Indian leper colony where biogas was reportedly used for cooking [15]. Later in 1896 a street, in Exeter England, is reported to have used sewage gas for lights. At the close of the 19th century the French pioneered anaerobic treatment of biomass waste. This achieved the intended goal of neutralising offensive odours. The methane produced in the process would then be flared off.

The primary uses of biogas are cooking and lighting. When used directly in a burner to cook, a 65%/35% (methane/carbon dioxide) content biogas has an estimated heat calorific value of 5860 kilo-calories (24494.8 kilo-joules) per cubic meter (at 25°C and 1 bar) [4]. The gas can also be used directly in a combustion engine to run an electric generator. Successful use of modified spark ignition engines to run electrical and mechanical loads has been reported [16, 17].

The biggest promise however, is the emergence of fuel cell technologies with superior energy conversion efficiencies and low emissions. These have particularly been promoted by research in the automotive industry [18] among others. Their efforts are geared towards the direct use of hydrocarbon fuels as opposed to pure hydrogen. These fuels include methane and natural gas, which have a similar fuel ingredient to biogas. Moreover unlike natural gas, which is a fossil fuel, biogas is renewable and therefore the process of extracting energy from it is zero emission rated.

In sub-Saharan Africa materials with potential to produce biogas are abundantly available and include animal, poultry and human waste, crop residues and household organic waste [19]. There are also modest quantities of biodegradable industrial waste. In the last decade an Amazon hyacinth weed invaded lakes in the Lake Victoria basin (so-called Great Lakes region of East Africa) with devastating consequences to the ecosystems and livelihoods of the fishing communities. Desperate efforts to rid the lakes of the weed have achieved mixed
results. In recent times such efforts have been expanded by encouraging economic ventures, such as handicrafts, as a viable incentive for community participation. The inclusion of biogas production to such efforts would be an added bonus.

Despite all these apparent opportunities, biogas production is virtually non-existent in our regions. Apart from cultural inertia to its use as cited by Akinbami [20] in Nigerian cases, instances abound of consumer frustration due to poor performance of trial digester projects [19]. In principle, the technology appears to be simple and is often misinterpreted as such, with resulting disappointments. Unfortunately this simplistic approach is promoted by much of the available literature that apparently relies on theoretical principles rather than proven experience. In fact as will be illustrated in section 6.2, obtaining good results involves both thorough knowledge and painstaking experience.

Secondly, the production of biogas should not be considered in isolation. The exclusion of other benefits, that include GHG mitigation, prevention of underground water pollution, control of foul smelling odours and recycling of soil nutrients in the cost equation could make the production of biogas appear uneconomical. The Food and Agricultural Organization (FAO) [4] has remarked that even in India and China where biogas programs are extensive, the results were mixed in the beginning. India has in fact decided to leave nothing to chance by creating a dedicated Ministry of Non-Conventional Energy Sources.

This chapter will cover the basic principles of biogas production and its potential for rural energisation. Some case studies will be cited, giving estimates of resources that are required to meet rural needs. Conclusions will then be drawn as to the benefits of these anaerobic processes in rural areas.

6.2 Basics of anaerobic decomposition

The construction of a bio-digester for the production of biogas and fertilisers is well documented [21-35].

The process involves anaerobic decomposition of organic waste matter to produce methane and is dependent on a complex interaction of different groups of bacteria. In addition,
different mixtures of feedstock have optimum loading rates which need to be determined in an accurate analysis prior to a digester being built. Generally, the amount of biogas derived from waste depends on a number of factors [36-46] including:

- The ratio of dry matter to water in the digester
- The amount of grit and biologically inert material in the dry matter
- The nutrient content of feedstock
- The particle size of the material being digested (the finer the better)
- Environmental and climatic factors
- The previous storage history of the feedstock
- Digester temperature
- The pH (state of acidity or alkalinity) of the digester liquor
- The retention period (period from input of a feedstock to exit).

The essence of digester operation is the creation of conditions that are most favourable to bacteria since the gases are by-products of their metabolisms. For example, certain key nutrients are absolutely essential for the well being of bacteria. Carbon is responsible for keeping them active while nitrogen enables their cells to repair as well as multiply. Other elements that include phosphorus, magnesium, sodium, manganese, calcium and cobalt must always be available and slight deficiencies can result in total digester inhibition. Monitoring output gas composition can point to these deficiencies. For example, excess formation of ammonia could mean deficiency of nitrogen in the feedstock. Caution is sounded, though, that over-concentration of nitrogen, or any other such ingredients, could be toxic to bacteria. This is one reason why varied mixtures (cocktails) of feedstock types (like chicken and pig manure cocktail, or pig manure and corn stalks) are said to perform better than single types alone as they complement each other in nutrients. Additionally, most metals other than iron, nickel and cadmium as well as feedstock with antibiotics or any bactericide will poison the bacteria. Bacteria populations can be enhanced by external replenishment (seeding) to enhance digester metabolic rates.

Under neutral pH conditions, most microorganisms function optimally. However the products of bacteria that act on the raw input, for example, produce acetate and fatty acids,
thus lowering the system pH. The acidity trend can be halted or reversed by cutting down on the in-feed or by simply adding some appropriate amount of alkali, like bicarbonate or lime, directly to the digester. The system's ability to withstand acidity is referred to as its buffer. Extreme pH conditions can result in total stoppage of the digestion process. Caution must be taken when using lime so that the solid effluent, which must be used as fertiliser is not too alkaline.

Temperature generally promotes the metabolic rates, provided that the defined tolerances are not exceeded. There are two optional thermal operating regions namely, 36.7°C for mesophilic and 54.4°C for thermophilic bacteria. Opting to operate at thermophilic conditions will give faster results but the higher temperatures often require additional heating, which has cost implications. Under the warm climate that is prevalent in most of sub-Saharan Africa the mesophilic option is normally self-sustaining.

In basic terms the digestion processes can be summarised as follows. For the initial period some inevitable aerobic decomposition occurs, as the material originates from normal atmospheric conditions with relatively high oxygen levels. So the first lot of gas normally contains very high carbon dioxide levels. A typical carbohydrate molecule converts to carbon dioxide and water according to (6.1). In some cases this could be some 2 weeks in digester terms.

\[ C_6H_{12}O_6 + 6O_2 \rightarrow 6CO_2 + 6H_2O \]  \hspace{1cm} (6.1)

After stabilisation, with depletion of oxygen, a similar molecule decomposes to methane and carbon dioxide, instead. (See equation 6.2)

\[ C_6H_{12}O_6 \rightarrow 3CO_2 + 3CH_4 \]  \hspace{1cm} (6.2)

In practice however, a more complicated process (illustrated in figure 6.1) takes on multiple paths that will largely depend on the aforementioned environmental and operational conditions. In nature the most ideal conditions for bio-digestion exists in a cow's stomach.
In fact rumen from a freshly slaughtered cow is highly recommended for “kick-starting” a bio-digester. Finally, the typical composition of the gas leaving a digester is, 55-75% methane (CH\textsubscript{4}), 25-45% carbon dioxide (CO\textsubscript{2}), 1-5% nitrogen, up to 3% hydrogen (H\textsubscript{2}), up to 0.5% hydrogen sulphide (H\textsubscript{2}S), water vapour and traces of carbon monoxide, ammonia, sulphur and oxygen.

![Diagram of biodegradation pattern of biomass in a digester](image)

Figure 6.1. A Typical biodegradation pattern of biomass in a digester (Ref [4])

Hydrogen sulphide (H\textsubscript{2}S), though in apparently small percentages, has been cited as a major source of problems in the management of biogas. Apart from its offensive odour and toxicity to humans, it forms acids, which when mixed with water are very corrosive to equipment. In the digester it is a poison to the bacteria. There is therefore ample reason to scrub (remove) H\textsubscript{2}S from biogas [47-50]. One technique is to let the gas react with a sacrificial material like steel wool stuffed in the delivery tube. A bio-scrubber technique proposed by Nishimura-Sosuke et al [47] uses bacteria and promises a more thorough and cost-effective remedy.
6.3 Case studies

6.3.1 Background to the case studies

A rural biogas study was done in Hambran village in Punjab, which was part of a Government of India program for the whole of Punjab State [51]. The overall aim was to save commercial energy, prevent deforestation, reduce soil erosion, preserve organic biomass for recycling and produce more food grain by using non-conventional energy.

Special emphasis was laid on the biogas program. Initially family size plants were constructed but it was later found to be more cost-effective to install community sizes. The study examined the Hambran village community biogas, to study aspects of the introduction of biogas technology into rural households. The village had 293 households, with a human and animal population of 1711 and 1400 respectively. An average family had 5 members. The households previously used cow dung cakes, fuel wood and agricultural waste as cooking fuel.

The specific objective of the study was to collect information about the technical, social and economic feasibility of a community biogas plant. The Hambran village complex had an average gas production capacity of 505 cubic meters per day. The biogas was supplied to individual households by a pipeline. The reported gas consumption for cooking was between 0.34 – 0.41 cubic meters and 0.15 cubic meters for lighting per capita per day. On average about 2.4 cubic meters per day was adequate for a household of 5.

6.3.2 Estimation of material requirements

From the above and other similar studies in [52-56] it was found that for most organic waste types, the size of digesters is largely dependent on the mass of organic matter to be processed daily and confirm the factors stated in section 6.2. It was also found that biogas production could be increased, by dividing the daily slurry volume into two or more feedings, the more the better; as long as the total feed weight did not exceed the day’s ration. Basically it is the digester feedstock itself that controlled the gas production for most systems, not the digester.
There are various ways of estimating the size of the digester, waste material loading rate and hydraulic retention time. For example, a 'rule of thumb' is that a daily loading rate of 6 kg of dry matter is used per cubic meter of digester. Generally, digester slurry (the operating solid-water mixture) should be eight to ten percent total solids or dry weight percentage. However, since in practice, plant or animal waste is already part liquid, it is more useful to specify the additional water required for a specific type of waste. The higher the water content of the original waste, the less additional liquid is needed.

As an example, the normal weight of fresh pig manure is about three times its theoretical dry weight. Cattle manure contains more water than pig manure, chicken manure contains less water than pig manure and plant waste generally contains less water than animal waste. Table 6.1 gives estimates of percentage dry matter content for different waste materials and the likely gas yield in cubic meters per ton of waste.

To make an estimate of the sizes for most high solids digesters, it is recommended to use an average residence time in the digester of 15 days with a limit of ± 7 days for a wide range of materials. This means that the required digester is 15 times the volume of the daily feed. This estimate, however, is contested by American authors [54-56] who argue that in order to make sure that the sludge that is taken out of the digester is free from disease carrying organisms, the slurry should stay in the digester for some 40 days. In that case, the daily slurry loading rate would be 1/40 (2.5%) of the digester capacity. It is also worth pointing out (as indicated earlier) that certain materials digest more easily than others. In general animal waste performs much better than plant waste. It has in fact been suggested that where circumstances permit, it would be more efficient to feed the plants to the animals and utilise the animal waste later, (perhaps the next day!).

The quantity of gas produced is determined by the efficiency of the digester, which is the fraction of dry matter that is converted into biogas. For most systems observed, approximately 50% of the dry matter was converted to biogas. For animal waste, which may have been subjected to composting such as broiler poultry manure, gas production was observed to reduce by up to two thirds, giving a digester efficiency of 16%. Oily wastes were found very digestible and almost 100% of the fat and oil converted to gas under suitable
conditions. The following table (Table 6.1) drawn up by *Practically Green* [52] is a useful guide. The figures given are for fresh wastes. Figures 6.2-6.5 also give estimates of biogas production by different feedstock types. It is also interesting to note that while storing animal organic waste for a week in hot weather, for example, may reduce the biogas potential by a half, pre-composting of plant waste enhances its gas productivity.

Table 6.1. Estimates of resources for biogas production

<table>
<thead>
<tr>
<th>Feedstock</th>
<th>No. of Animals to Produce One ton per day</th>
<th>Dry Matter percentage content</th>
<th>Biogas Yield in Cubic Meters per Ton</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cattle Slurry</td>
<td>20 - 40</td>
<td>12%</td>
<td>25</td>
</tr>
<tr>
<td>Pig Slurry</td>
<td>250 – 300</td>
<td>9%</td>
<td>26</td>
</tr>
<tr>
<td>Laying Hen Manure</td>
<td>8,000 – 9,000</td>
<td>30%</td>
<td>90 – 150</td>
</tr>
<tr>
<td>Broiler chicken Manure</td>
<td>10,000 – 15,000</td>
<td>60%</td>
<td>50 - 100</td>
</tr>
<tr>
<td>Food Processing Waste</td>
<td>-</td>
<td>15%</td>
<td>46</td>
</tr>
</tbody>
</table>

![Estimates of biogas production by cattle](image)

Figure 6.2. Estimates of biogas production from cattle manure
Figure 6.3. Estimates of biogas production from pig manure

Figure 6.4. Estimates of biogas production from poultry manure
Figure 6.5. Estimates of biogas production from crop residue

Table 6.2. Percentage of dry matter in stock-feed types

<table>
<thead>
<tr>
<th>Material</th>
<th>% Solid matter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water hyacinth</td>
<td>11%</td>
</tr>
<tr>
<td>Plant waste (average)</td>
<td>75%</td>
</tr>
<tr>
<td>Grass</td>
<td>30 – 80%</td>
</tr>
<tr>
<td>Kelp</td>
<td>11%</td>
</tr>
<tr>
<td>Seaweed</td>
<td>33%</td>
</tr>
<tr>
<td>Chicken manure (fresh)</td>
<td>35%</td>
</tr>
<tr>
<td>Chicken manure (day old)</td>
<td>90%</td>
</tr>
<tr>
<td>Pig manure</td>
<td>14%</td>
</tr>
<tr>
<td>Human excreta</td>
<td>27%</td>
</tr>
<tr>
<td>Newspaper</td>
<td>93%</td>
</tr>
</tbody>
</table>
6.4 Concluding remarks

The basic principles of biogas production and its potential for rural energisation have been discussed. In order to comprehend the value or cost-effectiveness of biogas production, one must look at the value of the collective benefits of the process.

For African rural communities the processing of biogas is both necessary and beneficial. The anaerobic process controls underground water polluting and disease carrying pathogens as well as destroying unwanted weed seeds while providing rich farm fertilisers. Additionally, the collection of the digester gases serves to stem landfill green house emissions and preempts possible fire hazards while providing an inexpensive energy source. Moreover, biogas is a renewable resource and the process of extracting energy from it is zero emission rated. Therefore, the combined benefits of anaerobic processes in rural areas are both desirable and environmentally essential.
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7. The Possibility of Fuel Cells for Rural Electrification in Rural sub-Saharan Africa

7.1 Introduction

A fuel cell is an electrochemical dc generator and was invented by William Grove back in 1839 [1]. The first successful application was, however, not until nearly 100 years later by Francis Bacon. The first large-scale use was extraterrestrial in the 1950’s for the Apollo Space Programme. In 1967, General Motors reportedly developed a passenger car for use on company property but serious research for vehicular and other commercial applications did not occur until the 1990’s.

The fuel cell consists of an anode and a cathode with an electrolyte separating them. Gaseous or liquid fuels can be converted directly into electricity. This eliminates the conventional processes of combustion and conversion of heat using mechanical means to electricity and thus offering a more efficient and less polluting alternative. Fuel utilisation flexibility as well as their environmental friendliness have enhanced recent interest in this technology. In addition, the combined heat and power (CHP) capabilities of certain fuel cell types make them ideal candidates for that comprehensive so-called TES (total energy system) that can deliver both electrical and thermal energy from a single source; an attribute that is desirable for off-grid applications [2-4].

There are two main categories of fuel cells (FCs) namely, those that operate at low temperatures (<200°C) and those that operate at relatively high temperatures (500 - 1000°C). The former includes polymer electrolyte (PEFC), alkali (AFC) and phosphoric acid (PAFC) and have aqueous electrolytes made of the same materials as the cell names. The latter are molten carbonate (MCFC) and solid oxide (SOFC).

The fuel cell was originally conceived to use hydrogen as the fuel and the following equation describes the basic concept of the electrochemical energy conversion process ($H_2 \rightarrow 2H^+ + 2e^-$. In practice, however, the use of pure hydrogen has shortcomings due to various reasons that include its availability, low energy density as well as safety concerns. Consequently, automotive and other industry stakeholders have developed fuel cells that can
use the more easily available and portable fuels like methanol, methane and natural gas [6-9]. Such fuels must be pre-processed through reformers to liberate the hydrogen necessary for the ultimate electrochemical reaction.

These developments are particularly important for African rural electrification (energisation) where biogas, a fuel that largely consists of methane, can be inexpensively produced by the action of anaerobic bacteria on organic waste. In fact, laboratory tests have been carried out for a number of years [10-16] on tubular solid oxide fuel cells (SOFC) using various grades of natural gas, landfill and digester biogas as well as pure methane with very encouraging results. The gases consistently performed with good efficiency ratings, particularly, in CHP applications. In [10], for example, it was discovered that at extremely low methane concentration levels, that could not possibly operate any type of combustion engine, a SOFC could still run reasonably well.

Just as rural Africa completely bypassed the use of traditional landline telephone infrastructure to cellular phone systems, this chapter looks at yet another possible technological leap in rural Africa: the use of fuel cells with biogas. Section 7.2 will cover the basics of fuel cell operation. Section 7.3 will examine a rural electric load and evaluate the amount of biogas that would be required to operate a fuel cell generator to satisfy it. Using this result and data from chapter 5, a graph plot will show the numbers of animals and/or weight of crop residue resources that would be required for the running of such a fuel cell to satisfy different village sizes. Section 7.4 will briefly discuss a transient model and some empirical results from National Renewable Energy Laboratories (NREL). The future outlook on fuel cells will be discussed in section 7.5. Conclusions will then be drawn as to the possibility of adopting this technology in rural Africa.

### 7.2 Fuel cell basics

The electrical power output of a fuel cell can be easily derived from the product of the load current, I and the operating voltage, V. However, the net thermal power output is the sum of both chemical and electrical activities. The internal ohmic heating, as the load current flows, is added to the sum of the exothermic and endothermic chemical and electrochemical reactions to give the net thermal output. In CHP applications this net thermal power output
complements the electrical output to improve overall fuel cell efficiency.

Every substance has a Gibbs free energy of formation \((G)\). It is a state function \([17]\). The values are given in standard thermodynamic tables \([18, 19]\). For example the Gibbs free energy of formation for hydrogen, \((G)_{H_2} = 0\) \(kJ/mole\), for oxygen, \((G)_{O_2} = 0\), and for water \((G)_{H_2O} = -237.18 kJ/mole\). The negative \((-)\) sign means that the formation process releases energy. The values are given as 'energy per mole' and are referred to as molar Gibbs free energy of formation.

During a reaction there is a change \(\Delta G\) in the Gibbs free energy of formation from reactants to products. This change can be worked out using Hess's law \([17]\) and is equal to the difference between the sums of Gibbs free energies of formation of the products and the reactants \((\Delta G = \sum n_r (G)_{products} - \sum n_p (G)_{reactants})\). If the process occurs at constant temperature and pressure, then \(\Delta G\) is equal to the maximum possible useful work obtainable from the process.

Consider the basic electrochemical reaction in equation (7.1).

\[
H_2 + \frac{1}{2} O_2 \rightarrow H_2O \tag{7.1}
\]

The energy produced by the reaction is the change in the Gibbs free energy \(\Delta G\) from reactants to product. Therefore

\[
\Delta G = (G)_{H_2O} - \left[ (G)_{H_2} + \frac{1}{2} (G)_{O_2} \right] = -237.18 - (0 + 0) = -237.18 kJ
\]

It must however be noted that the Gibbs free energy of formation is dependent on temperature and whether the substance concerned is in liquid or gaseous state. In the example above, the values given are only valid at standard temperature \((25^\circ C \text{ or } 298 K)\) and for the standard states of liquid water and gaseous hydrogen and oxygen. The value obtained under these standard conditions is designated \(\Delta G^0\) (the change in Gibbs standard free energy of formation).
In the case of a fuel cell, $\Delta G$ is the energy available to drive the electrons through an external load. In an ideal situation (without losses) all this energy will be converted to electrical energy. For each gram mole of hydrogen used, $2N$ electrons are driven through the external load and a charge of $2F$ coulombs is moved. ($N$ is Avogadro’s number $= 6.22 \times 10^{23}$ and $F$ is Faraday’s constant $= 96845$ coulombs/gram mole). The charge of an electron $= -e$. Therefore $-2Ne = -2F$.

One molecule of hydrogen produces 2 electrons. One gram mole of hydrogen ($H_2$) is 2.016 gm and since one coulomb flowing per second constitutes a current of one amp, it can be shown that 0.037605 gm of ($H_2$) are required to produce an electric current of 1 amp for 1 hour.

If $E$ is the fuel cell voltage, then the electrical work done to move a given amount of charge in the circuit is the product of the voltage and the charge. Therefore electric work $= -2FE$ joules. Without any losses therefore, $-2FE$ will be equal to the change in the Gibbs free energy. So, $\Delta G = -2F \cdot E$ and thus is defined the fundamental ideal ('reversible') fuel cell emf $E$, also called the ideal open circuit voltage.

$$E = -\frac{\Delta G}{2F} \quad \text{(7.2)}$$

Additionally, fuel cells use materials whose energy can be released by burning. The energy released this way (after total combustion) is termed the change in enthalpy of formation, $\Delta H$. Like $\Delta G$, $\Delta H$ is given in standard thermodynamic tables, is negative when energy is released and dependent on the gaseous or liquid state of a substance. For example, in the burning of hydrogen ($H_2 + \frac{1}{2}O_2 \rightarrow H_2O$) the tables [18, 19] give the values of $\Delta H$ as $-241,820$ J/mole for steam and $-285,830$ J/mole for water. The former is called the 'lower heating value' (LHV) and the latter 'higher heating value' (HHV).

The efficiency $\eta$ of a fuel cell can then be viewed in terms of what the emf would have been if the change in enthalpy of formation had been used for the electrical energy conversion instead of the change in Gibbs free energy of formation. Thus ideally the maximum possible electrical efficiency $= \frac{\Delta G}{\Delta H} \times 100\%$. In practice however other issues have to be taken into
account. For example fuel cells do not use up all the fuel that they are supplied with and the ratio between the fuel utilised and the fuel supplied, which is the \textit{fuel utilisation ratio} $\mu$, must be included when working out the efficiency. So when $\mu$ is considered the maximum possible efficiency of a cell $\eta$, is given by

$$\eta = \mu \frac{\Delta G}{\Delta H} \times 100\%$$ \hspace{1cm} (7.3)

In addition to being affected by temperature, the Gibbs free energy is also affected by the 'activity' levels of the reactants and products. In cases of gases behaving 'ideally' their activity is proportional to their partial pressures. So to work out the total change in Gibbs free energy of formation $\Delta G$ of a reaction the Nernst equation is used [20-22]. If the reaction in equation (7.1) were to take place at pressure $P$ and temperature $T$ (where $P$ is in bar and $T$ in Kelvin) then

$$\Delta G = \Delta G^0 - RT \ln \left[ \frac{P_{H_2}^{1,0}}{P_{H_2}^1 \cdot P_{O_2}^2} \right] = \Delta G^0 - RT \ln(Q)$$ \hspace{1cm} (7.4)

$P$ is the partial pressure of the reactant or product with the exponent of $P$ being determined by the number of moles in the balanced equation. $Q$ is the reaction quotient. $R$ is the ideal gas constant $= 8.314\text{J}/\text{gram mol-K}$ and $\Delta G^0$ is the change in molar Gibbs standard free energy of formation.

In practice a chemical reaction takes the general form shown in equation (7.5).

$$\alpha A + \beta B \leftrightarrow \gamma C + \delta D$$ \hspace{1cm} (7.5)

where $A$, $B$, $C$, and $D$ are the reactants and products respectively while $\alpha$, $\beta$, $\gamma$, and $\delta$ are their respective number of moles in a balanced equation. The reaction can run both in the forward and reverse directions at some rate and hence the $\leftrightarrow$ sign. If one starts with only the reactants $A$ and $B$ and no products $C$ or $D$, the reaction may proceed to the right (under favourable conditions). As the concentrations of $A$ and $B$ decrease, the rate of this 'forward' reaction will slow down. Similarly, as the concentrations of $C$ and $D$ increase, the rate of the reverse reaction will increase. Eventually, these rates will...
be equal and the concentrations of the various species will not change. This is the **Equilibrium State** for that reaction under those conditions. In [17] it is shown that when a reaction is in equilibrium

\[ \Delta G^0 = -RT \ln(K_p) \]  

(7.6)

where \( K_p \) is the equilibrium constant of the reaction at the given temperature. \( \ln(K_p) \) is also given in thermodynamic tables. Likewise, the potential \( E \), of a cell under any random conditions can be found by using the Nernst equation.

\[ E = \frac{-\Delta G^0}{2F} + \frac{RT}{2F} \ln(Q) = E^\circ + \frac{RT}{2F} \ln(Q) \]  

(7.7)

where \( E^\circ \) is the cell potential at standard conditions.

![Figure 7.1. A typical shape of I-V characteristics of a PEM fuel cell](image)

In practice, current-voltage (I-V) characteristics are supplied by the fuel cell manufacturer, with recommended operating points and fuel utilisation ratios. At these recommended points of operation the behaviour of a fuel cell is practically linear with respect to changes in fuel, load current and voltage. (Figure 7.1 is a typical shape of PEM fuel cell I-V characteristics.) Despite the apparent restriction it is shown in [23-26] that using the same manufacturers’ characteristics, alternative operating points can be selected to obtain a range of desired power and/or efficiency levels.
In a SOFC using methane gas the following reactions take place. Initially methane must be reformed to liberate the required hydrogen.

\[
CH_4 + H_2O \rightarrow CO + 3H_2 \quad \text{(Reforming process)} \tag{7.8}
\]

The carbon monoxide (CO) is in turn converted by steam to carbon dioxide and hydrogen.

\[
CO + H_2O \rightarrow H_2 + CO_2 \quad \text{(Shifting process)} \tag{7.9}
\]

For an ideal (100% effective) reformer, the effective result of equation (7.8) and (7.9) can be written as equation (7.10). This reaction consumes heat energy (endothermic). The amount of heat required is equal to the change in enthalpy of the reaction, \(\Delta H\).

\[
CH_4 + 2H_2O \rightarrow CO_2 + 4H_2 \tag{7.10}
\]

In practice, however, the recycled gases, relevant equilibrium constants and fuel cell geometry (among others) would compound the situation and it is more reliable to use empirical data.

Additionally, it is technically possible for methane and carbon monoxide to undergo direct electrochemical reactions (without prior conversion to hydrogen) as shown in equations (7.11) and (7.12). Test data [23] have however shown that conditions are predominantly in favour of the reformation process as shown in equations, (7.8) (7.9) and (7.10).

\[
CH_4 + 4O^- \rightarrow 2H_2O + CO_2 + 8e^- \tag{7.11}
\]

\[
CO + O^- \rightarrow CO_2 + 2e^- \tag{7.12}
\]

Finally, the heat generated during the electrochemical conversion of hydrogen is the difference between the Gibbs free energy for water vapour which is available for electrical work and the total change in enthalpy of formation \((\Delta H - \Delta G)\).

### 7.3 Rural loads and biogas requirements for fuel cell operation

Figure 7.2 is an electrical load profile from a database of the South African NRS (National Rationalised Specifications) Load Research Project. It was for a group of 41 rural households in Garagapola village in South Africa over a 24-hour period on the 5th July 2002, beginning
from midnight. If this were assumed to be the typical daily consumer load profile, then the
daily total load demand for the village would be 160.5 kWh, with an average power demand
of 6.7 kW and a peak power demand of 16.3 kW. Thus the load factor would be 41%. If all
this load were to be supplied directly from a fuel cell, then the fuel cell capacity would have
to be rated at 16.3 kW (or more) instead of 6.7 kW. This would be in addition to meeting the
transient loading (as well as a possible cold load pickup), which would escalate the capital
cost. A more cost-effective alternative would be to use the fuel cell as a base load generator
rated slightly above the average load capacity of 6.7 kW. An appropriate storage device
would then be used to shave the transient and peak load demands. If the efficiency of the
storage device were assumed to be 80%, then the required generator capacity would have to
be increased to compensate for this. From figure 7.2 the required storage is 32.3 kWh. If this
is 80% of the energy used to charge the battery then the source must supply a total of
\[(1+80\%) = 125\%\] of this. So the additional energy required = 32.3 × \[\frac{1}{80}\% - 1\] = 8.075 kWh.

Therefore the required fuel cell power rating = 7.024 kW

Let the generator be an SOFC using biogas. In order to produce 7.024 kW of electric power
from an SOFC fuel cell stack, some amount of usable thermal power will be produced as well.

![Figure 7.2. A 24-hour village load profile](image)

To begin with, if the fuel used were pure hydrogen then the only electrochemical reaction in
the cell would be \(H_2 + \frac{1}{2}O_2 \rightarrow H_2O\). Using the manufacturer's I-V (current-voltage)
characteristics an operating point can be selected. Assume that selected operating voltage per
unit cell was 700mV at a cell temperature of 1000°C (1273.2 K), an operating pressure of 1
bar and a 75% fuel utilisation ratio. To ease the calculations it will be assumed that the cells are in parallel, since power is a collective contribution of individual cells. In order to deliver an electric load of 7.024 kW, the total current produced would be: 

\[ I = \frac{P}{V} = \frac{7024}{0.7} = 10034.3 A \]

From the above in order to produce 1 amp for 1 hour one requires 0.037605 gram of hydrogen. So, in this case 0.037605 x 10034.3 = 377.34 gm/hour will be used. So the amount of hydrogen gas used per sec = (377.34 / 3600) = 0.105gm.

In an SOFC cell at 1273.2K, steam can be assumed to behave like an ideal gas [17, 22] and the electrochemical reaction be assumed to be in equilibrium, since 25% of the fuel remains unutilised. Therefore, the change in specific Gibbs energy for hydrogen and oxygen to water, electrochemical reaction at 1273.2K is given by equation (7.4)

\[ \Delta G = -\Delta G^0 + RT \ln \left[ \frac{p^{H_2O}}{p^{H_2} \cdot p^{1/2}O_2} \right] \text{joules} \]

From the tables the logarithmic values of the equilibrium constant = 18.182 for 1200K and 14.609 for 1400K. By interpolation the required value for 1273.2K can be found as follows.

\[ \ln K_p = 18.182 - \left[ \frac{3.573}{200} \times 73.2 \right] = 16.874 \text{. And } \Delta G^0 \text{ can be found using equation (7.6).} \]

From equation (7.4),

\[ \Delta G = \Delta G^0 = -(8.314 \times 1273.2 \times 16.874) = -178617.8 \text{Joules/gram mole, since for the chosen operating pressure of 1 bar } \ln \left[ \frac{p^{H_2O}}{p^{H_2} \cdot p^{1/2}O_2} \right] = \ln 1 = 0. \]

1-gram mole of H₂ is 2.016 gram.

Work out per gram of H₂ = -178617.8 / 2.016 = -88600.1 Joules/gram

But amount of hydrogen utilised per second = 0.105g

Therefore, amount of heat produced in the fuel cell exothermic reaction (assuming that the Gibbs change is all converted to electrical energy)

\[ = 0.105 \times \frac{1}{2.016} \times (\Delta H - \Delta G) \]
Where $\Delta H$ is molar enthalpy of formation for the reaction.

From the tables, molar enthalpy of formation for water vapour (steam)=$-241820$ joules/gram mole.

\[ \Delta H = 0.105 \times \frac{-241820 - 178617.8}{2.016} = -3244.9 \text{W}. \] It will be assumed that the means to recover it is 100% efficient.

From the above the open circuit voltage $E$ is given by

\[ E = \frac{\Delta G^0}{2F} = \frac{RT}{2F} \ln K^0 + 0 = \frac{RT}{2F} \times 16.874 = 0.925V \]

$R=8.314 \text{kJ/kmol-K}$ and $T=1273.2K$.

Since the operating voltage is 0.7 V and the current is 10034.3 amps, the amount of heat generated due to internal ohmic resistances $= (0.925 - 0.700) \times 10034.3 = 2257.7\text{W}$.

If it is assumed that the efficiency of recovering this heat is 80%, then $(2257.7 \times 0.8=) 1806.1\text{W}$ will be available.

If the fuel should be changed to 100% methane, then an additional reformation stage to generate hydrogen would be required. The fuel utilisation ratio is 75%. Therefore, the amount of hydrogen received from the reformer is $(0.105 \div 75\%) = 0.140 \text{gm/sec}$. Let it be assumed that the reformer is 100% efficient, meaning that reformation and gas shift reactions are completed in the reformer and only hydrogen enters the fuel cell proper. So equations (7.8), (7.9) and (7.10) will be applied.

The overall reformer reaction $CH_4 + 2H_2O \rightarrow CO_2 + 4H_2$

One mole of $CH_4$ produces 4 moles of $H_2$. One gram mole of methane is $(12.01 + (4 \times 1.008)) = 16.04\text{gm}$ and 4 gram moles of hydrogen are $8.064\text{gm}$. But the amount of hydrogen required is $0.140\text{g/sec}$. This corresponds to $(16.04 \times 8.064 \times 0.140) = 0.28 \text{gm}$ of methane per sec.

Reactions in the reformer are endothermic (consume heat).

The following figures were obtained from enthalpy of formation tables for the respective gases.

One mole of methane @ -74850 J/gram mole = -74850

2 moles of Water (vapour)@ -241,820 J/ gram mole = -483,640

One mole of carbon dioxide @ -393,520 J/gram mole = -393,520
One mole of hydrogen \( \text{at 0 J/mole} = 0 \)

Total change in enthalpy of formation = 164,970 J/gram mole of methane (16.04 g).

The amount of methane processed is 0.28 g/sec and will require 2880 W of heat to reform.

Total heat generated earlier = 3244.9 + 1806.1 = 5051.0 W

Net thermal energy available from fuel cell = \((5051.0 - 2880) = 2171 \text{ W. This does not take into account the 25% unutilised fuel at the outlet of the fuel cell. This could be burnt at the exhaust and could potentially produce 1/3 of the power produced by the utilised 75%.

When recycled, it reduces the thermal demand of the reformer or it could run additional thermal loads.

In the case of biogas the required amount will depend on its methane concentration. For example for a 65%: 35%, methane: carbon dioxide mixture, the gas volume will have to be increased by \(((100 + 65) - 1) \times 100\% = 53.8\% as compared to methane.

The same problem could be looked at in an alternative way. If one wishes to purchase off-the-shelf commercial equipment for use with biogas, one is bound to find those that are calibrated to run on methane. Since the concentration of methane in biogas is diluted, it is advisable [6, 7] that the equipment capacities be de-rated in order to operate properly. That means that using the same volume of biogas as methane one should expect to generate a fraction of energy in proportion to the fraction of methane in the biogas. So in order to generate 7.024 kW of electric power (kWe) using the same biogas grade, one would require a machine rated for \((7.024 \div 65\%) = 10.806 \text{ kWe when running on pure methane.}

From the above, the average amount of methane required for the 41 rural households in Garagopola village is 0.28 g/sec. At standard temperature and pressure one gram mole of a gas occupies 22.4 liters. The gram mole of methane is 16.04. Therefore the volume of gas required per second is \(0.28 \times \frac{22.4}{16.04} = 0.39 \text{ liters. If the composition of biogas were 65:35%,

then 0.39 liters would represent 65% of the biogas volume. The required biogas volume = \((0.39 + 65\%) = 0.60 \text{ liters/sec. Total amount of gas per day = } (0.6 \times 3600 \times 24) = 51,840 \text{ liters = 51.84 cubic meters. We can therefore derive the required animal resources to meet the needs for various sizes of villages. This is illustrated in figure 7.3.}
7.4 Transient response of a fuel cell

The performance of a given fuel cell stack is largely dependent on manufacturer construction technology. Because this is an emerging and highly competitive field much of detail passes as proprietary, with scanty revelations. This problem when combined with the non-linearity of the fuel cell subsystems and their interaction, makes it problematic to obtain a mathematical model that is valid for a full range of circumstances and is still a subject of intense research. It is therefore advisable to use empirical data.

The transient model used here has been used in [34-37]. The fuel cell considered is comprised of a reformer, a stack and a DC-DC converter. The reformer and stack are each represented as first order time delay elements as depicted in figure 7.4. A non-linear resistance is used to represent miscellaneous voltage drops in the stack. An inductor is inserted to account for the time constant associated with the load current. The input voltage represents the input fuel to the reformer and the output is the stack output DC voltage prior to the power conditioner. Power conditioning is achieved by a DC-DC converter whose time constant is deemed negligible compared to the rest of the system.
Figure 7.4. The dynamic equivalent electrical circuit of a fuel cell system

\( V_f \) is the input fuel rate
\( V_r \) is the reformer output (stack input)
\( V_{dc} \) is output DC voltage from the stack
\( R(\text{loss}) \) is a non-linear internal resistance obtainable from the fuel cell I-V characteristics

The Transfer functions of the reformer and the stack are given by equations (7.13) and (7.14) respectively.

\[
\frac{V_{cr}}{V_{in}} = \frac{1}{R_v + \frac{1}{S \cdot C_r}} = \frac{1}{1 + S \cdot R_v C_r} \tag{7.13}
\]

\[
\frac{V_{cs}}{V_{cr}} = \frac{1}{R_s + \frac{1}{S \cdot C_s}} = \frac{1}{1 + S \cdot R_s C_s} \tag{7.14}
\]

Where, \( R_v C_v = \tau_v \) and \( R_s C_s = \tau_s \) are the reformer and stack time constants respectively.

The transient demand is assumed to be initiated by the electric load but the ratio of electric to thermal output power is a constant. According to the study in [36], the reformer time constant ranges from 0.8 – 1.7 s and for the stack it is 80 – 180 ms, depending on unit ratings. In [35] typical fuel cell V-I characteristics are used to derive the loss resistances as functions of load currents (at steady state) depending on a particular fuel cell type.

The simulation results in Figure 7.4 were obtained in [36] for the system response to a step increase in load current of a linear load. The system time constant was 3.6 seconds.
A system with such a lag in response time would require a storage device to fill in the initial void. The minimum amount of energy that must be stored is the difference between the amount of energy required by the load for the duration of the transient and the total amount of energy that the source is able to deliver during the same period. This would also require that the final total load is less than or equal to the existing power rating of the fuel intake to the reformer. If this should be exceeded then the reformer would have to increase its fuel intake and its time constant would have to be considered as well.

The choice of storage device is normally between an electrolytic capacitor, lead acid battery and ultra capacitor. The parameters that one considers before making a choice are, the amount of energy to be stored, cost of storage device, charge/discharge cycle efficiency, power capability, self discharge rate, recharge rate, recycle life and maintenance requirements.

Figures 7.5 and 7.6 show empirical results from a report sanctioned by the National Renewable Energy Laboratories (NREL) [37] for the transient behaviour of a fuel cell system when compensated by an ultra capacitor.
Figure 7.5. Step load (linear) to full load (3kW) and maintain load for 100 sec (time base is 10 sec per division)

Figure 7.6 Start up of a 1.5 hp motor driving air fan (Time base 10sec/division). (Note that air fan motors draw the same current characteristics as water pump motors)

7.5 The future of fuel cells
In the course of the last decade the level of interest and investment in fuel cells has grown exponentially [38-45]. On the automotive front, every major manufacturer is working on fuel cell technology and intending to commercialise ‘as soon as is practical’. The Bush Administration (in the US) has designated fuel cell vehicles as central to federal automotive research and development (R&D) efforts [38]. Appendix VI is a table providing facts for fuel
cell auxiliary power units (APU) from a selection of automotive manufacturers as published in [39]. There are, in addition, hundreds of other power industry players. Capacities ranging from milliwatts to megawatts are being developed for applications including laptops, cellular phones, homes, automobiles, remote telecommunication sites, forklifts, construction equipment and wheelchairs. The issue about fuel cell is not 'if' but when it does happen it will revolutionise energy. It is estimated for example that if the 17 million vehicles sold in the USA in a year were powered by fuel cells, it would equal the stationary electric generating capacity of the entire country.

One of the current technological challenges of fuel cells is durability. The technologies are still in the process (but steadily improving) of proving they can operate over long periods of time without failure in a wide variety of operating conditions. Durable materials need to be produced cheaply. More work also needs to be done on reformers so that conveniently available fuels can be used. The good news for rural Africa is that more progress seems to have been achieved with reforming natural gas and methanol than for other fuels. Additionally, contrary to what had been assumed in the past, SOFCs can operate efficiently even at low capacities of 1 kW. According to [41] Sulzer Hexis is leading the world in the commercialisation of the technology with a 1kW SOFC residential system. It is expected that economies of scale will enable price reduction, which is another major issue.

At the same time, SOFC technology is beginning to make inroads into the automotive Auxiliary Power Unit (APU) market, hitherto traditionally the preserve of PEMFCs. Renault and BMW are both looking at SOFC APUs for cars and trucks. SOFC components are potentially cheaper and easier to manufacture than their PEM counterparts and notable achievements have already been made in reducing costs. Rolls Royce, for example, says that it has already cut its stack costs to US$300 per kW. This is a much better cost when compared to the 1.1 kW pico hydro at Kathamba, which was priced at US $ 58 per household for the total of 65 households. Moreover, the SOFC being portable would be located closer to the consumers and hence require a much smaller distribution infrastructure.

In the business of pure hydrogen fuel, leading storage technologies include hydrides, nanocarbon tubes and compressed and liquid (cryogenic) storage. One of the more promising avenues of research is the use of microscopic nano-tubes. This technology stores hydrogen
in microscopic cavities, absorbing the atoms like a sponge. In theory, one could put together a storage technology that would address the safety concerns and also get not hundreds but conceivably thousands of kilometers of range.

7.6 Concluding remarks

The potential benefits of biogas in rural energy delivery have been discussed extensively in literature. This chapter has explored that potential further, by using a state-of-the-art automotive technology, the fuel cell. The basic relationships that govern the operation of a fuel cell have been discussed. Using these relationships, the fuel requirements of a SOFC running with biogas to supply an electric load in a South African rural village have been derived, under idealised conditions. Moreover, the application has been shown to produce a complementary amount of usable thermal energy. From these results the varieties and quantities of resources needed to process the required quantities of biogas for different sizes of villages have been estimated and graphically illustrated. As has been indicated, these resources are largely available in rural sub-Saharan Africa.

7.7 Appendix VI

TABLE VI Major Fuel Cell APU R&D Initiatives

<table>
<thead>
<tr>
<th>Participants</th>
<th>Application</th>
<th>Size</th>
<th>Fuel cell system</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMW, International Fuel Cells</td>
<td>Passenger car, BMW 7-series</td>
<td>5 kW</td>
<td>Hydrogen, PEM</td>
</tr>
<tr>
<td>Ballard, Daimler-Chrysler</td>
<td>Class 8 Freightliner Century Class S/T</td>
<td>1.4 kW</td>
<td>Hydrogen, PEM</td>
</tr>
<tr>
<td>BMW, Delphi, Global Thermoelectric</td>
<td>Passenger car</td>
<td>1-5 kW</td>
<td>Gasoline, SOFC</td>
</tr>
<tr>
<td>Delphi, CALSTART, Aerovironment</td>
<td>Class 8 truck</td>
<td>5 kW</td>
<td>Diesel, SOFC</td>
</tr>
<tr>
<td>SunLine Transit, Southwest Research Institute</td>
<td>Class 8 International Truck</td>
<td>5 kW</td>
<td></td>
</tr>
<tr>
<td>EXCELLSiS,</td>
<td>Military Class 8 vehicle</td>
<td></td>
<td>Diesel, PEM</td>
</tr>
<tr>
<td>DaimlerChrysler, EXCELLSiS</td>
<td>3 kW</td>
<td></td>
<td>Hydrogen, PEM</td>
</tr>
<tr>
<td>Virginia Tech Univ., Energy Partners</td>
<td>Hybrid-electric passenger car</td>
<td>20 kW</td>
<td>Hydrogen, PEM</td>
</tr>
</tbody>
</table>
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8. Other Energy Resources

8.1 Introduction

While the focus of the thesis is on automotive sources and loads, both solar and wind can be used with vehicles. For example, the SunRay [1], manufactured by Sunetra in Hawaii, is powered by solar energy, has an average range of 100 kilometers and a top speed of 100km. Micro wind turbines have also been used on recreational boats for battery charging [2]. As such, a discussion for small wind and solar is not inappropriate. For the sake of completeness micro hydro will be discussed as well. These resources are indeed free in their natural form but the conversion technologies are not. Among other factors, the power density of the available energy resource greatly influences the sizing and hence the cost-effectiveness of the conversion equipment. Therefore resource assessment is necessary.

There are various methods of resource assessment. Some methods involve the use of climatic databases often spanning several years, at hourly intervals and requiring considerable computer storage and simulations. While such methods eventually give accurate results, the massive resource requirement renders them impractical for rural African circumstances. Moreover, such designs are often one-of-a-kind and the same costs must be incurred again for a different project. The meager capital and manpower resources available must be shared between this necessity for resource assessment and the ability to finally harness it. It has in fact been remarked in [1] that, “in the case of micro hydro, quite often the feasibility study alone costs more than the total amount for implementation.” Additionally, time is often of essence as issues tend to get overtaken by other events, leading to abandonment of projects. In an attempt to avoid such shortcomings, methods using approximate monthly or annual climatic data have been used in the past. Unfortunately, these almost invariably result in very inaccurate designs and consequent under-sizing or over-sizing of systems as has been cited in the Kenya PV cases. Therefore there is need for a compromised approach.

Analytical modelling has been found to be a reliable and cost-effective option. In the case of radiation data for example, using monthly global radiation values (which are otherwise inadequate alone) stochastic models are used to generate intermediate data having the same statistical properties (including, average value, variance, and characteristic sequence
(autocorrelation)) as the measured data. Thus the generated data approximates the natural characteristics as far as possible. Recent research [4-5] has shown that data generated this way can be used satisfactorily in place of long-term measured data. In addition, software [6] using a combination of validated models and new interpolation techniques to enable the generation of data for virtually any location (at any latitude and altitude) is now commercially available.

These developments are very important for rural Africa where lack of up-to-date resource databases especially at micro level is a major problem for any potential renewable energy designer.

This chapter will look at the harnessing of insolation, wind and micro hydro resources for rural energy needs. Basics of resource-to-electrical energy conversion technologies currently used in Kenya as well as appropriate resource assessment models and/or methods will be discussed. Examples of possible rural applications will be given in each case. Additionally section 8.2 will give a brief example on the application of commercially available state-of-the-art PV design software for a fictitious installation in Thika town in Kenya. Then finally section 8.5 will briefly highlight the possibility of converting human muscle power to electric power in possible emergencies.

8.2 PV Generation

8.2.1 Background on photovoltaics

The photovoltaic effect was first reported way back in 1839 by Becquerel. The first practical silicon type solar cells were however only produced in 1954, by Bell Laboratories. Initial applications were in extraterrestrial missions. The first earthly uses were in remote and inaccessible installations that required little or no maintenance, mainly in signal and telecommunications applications.

In the decade leading up to the end of the millennium the spirit of the Rio Earth summit promoted a fresh awareness of environmental sustainability. Consequently, the use of PV technology was among programs promoted by the Global Environment Fund (GEF), among others. Beneficiaries in sub-Saharan Africa included Zimbabwe and Uganda. At the
same time some modest commercial consumption of solar PV panels was gradually picking up for off-grid applications in a few other sub-Saharan African countries. Notable among these was Kenya [7-11].

A PV cell is a dc generator [12, 13]. Using semi-conductor technology the cells convert sunlight into electricity by a quantum process. Technically the light does not have to originate from the sun but since the basic aim is to harness a renewable energy only the sun could be such a source. A photon from the sun's ray strikes the material and if the energy content of the photon is at least as high as the band gap energy, $E_g$, of the material then an electron is elevated from its normal valence band location to the conduction band. The above action by the sun results in electron-hole charge carriers called photo-carriers. When an external electrical load is connected, a dc current (called the photo current) flows. Thus, the process is called the photovoltaic effect.

The power generated increases with increased sunlight, but is also negatively affected by temperature. The amount of energy absorbed by an electron being equal to a specific value, $E_g$, means that the balance energy of photons that do not satisfy this condition (in a particular material) must be discarded. This energy is converted to heat, which constitutes conversion inefficiency.

In an effort to address this shortcoming, manufacturers exploit the fact that photons with different wavelengths of the sun's radiation spectrum have different energy levels. So multiple band gap materials are now being used to utilise a wider range of the spectrum [14]. For example, whereas the average efficiency of a solar cell is currently of the order of 15%, multi-junction cells have been produced with efficiencies of over 30%.

Currently a wide variety of PV technologies are commercially available. These include, crystalline silicone, multi-crystalline silicone, polycrystalline silicone, amorphous silicone, copper indium diselenide (CIS), cadmium telluride (CdTe) and concentrators with silicon cells.
Like other semiconductor components, manufacturer’s datasheets are normally used to describe the behaviour of a given product. Typical manufacturer’s open-circuit voltage \( V_{OC} \) as well as short-circuit current \( I_{SC} \) as functions of light intensity exposure of a PV cell are shown in figure 8.1. These are however only valid for the test conditions as indicated [15, 16]. Likewise I-V (current-voltage) characteristics are for specific test conditions of light intensity and temperature. These are referred to here as \( G_{ref} \) and \( T_{ref} \), and are typically 1kW per square meter (irradiance) and 25° Celsius respectively (at wind speeds < 1 m/s). Using the following expressions, currents and voltages can be derived for different conditions.

The change in temperature is given by

\[
\Delta T_C = T_C - T_{ref} \tag{8.1}
\]

![Graph showing open-circuit voltage and short-circuit current as functions of light intensity (Ref [16])](image)

The change in current is given by

\[
\Delta I = \alpha_{scT} \left( \frac{G}{G_{ref}} \right) \Delta T_C + \left( \frac{G}{G_{ref}} - 1 \right) I_{sc,ref} \tag{8.2}
\]

\( \alpha_{scT} \) is the short circuit temperature coefficient
$I_{sc,ref}$ is the data sheet specified short circuit current

The change in voltage is given by

$$\Delta V = -\beta_{ocT}\Delta T_C - R_s\Delta I$$

where $\beta_{ocT}$ is the open circuit temperature coefficient.

Finally the new voltage and current values are given by

$$V_{new} = V_{ref} + \Delta V$$

$$I_{new} = I_{ref} + \Delta I$$

It should be born in mind that these terms for temperature refer to actual cell temperature and not the ambient temperature. Figure 8.2 is a typical I-V characteristic of operating current as a function of operating voltage at a standard irradiance of 1 kW per square meter at cell temperatures of 25°C and 56°C.

![Graph](image)

**Figure 8.2.** Operating-current versus operating voltage at 25°C and 56°C (Ref [16])

### 8.2.2 Solar resource assessment

A single PV cell has a very small capacity. To obtain a tangible amount of output power a number of cells are combined to form a module. The performance of a PV module is often characterised by a commercial label giving its peak output power (Wp) (valid at the aforementioned standard conditions). The primary requirement for an effective design, however, is an understanding of the expected energy production by an installation over a
given period, (say, daily, monthly or annually). Irradiance is the amount of solar power per unit area on a surface, while insolation refers to the amount of radiant energy per unit area in a given period (often in kWh per square meter per day). Insolation values are especially important for PV, since the total energy production of a module over a period is proportional to the cumulative exposure to solar energy. Additionally, since the energy that can be generated by a PV module is not only proportional to the available insolation but affected by ambient conditions as well, a complete resource assessment for a location must include both the solar resource and other weather conditions.

The maximum amount of solar power emitted by the sun per unit area perpendicular to the sun’s ray in near-earth space (or immediately outside the atmosphere) is the solar constant, \( I_{sc} \). The average value of \( I_{sc} = 1367 \) watts per square meter. This radiation corresponds to the maximum possible radiation that would occur at the earth’s surface if it were unhindered. The actual levels experienced on the earth’s surface are lower due the following factors.

There are two main variables that affect the irradiance reaching a specific location on earth namely, geometric (including the earth’s rotation on a tilted axis and its orbital revolution around the sun) and atmospheric factors. These factors can be further enumerated as, geography of location (altitude and latitude), orientation, time of day (sunrise and sunset hours have longer reddish radiation wavelength while midday have shorter bluish radiation), season of the year and cloud cover. The effect on the solar spectrum, at a location by the time of the day is specified by a spectrum index called optical air mass (AM). When the sun is overhead at sea level AM=1 and at sunrise/sunset AM=10. It should be noted that AM is also related to the relative path length traversed by the radiation from the outer rim of the atmosphere to a particular location on the earth’s surface. For example at sunrise this path will be longer than at noon. By the same token, AM will be affected by altitude and latitude.

From the above, all the listed impediments to the propagation of radiation from the outer rim of the atmosphere to a terrestrial location can be reasonably predicted, except cloud cover. For a given location they can therefore be factored into the PV cell performance as constants. Consequently, the only phenomena of significance that can unpredictably restrict
the availability of solar radiation at the earth’s surface are clouds and their accompanying weather patterns.

Due to the stochastic nature of cloud patterns, an appropriate database or probabilistic model is necessary to predict the available solar energy. As stated earlier the trend is the use of a bit of both. For designers in the USA, the National Solar Radiation Data Base (NSRDB) is the most common source but this covers only American locations. A viable reprieve for African designers can be found from the Swiss Federal Office of Energy [6], which maintains one of the international bases recommended by Sandia National Laboratories. The base has also developed commercially available solar resource-modelling software METEONORM. This tool combines several solar radiation models [17-21] and worldwide monthly global radiation data to generate hourly insolation data for known locations around the world. In addition interpolation techniques are used to generate data for virtually any other location. Currently due to the availability of inexpensive geo-positioning technology, any terrestrial location could be identified in terms of latitude, longitude and altitude fairly easily.

From the interpolation and radiation generation procedure, hourly values of global radiation and monthly temperature required for temperature generation for any location in sub-Saharan Africa should be now possible. Using these, hourly temperature values may be calculated in METEONORM. The idea underlying the model is based on the assumption that the amplitude of the temperature variation during daytime is approximately proportional to the amplitude of the daily global radiation profile. Thus the temperature profile is calculated by transforming the radiation profile.

8.2.3 PV power rating and annual energy output

Section 8.2.2 has outlined the assessment of solar energy resource. In addition to resource assessment, manufacturing characteristics and environmental factors in general influence the annual energy produced by a PV module. According to a Sandia report [17] the most significant performance factors are, cumulative insolation, modules power rating (at Standard conditions), operating temperature (temperature coefficient), maximum power voltage rating \((V_{mp})\) dependence on insolation level, variation of solar spectrum, soiling and optical losses
when the sun is incident at high angle-of-incident (AOI). Performance degradation [22, 23] factors constitute the PV module's combined effective inefficiency factor (also referred to as de-rate factor). Therefore the available PV module output power $P_s$ is given by

$$P_s = P_o \cdot A_e \cdot \eta_a$$  \hspace{1cm} (8.6)

where, $A_e$ is the effective array surface area,

$P_o$ is the initial un-glassed and un-degraded PV cell output at normal incidence at one solar constant intensity and reference temperature and $\eta_a$ is the combined effective efficiency of the module.

In [23] this factor is estimated by the following expression:

$$\eta_a = \frac{P_s}{P_o \cdot A_e} \approx \eta_r [1 - 0.0045(T_c - T_r)]$$  \hspace{1cm} (8.7)

$\eta_r$ is the panel efficiency at reference conditions

$T_r$ is the reference temperature

$T_c$ is the cell temperature, which is generally dependent on insolation and wind velocity

$$T_c = T_a + k \cdot I_t$$

$T_a$ is the air temperature and $k$ is an exponential function of the wind velocity

$$k = f(w_r) = c_1 + c_2 \cdot \exp(c_3 \cdot w_r)$$

($c_1$, $c_2$ and $c_3$ are constant coefficients).

8.2.4 **System level influences on PV performance**

The foregoing sub-sections have developed a basic understanding of what influences the performance of a PV module on its own. In practical installations the module must combine and interact with other components, (including other PV modules to form arrays), as well as loads that have a significant influence on the overall performance, reliability and cost effectiveness of the system.

The factors that can emerge from these system interactions include, module mismatch, wiring and terminal resistance, inverter efficiency versus load, maximum point tracker efficiency, charge controller efficiency, degradation of system performance due to overall
aging, battery charge and discharge characteristics and array to load ratio. In [17] it had been estimated that even in well designed systems, each of the above factors could cause an energy production degradation of up to 5%. It would therefore follow that even when the PV modules themselves may individually be performing well, system failure could easily occur if poor attention were paid to system design. However, according to more recent Sandia field studies [18], module mismatch and spectral variation are the two least influential factors on system energy production. The dominant factors include BOS (balance of system components) and module orientation. For the capacities of systems used in Kenya, no sun tracking devices are used to avoid parasitic losses. Since Kenya is astride the equator it has been established that maximum annual insolation is picked up by a horizontally positioned module. The group of components that include inverters, charge controllers and batteries, which are collectively referred to as "power conditioning hardware" have been found in field studies to be by far the biggest causes of system failure. This concurs with a separate Kenyan field report cited in chapter 1. In the case of Kenya however, only the batteries were involved, as the current rural Kenyan systems are still fairly simple and do not include the rest of the otherwise 'standard' power conditioning hardware.

For over a decade concerted collaborative efforts have been made by various researchers [18-21], including Sandia National Laboratories, to develop and document outdoor test procedures that quantify the performance characteristics of PV for virtually all commercial technologies. Subsequently a performance model has been created, improved and validated [24]. It has further been made available by Sandia at [25] where they also maintain and continually expand an access database of performance parameters for over 150 commercial PV modules. In addition, a software design company has incorporated the model in commercially available PV system design software [26] that carries a global radiation database, which includes major cities across Africa. It also permits the use of externally acquired radiation data. Once equipped with climatic data for a location and a type of commercial PV module, entries can be made into the software. Appropriate module capacities can be selected, as well as the necessary BOS components to predict the energy production of an installation over a given period.
8.2.5 Rural application examples

In the most basic installation a PV module can be connected directly to a load. The method has the advantage of using power directly from the panel and avoiding storage losses but its scope is limited to water pumping as other loads are not as consistently available. Moreover, since the motor must operate over a wide speed-torque range, as irradiance levels fluctuate, its performance efficiency can never be optimised. Consequently the panel is often oversized by 2 to 3 times, which may reverse the apparent cost gains of avoiding a battery. In the solar home systems (SHS) commonly found in Kenya a single panel directly charges a battery, which in turn runs fluorescent lights and basic infotainment appliances. No charge controllers or maximum power point trackers are involved.

Consider a simple rural consumer who uses a 20W black and white TV for 4 hours, a 5W radio for some 10 hours together with three 10W fluorescent lights for 4 hours, each day. The daily amount of energy required is \((20 \times 4) + (5 \times 10) + (3 \times 10) = 160\text{Wh}\). If the dc bus used were the automotive 42V and the panel were to deliver this over a period of 8 hours, then the necessary average power would be 20W. In order to charge at a rate of 20W the panel would have to operate at \((20 + 42) = 476\text{mA}\). This is however the ideal figure. In reality there are deterioration factors (as seen earlier) both for the solar panel and the battery [22, 23]. Let \(K_1\) be the deterioration factor for the panel based on the aforementioned effects. Let \(K_2\) be the deterioration factor based on the aging performance for battery which systematically decreases the charge discharge efficiency of the stored energy. In [16] these have been estimated at 0.85 and 0.95 respectively, for purposes of specifying an appropriate panel capacity. The required charging current would therefore have to be upgraded by a factor equal to the reciprocal of the product of \(K_1\) and \(K_2\), which in this case is \(\frac{1}{0.95 \times 0.85} = 1.24\). So the correct specification of the solar panel should be an operating current \(I_p = 476 \times 1.24 = 590\text{mA}\).

In order to specify the correct PV cell operating voltage \(V_p\) one must make provision for
- an additional reverse blocking diode often included to protect the cells from reverse current from the battery at times of low or no insolation (~0.5V)
- some cable voltage drop leading to the battery (0.1-0.5V)
- some additional voltage allowance due to temperature (~1.3).
In this case $V_p$ would come to about $(42 + 0.5 + 0.4 + 1.3) = 44.2$V. An appropriate panel would therefore be of peak power $W_p = V_p I_p = 44.2 \times 0.590 = 26.1W_p$ or better.

This example assumes the availability of all the sunlight required at a constant rate, and without any spectral variation. The load is also assumed to be constant. In addition, hardly anything is known about the battery or panel itself and a host of other relevant factors. In a simple household depicted, the assumption of loading holds reasonably true but not the insolation. The answer will at best be a mere guide.

The use of Solar Design Studio (SDS) [26] software using the aforementioned Sandia performance model takes into account a more detailed picture as briefly explained below. A series of menus allow the user to enter the appropriate data for a particular situation and the results should be much closer to reality.

**Climate selection**- loads details of hourly climatic data for a location spanning for a year. This can be from any appropriate default or external weather data file.

**System shading**- allows the loading of relevant typical (or empirical) system shading effects for the loaded climate or an alteration of the default parameters.

**System load**- allows the loading of a relevant daily load profile (including possible load profile changes during weekends).

**PV array configuration**- allows the loading of a datasheet of a PV module from a database in the package containing 150 (Sandia compiled) known commercial modules (but also permits use of an external file) plus the appropriate configuration in the installation (like number of parallel and series modules)

**PV array wiring**- allows the user to enter the distance between the array and the battery, and permissible percentage voltage drop and wire diameter.

**System battery bank**- allows the entry battery manufacturer's full data and details of configuration of the installation.

**Inverter option**- allows the entry of details about the required inverter.

When the data has been entered, one clicks ‘calculate’ and obtains various results including charts of monthly output power, battery states of charge and annual cost analysis among others.
In appendix VIII at the end of this chapter are graphic results of a simulation using SDS[26] for a sample fictitious load but a real Kenyan location, Thika town which is 40 km from Nairobi. Because the distance is less than 50 km and being at nearly the same altitude as Nairobi the default global radiation data file for Nairobi in the design software was deemed to be adequate and was used. Figure APVIIIa are daily and weekend load profiles to be met. Figure APVIIIb is the datasheet for the selected commercial PV module to be used (ASE-300-DGF/50). The menu allows for size of array to be specified. (In this case 200 modules in parallel by 1 in series). Figures APPVIIIc and APPVIIIId show specifications for wiring and battery storage for the installation. Some typical default parameters like shedding are used. When ‘calculate’ is activated, figure APPVIIIe gives a display of the expected monthly performance of the PV installation in clearly and self explanatory bar charts. A variety of other results not shown in the appendix are also selectable. Since the method uses field validated weather models and real component data, the prediction of the energy production should be more accurate than by any other method to date. In fact from the author's anecdotal experience figure APPVIIIe appears very consistent with the normal Nairobi weather pattern, as June is normally relatively overcast while December is a full bright sunny season.

8.3 Wind power

8.3.1 Background on wind power

A wind turbine converts wind motion into rotary mechanical power that can, in turn, be used to operate mechanical tools or an electric power generator. Wind power is the least exploited resource in sub-Saharan Africa. This could be due to unproven negative speculation that may have resulted from lack of facts. For example, whereas it is generally assumed that wind speeds for landlocked trans-equatorial locations are low and hence not viable for electric power generation, power utilities in Rwanda and Kenya have successfully operated pilot projects of wind electric installations connected to their grids for a number of years [27]. Rural exploitation of wind energy for water pumping can however be encountered in some scattered locations in Kenya, Rwanda, Burundi and Tanzania. There are similar installations scattered elsewhere particularly in Southern as well as West Africa.
8.3.2 Wind turbine basics

A simple model for the power extractable by a turbine in a stream of air, utilises a momentum theory developed in the 19th century to predict the performance of ship propellers. The adaptation of the theory by Bilau in 1925 assumes the air stream flow to be steady and axial [28-33]. In addition, the air is assumed to be incompressible and inviscid (with negligible viscous effects), with a downstream flow that is constant over the particular stream tube section and having no discontinuity across the stream tube boundary. In this model the turbine is represented by a uniform disc actuator which creates discontinuity of pressure in the stream tube of air flowing through it.

The model (see figure 8.3) therefore permits the application of Newtonian mechanics. Using momentum and energy relationships the effective axial velocity, \( V \), at the disc is given by equation (8.8)

\[
V = \frac{1}{2}(V_1 + V_2)
\]

Figure 8.3. A stream tube representation of flow through a horizontal-axis tube (Ref [28])

In other words, equal retardation of the flow is imposed upstream and downstream of the disc. The power output, \( P \), from the disc must therefore be the rate of change in kinetic energy of the stream. The kinetic energy of a mass \( m \) at a velocity \( V \) is \( \frac{1}{2} m V^2 \).

\[
P = \frac{1}{2} m(V_2^2 - V_1^2)
\]

(8.9)

where, \( m = \rho AV \) (\( \rho \) is the air density and \( A \) the area swept by the actuator).
The density of air, $\rho$, is affected by altitude and slightly by temperature and standard ratings are normally based on a temperature of 15°C Celsius at sea level. A density correction is therefore needed for computation of power output at higher altitudes. Figure 8.4 is a plot of estimated changes in air density with altitude. In addition wind speeds increase with taller masts. A dimensionless number, the wind shear exponent, typically ranging from 0.10 to 0.25, gives the rate at which the wind speed varies with mast height above the ground. A low exponent corresponds to a smooth terrain while a high exponent is typical of a terrain with sizeable obstacles. A value of 0.14 (or 1/7) is frequently used as a first approximation.

![Change in air density with altitude](image)

**Figure 8.4.** Estimate of air density as a percentage of its value at sea level against altitude in meters above sea level

From the above it is shown in [28] that power, $P$, can be expressed in terms of upstream velocity, $V_1$ alone.

$$P = \frac{1}{2} C_p \rho A V_1^3$$  \hspace{1cm} (8.9)

The power coefficient, $C_p$, which is the ratio of the actual power delivered by the disc to the power of the free flowing stream prior to interference by the disc. The maximum theoretically extractable power (using this model) occurs when $C_p = \frac{16}{27}$. 
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\[ A = \pi R^2 \] is the area swept by the turbine blades having a radius of \( R \) meters.

This ideal maximum however, can only be realised in an unrealistic boundary case where the turbine has a very large number of blades operating at a very high rotational speed and with its axis aligned in the direction of the wind. In practice the losses that this model ignores do in fact reduce the maximum power coefficient to between 0.25 and 0.45.

Among the myriads of turbine designs there is a major distinction between the centuries old types characterised by low speed and high solidity (large blade to sweep area ratio) and the high speed and low solidity types that have recently emerged. The former had poor tip speed ratio, \( \lambda \) values and high drag losses. \( \lambda \) is the ratio of the turbine peripheral speed to the free stream wind speed, \( V_1 \).

\[
\lambda = \frac{\omega r}{V_1}
\]  

(8.10)

where, \( \omega \) is the angular velocity of the turbine, \( r \) is its tip radius.

The latter closely resemble aircraft propellers and achieve higher \( C_p \) and \( \lambda \) values.

Figure 8.5. A family of curves for output turbine power at different rotor speeds
The shaft power delivered by a wind turbine can be influenced by the matching of torque speed characteristics of the prime mover and the load. The most general description of a turbine characteristic is the power/tip speed ratio curve.

Torque x angular speed = Power

\[
\text{Torque} = \frac{\text{Power}}{\omega} = \frac{1}{\omega} \cdot \frac{1}{2} C_p \rho A V^3
\]  

(8.11)

But from (8.10) \(\omega = \frac{AV}{r}\)

Therefore

\[
\text{Torque} = \frac{\pi r^3 \rho}{2} \cdot \frac{1}{A} \cdot C_p \cdot V^2
\]  

(8.12)

A family of curves for torque versus speed for a range of permissible wind speeds (Figure 8.5) can then be drawn. On each of these curves is a point of maximum output power for each wind speed. Joining these points creates a maximum power point locus. A load having a load line to match this locus will always draw maximum power.

### 8.3.3 Wind resource assessment

Equation (8.9) gives the turbine output power as a function of wind speed. It would be convenient if the average wind power could be computed from the average wind velocity at a location. But the wind power is proportional to the cubic power of the speed and relatively small changes in speed result in much larger power differences. In fact, the most frequently occurring wind speed may not necessarily have the highest energy content. So one way to solve the problem is by separately treating each wind speed and its duration time and summing up the results. This means that in practice, (due to the stochastic nature of wind) a method using a probabilistic model that predicts the frequency of occurrence of different wind regimes at a location must be used. A generally used method is a Weibull distribution model expressed in terms of a scale parameter and shape parameter [34, 35]. The two parameters are obtained from the mean and standard deviation of a sample set of data for a location.

In brief, a Weibull distribution can be characterised by its cumulative distribution function \(F(V)\) and probability density function \(f(V)\) where
\[ F(V) = 1 - \exp\left(-\left(\frac{V}{c}\right)^{k}\right) \quad (8.13) \]

and
\[ f(V) = \frac{dF}{dV} = k \left(\frac{V}{c}\right)^{k-1} \cdot \exp\left(-\left(\frac{V}{c}\right)^{k}\right) \quad (8.14) \]

k and c are the shape and scale factors. These can only be determined from very detailed data of wind characteristics for a given location. So in its simplified version the shape factor k is assumed to be 2 and the model becomes known as the Rayleigh distribution. In this case the only requirement is the average wind velocity of the location for the period under consideration. The method has been validated by among others the American Wind Energy Association. It can then be shown that the cumulative distribution and probabilistic density functions simplify to equations, (8.15) and (8.16).

\[ F(V) = 1 - \exp\left(-\left(\frac{\pi}{4}\right)^2 \left(\frac{V}{4}\right)^2\right) \quad (8.15) \]

and
\[ f(V) = \frac{\pi}{2} \frac{V}{V_m^2} \cdot \exp\left(-\left(\frac{\pi}{2} \frac{V}{V_m}\right)^2\right) \quad (8.16) \]

where \( V_m \) is the mean wind velocity for the location over the period under consideration.

If P is the power available per unit cross-sectional area at a given wind speed in a wind stream then the average wind energy density \( E_d \) at a site is given by

\[ E_d = \int_{0}^{\infty} P f(V) dV \quad (8.17) \]

It is shown in [35] that \( E_d = \frac{3}{8} \frac{\rho \sqrt{\pi}}{K^{1.5}} \) watts/unit area.

Where \( K = \frac{\pi}{4V_m^2} \)
In addition, small wind turbines (below 100 kW) are designed to operate within a range of wind speeds where a minimum cut-in speed \( V_{in} \), is required to activate the turbine. As the wind speed increases further the turbine power output increases according to equation (8.9) until rated speed, \( V_R \), when the maximum power output is achieved. As wind speed increases the power output is maintained at this maximum value until a design cut-off speed, \( V_c \). For wind speeds higher than \( V_c \) a shut down is effected to avoid turbine damage. Figure 8.6 illustrates a typical small turbine power output as a function of wind speed. Under such circumstances therefore, evaluating the available wind energy density for a location must take into account the characteristics of the conversion technology.

![Figure 8.6. Output power as a function of wind speed for a small wind turbine (Ref [35])](image)

From equation (8.17) and figure 8.6 the total useful power density \( E_{dm} \) available at a location is given by

\[
E_{dm} = \int_{V_i}^{V_f} P(V) f(V) dV + T V_R^{2} \left[ F(V) - F(V_0) \right] \tag{8.18}
\]

It is shown further in [35] that

\[
E_{dm} = TK \rho \int_{V_i}^{V_f} V^4 \exp(-KV^2) dV + \frac{1}{2} \rho V_R^2 T \left[ F(V_R^{2}) - F(V_0^{2}) \right] \tag{8.19}
\]

\( T \) is given as the time period in hours.

Therefore the average power density \( P_{dm} \) for a location is given by equation (8.20),
\[ P_{dm} = \frac{E_{dm}}{T} \]  \[ (8.20) \]

Equation (8.19) is solvable by numerical integration using Simpson’s rule.

Section 8.3.4 is a worked out example. The function in the variable term of \( P_{dm} \) is sampled at increments of 0.1 m/s over the interval from cut-in speed to rated speed and tabulated. The result is plotted and a best fitting polynomial is generated in Matlab. The final solution of the required power density is then obtained by analytically integrating the Matlab generated polynomial over the interval.

### 8.3.4 Rural applications of wind power

Consider a rural location with average wind speeds of 5 meters per second and a consumer with a daily requirement of 3kWh of electric energy. Assume that the available wind equipment has a cut-in wind speed of 3.5 m/s, a rated speed of 10 m/s and a cutout speed of 22 m/s. Let the turbine power coefficient be 0.35 with generator efficiency of 80%. Assume that the air density, \( \rho = 1.225 \) [kg/m\(^3\)].

From the above the available average wind power density can be estimated.

\[
K = \frac{\pi}{4V_m^2} = \frac{\pi}{4 \times 5 \times 5} = 0.0314
\]

\[
P_{dm} = 0.0314 \times 1.225 \int_{3.5}^{10} V^4 \exp(-0.0314V^2) dV + \\
\quad + \frac{1}{2} \times 1.225 \times 10^3 \left[ \exp(-3.14) - \exp(-0.0314 \times 22^2) \right] \\
\quad = \int_{3.5}^{10} f(V) dV + 26.5
\]

The function \( f(V) = 0.0385V^4 \exp(-0.0314V^2) \) was tabulated at increments of 0.1 m/s over the interval [3.5, 10.0], plotted in Matlab and a best fitting polynomial \( f'(V) \) was generated out as (see figure 8.7)

\[
f'(V) = -0.12V^3 + 1.5V^2 - 1.1V - 6.2
\]

Therefore the wind power density can be found by analytical integration of \( f'(V) \)
\[ P_{dm} = \int_{3.5}^{10} f'(V)\,dV + 26.5 = 121 \text{ Watts per square meter.} \]

The consumer requires 3kWh per day. But the generator is 80% efficient and the turbine power coefficient is 0.35. So the amount of wind energy required daily = \[ \frac{3}{0.35 \times 80\%} = 10.7 \text{ kWh/day.} \]

If this is assumed to be spread evenly round the clock it requires an average wind power supply of \( 10.7 \div 24 = 0.45 \text{ kW} \).

From the above, 1 square meter has an average of 121 watts. To get 450 watts the required area will be \( 450 \div 121 = 3.69 \) square meters.

If \( R \) is the radius of the turbine propeller then

\[ \pi R^2 = 3.69 \]

\[ R = \sqrt{\frac{3.69}{\pi}} = 1.1 \text{ Meters} \]

![Wind speed power characteristic](image)

Figure 8.7. A plot of a tabulated wind energy as a function of speed with a best fitting function superimposed
Figure 8.8 shows a model of the wind distribution derived from figure 8.7 by evaluating and plotting the function $\frac{f(V)}{V^3}$ over the interval $[3.5, 10.0]$.

8.4 Micro-hydro power

8.4.1 Background micro-hydro

The use of water wheels dates back to a few thousand years [36] when wooden wheels provided power mainly for grain milling. The industrial district of Sheffield in England is one example where the use of grinding stones for the fabrication of knives virtually predates history. The first use of moving water to produce electricity was reportedly a waterwheel on the Fox River in Wisconsin in 1882.
The dawn of the 20th century saw further evolution of falling water power as the prime mover in mainstream electric power production, mainly with large dams connected to cross country grid networks in Europe and the USA. This is however in sharp contrast with sub-Saharan Africa where such networks are largely absent. But even the few cases where they are, rural communities do not always benefit from grid electricity and hence the importance of developing small distributed resources [37-41]. This point is well illustrated in the case of South Africa which has a surplus grid capacity that could run several sub-Sahara African countries but has found it necessary to serve some rural communities with off-grid power systems, while a large number of communities still remain in darkness.

![Diagram of a micro-hydro site](Ref [38])

The term micro-hydro is defined differently in different parts of the world. In fact what may be referred to as micro-hydro in countries with grid capacities of orders greater than 50 gigawatts may pass as one of the main national utility generators in a country like Uganda which has a national grid capacity of just a few hundred megawatts! In the context of this chapter the term will refer to anything from 100 kW down to a small stream capable of a few tens of watts. The very low end is sometimes referred to as pico-hydro. Experience has shown that micro-hydro is one of the more cost-effective, reliable and environmentally-sound means of energy conversion especially, as it does not have the shortcomings of the big hydro systems like flooding and interference of river flows among others. In addition it is
a much more concentrated energy resource and is more predictable than either wind or insolation power.

Its comparative major shortcomings include its site dependence. In some climates severe droughts may result in the drying up of streams and hence total stoppage of generation. In the great lakes region of East and central Africa there is quite a good deal of small rural water resource potential for micro-hydro but like most other resources their exploitation is yet to be fully realised.

8.4.2 Hydro technology

Hydro turbines convert moving water momentum into rotary shaft power, which can then be used either to power a machine directly such as a grain miller or run an electric generator [42-47]. The power extracted by the turbine is proportional to the height through which the water falls (pressure head $H$), and the volume of water falling per second ($Q$). There are two types of hydro turbines, the reaction and the impulse. In the reaction turbine, the fluid fills the blade passages, and the head change or pressure drop occurs within the runner. On the other hand an impulse turbine first converts the water head through a nozzle into a high-velocity jet, which then strikes the buckets at one position as they pass by. The runner passages are not fully filled, and the jet flow past the buckets is essentially at constant pressure. Impulse turbines are ideally suited for high head and relatively low power and are hence the choice for micro and pico hydro applications.

The Pelton turbine is one such type. It is comprised of three basic components namely, a stationary nozzle, a runner and a casing as illustrated in figure 8.10.

Momentum is imparted to the turbine as the water jet strikes the buckets. If it is assumed that the entire head is converted into velocity and that there are no losses in the turbine then all the kinetic energy of the jet will be converted into rotary mechanical power.

$$P = QH$$

(8.21)

Where $Q$ is the available discharge per sec and $H$ is the head on the nozzle.
Turbines have unique power-speed, as well as efficiency-speed characteristics and hence perform differently under different conditions. One must therefore consider the desired range of power production for the available water flow rates. In general the efficiency of a turbine is provided by the manufacturer's specifications. Figure 8.11 shows typical iso-efficiency curves, for a Pelton turbine for a variety of flow rates and impeller speeds. In the case of electric power generation the generator efficiency must also be included to get the actual electric power output.

![Figure 8.10. A Pelton type of turbine (Ref [39])](image)

So the electrical power output is given by

\[ P_e = \eta_t \rho g Q H_a \quad (8.22) \]

where \( P_e \) is the electrical power produced by the generator (Watts),

\( \eta_t \) is the combined turbine hydraulic and generator efficiency

\( \rho \) is the density of the water in \( \text{kg} / \text{m}^3 \)

\( g \) is the gravitational acceleration in \( \text{m} / \text{s}^2 \)

\( Q \) is the volume flow rate through the turbine in \( \text{m}^3 / \text{s} \)

\( H_a \) is the available pressure head on the nozzle (m).

In a typical modern micro-hydro scenario, water is taken from a river by diverting it through an intake barrier across the river, called a weir, which maintains a continuous flow through the intake. The water then passes through a settling reservoir (forebay) in which it is slowed
down sufficiently for suspended particles to settle out. A rack of metal bars usually protects this, which filters out water-borne debris. A sluice gate (valve) then lets the water into a pressure piping (penstock) that finally leads to the turbine. During maintenance the valve is closed and the water is diverted back to the river down a spillway.

![Diagram](image)

Figure 8.11. Typical iso-efficiency curves for a pelton turbine (Ref [39])

8.4.3 Micro-hydro resource assessment

From the above, the factors determining the power content of a small river are the head and the rate of water discharge. Three reasonably affordable ways have been suggested for assessment of the head.

- Using a surveyor's leveling instrument and scale
- Using a carpenter's level together with scale, wooden boards and plugs.
- Using a pressure gauge.

As for the flow rate, several options are also available. In the case of a small stream the time taken to fill up a bucket of known volume can be measured. For a larger river the cross sectional area of the stream can be estimated and multiplied by the speed of a floating object placed on the water surface. Finally an estimate of seasonal variations in the river flow rates is essential. In the likely absence of records, sample rates may have to be taken several times
during the course of a year. Information from the inhabitants of an area has been used in the past.

8.4.4  A case study of a rural micro-hydro application in Kenya

The Micro-Hydro Centre of Nottingham Trent University in the United Kingdom implemented a Pico-hydro scheme in Kathamba village in Kirinyaga District in Kenya in 2002[48, 49]. The water source was a small village spring. The flow rate had been assessed to be at least 5 liters per second during 90% of the year with a net head of 28 meters. A reservoir of 80 cubic meters was constructed at the intake and fed through a penstock of 158m in length and 110mm in diameter, constructed out of PVC piping and leading to a Pelton turbine. A flow rate of 8.4 liters per second through the turbine was realised.

The turbine was directly coupled to an induction generator. The electrical output was 1.1kW and corresponded to a turbine-generator efficiency of 48%. The single-phase 230 volts ac supply was distributed to 65 households within a radius of 550m. An Induction Generator Controller to regulate the voltage and frequency during conditions of changing consumer load was installed. A 2kW cooking ring was used as a ballast load to dump excess power during low load demand hours.

8.5  The possibility of human power for electric generation

Most of rural sub-Saharan Africa is not mechanised and manual labour plays a crucial role as a source of power for many activities, especially in agriculture and will most likely continue for some time to come. It would therefore be reasonable to suggest the possibility of generating electric power ‘manually’, at least for the most critical of functions like charging of cell phones and provision of reading light. This could present real life saving possibilities in certain emergency situations.

Humans (and animals) perform their physical activity by muscular work or exercise. This is achieved by transforming stored energy into mechanical work [50]. There are parallels that can be drawn between this human energy transformation process and automotive internal combustion engine. In either case the main source of power is the oxidation of hydrocarbon
fuel resulting in the release of energy, carbon dioxide and water. Equation (8.25) represents the oxidation of a sugar molecule.

\[ C_{6}H_{12}O_{6} + 6O_{2} \rightarrow 6CO_{2} + 6H_{2}O + \text{Energy} \]  

(8.25)

Like the case of the automobile, humans store their energy in some high-energy battery pack-like cell phosphates. The most popular of these are the ATP (adenosinetriphosphates).

The challenge however is to develop appropriate conversion devices to harness this energy. It is important to access the energy at optimal power rates that are neither so demanding as to create undue human strain nor so weak as to take long and boring sessions.

Currently there is not much of precedent or literature about manual electric generation. An Indian pedal generator (Bijli bike) has been reported to operate lights in some remote off-grid rural Indian schools with finance from AID (Association for India’s Development). A humanitarian organisation, Light Up The World (LUTW) [51] founded in 1997 by Dave Irvine-Halliday operates in Nepal and is reported to use, among other technologies, pedal generators to charge up batteries for lighting in remote villages. More recently Cable News Network (CNN) reported Laos villagers [52] operating laptops using pedal power. At the amateur level a number of gadgets have been suggested that include utilising human power in everyday hand or foot actions (swinging, walking, and pedaling).

The pedalling mechanism is low-tech and can be designed as a bicycle accessory. The generator portion has however some interesting aspects. In order to operate at moderate power rating (sustainable by an average human) the generator should operate at low speeds, perhaps in the range of 200 rpm. This can be realised by a machine with many poles, which could have cost implications due to commercial unavailability. There is however a machine type that could fit such a description, namely a stepper motor [53-54]. The only problem that may be encountered however is the poor efficiency at which the generator mode of this motor may operate. This has been estimated in the range of 20 - 30%.
8.6 Concluding remarks

The most common renewable energy resources and their state-of-the-art resource-to-electrical energy conversion technologies have been described. The importance of accurate resource assessment has been highlighted. In addition, various resource assessment methods using physical and/or software techniques suitable for sub-Saharan African rural locations have been described. Using worked out examples the practical usefulness of these methods has been demonstrated. Therefore it is possible to design accurate and hence cost-effective renewable energy installations even in data-deficient environments like rural sub-Saharan Africa.

8.7 Appendix VIII

Figure VIII.a. A daily and weekly load profile for a household at Thika (Kenya)
(from a worked out example in section 8.2.5)
Figure APPVIIIb. Datasheet for the selected PV module (ASE-300-DGF/50) to be used.
(The menu allows for sizing of array)
Figure APPVIIIc. Specification for wiring.

Figure APPVIIIId. The specification for the storage battery (Type Pacific Chloride 685-13).
Figure 8.8. A plot of the monthly performance as percentage of the load met by the installation.
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9.1 Introduction

Kenyan rural electric loads are characterised by poor load factors with virtually no concordance between generation and consumption. In the case of PV, for example, power generation is by daytime, while the lighting and infotainment dominated loads are almost entirely by night. Cynics have aptly likened operating such a system, without adequate storage, to milking a cow without a bucket. Energy storage remains by far the biggest challenge in rural electrification.

Electrical energy storage technology in sub-Saharan Africa is almost exclusively by chemical batteries, particularly the automotive lead acid type [1]. The batteries have low initial prices but this is deceptive, as their short lifespans imply routine replacement expenses. This increases the burden on the environment due to the frequent disposal of toxic materials. In addition, they have low depth of discharge capabilities and thus larger than necessary capacities are required, which further erodes their apparent cost advantage. There are certain battery types, which have labels like “solar batteries” with somewhat enhanced depths of discharge but this often comes with trade-offs.

Gary Hunt [2] refers to an inextricable link between power, energy and lifespan (in both age and charge discharge cycles) that continues to baffle chemical battery researchers. Whenever any one of these three functions is enhanced, at least one of the remaining two deteriorates. For example, in order to deliver a required peak transient power, the design must offer high electrolyte to plate exposure but this in turn increases self-discharge rates and hence reduces the available energy. Ambient temperatures also affect charging characteristics and general performance. Other issues range from simple ones like water loss (or drying up) to more abstract ones like electrolyte stratification. In renewable energy installations, batteries are often connected in series strings and charged while in use. Due to disparities in chemistry, different cells charge at different rates and the necessary equalization to allow the slow charging sections to top up cannot be carried out feasibly. Moreover due to the stochastic nature of resources, many generators are fitted with maximum power point trackers which
often conflict with the set ‘optimum’ battery charging rates and results in dumping of excess power even when batteries are not fully charged. In addition, if battery cells should be kept at overcharge (say above 2.45volts in case of lead acid) for long periods, grid corrosion results. On the other hand, in cases of sustained low insolation and high load demand, the batteries will have to be exposed to long periods of deep discharge. This could lead to (the aforementioned) sulfation: a state that renders recharging difficult and at times impossible [1]. Moreover, all chemical batteries suffer from high discharge shock, which compromises their lifespans. Consequently, chemical batteries require expensive and highly skilled maintenance in order to yield maximum life. Skilled manpower and disposable income are rare commodities in African rural areas.

The flywheel [3,18] is an age-old technology that has seen recent revival and could subsequently evolve to address the above concerns. The use of flywheels as reaction wheels (like porter’s wheels) dates back to biblical times. The first electromechanical battery was however only reported in a late 1940’s in the urban Swiss vehicle called the gyrobus. Even then further research did not pick up until the 1970’s, mainly for outer space programs but still kept a relatively low profile. The early 1990’s saw a new revival as international political pressure increased demand for environmentally benign technologies. This was augmented by developments in strong lightweight materials, magnetic technology and solid-state electronics. Subsequently, flywheel battery technology was shortlisted as one of the candidate technologies by the Partnership for a New Generation of Vehicles (PNGV) in mid 1990’s [19, 20].

Potential attributes of the technology include long lifespans, ability to charge or discharge at very high power rates through very deep cycles, no deterioration in performance with number of charge/re-charge cycles and freedom from most of the chemical battery encumbrances. This technology has the potential to challenge the energy density of petroleum.

This chapter will examine the possibility of using the environmentally benign electromechanical flywheel battery in rural sub-Saharan Africa. Section 9.2 introduces the basics of kinetic energy storage. Section 9.3 provides the design equations of a flywheel
motor generator. Section 9.4 discusses the role of power conditioning electronics. Section 9.5 develops a specification for a suitable flywheel battery, under near idealised conditions, for a rural household load and illustrates the usefulness of the machine design equations. Section 9.6 examines the current status, some pending research issues and the projected future of the flywheel battery. Conclusions will then be drawn as to the possibility of adopting the flywheel battery as electrical energy storage for rural requirements.

9.2 Kinetic energy storage

In principle, a flywheel stores energy in kinetic form, in a rotating wheel that is suspended on frictionless bearings in an aerodynamically drag free vacuum enclosure.

The kinetic energy stored in a moving body is proportional to its mass and the square of its linear velocity:

\[ KE = \frac{1}{2} mv^2 \]  \hspace{1cm} (9.1)

When transformed into rotational motion one must consider the moment of inertia \( J \). For the solid cylinder (figure 9.1) rotating about its axis, the moment of inertia is defined as \( J = \sum m_i r_i^2 \), the sum of all elemental masses multiplied by the square of their distances from the rotational axis. As the sizes of these particles tend to zero they are virtually cubic with dimensions \( \delta \omega, \delta r \) and \( h \).

\[ J = \int h \cdot \delta \omega \cdot \delta r \cdot r^2 \]  \hspace{1cm} (9.2)

It is shown in appendix VIII at the end of the chapter that

For a solid cylinder \( J = \frac{1}{2} mr^2 \) \hspace{1cm} (9.3)

(Equation (9.4) is in the appendix)

And that for a hollow cylindrical system, as is typical of flywheels

\[ J = \frac{1}{2} m(r_o^3 - r_i^3) \]  \hspace{1cm} (9.5)

Where \( r_i \) and \( r_o \) are the inner and outer radii respectively and the kinetic energy stored \( KE \)
is given in equation (9.6)

$$KE = \frac{1}{2} J \omega^2 = \frac{1}{4} m (r_o^2 + r_i^2) \omega^2$$  \hspace{1cm} (9.6)

![Figure 9.1. A solid cylinder with radius r and height h](image)

The energy grows in proportion to the flywheel mass and the square of the angular velocity. So there is more emphasis on angular velocity rather than mass.

Consider a special case of a thin rotating ring. Its moment of inertia, $J$ is given by equation (9.5). But as the thickness tends to zero $r_i = r_o = r$ and $J = \frac{1}{2} m (r_o^2 + r_i^2) = mr^2$.

But $r = r \omega$

So kinetic energy,

$$KE = \frac{1}{2} m v^2 = \frac{1}{2} mr^2 \omega^2 = \frac{1}{2} J \omega^2$$  \hspace{1cm} (9.7)

where $v$ is the linear velocity of a particle, $r$ is the mean radius of the ring, $m$ is its mass and $\omega$ its angular velocity.

The spinning subjects the rotor to stresses in proportion to the square of the angular velocity. These stresses can lead to failure. So, the maximum speed and therefore the maximum amount of energy storage attainable by the rotor is governed by its tensile strength.

$$KL = \frac{1}{2} \frac{m \sigma_s}{\rho} = \frac{1}{2} J \omega^2$$  \hspace{1cm} (9.8)

where, $\sigma_s$ is the maximum allowable hoop stress for the ring, $\rho$ is the density of the
The above expressions are only true for a thin ring. To get the total kinetic energy of a composite disk one would, in theory, have to sum up the energy in the nearly infinite thin rings. It will however be shown in section 9.6 that in practice the factors that determine rotor failure are much more complex. There is still lack of adequate experience and test data and much is still the subject of intense research. For example, while different composite flywheel designs may exhibit clearly different types of failure, similar designs may not necessarily fail in a similar manner.

9.3 The motor-generator

In order to transfer energy to and from the spinning disk a motor generator is used. The most popular choice is a permanent magnet synchronous machine, with an outer rotor design largely due to its high efficiency. The heart of this machine is an ironless magnetic array: an innovation by Klaus Halbach [20] which reduces the stator losses to just the copper losses. The outer rotor is integrated into the flywheel, forming one unit instead of a machine with an attached flywheel.

An ideal Halbach cylinder is defined as an infinitely long structure where the magnitude of the magnetisation is constant and its orientation turns continuously. At an angular position \( \phi \) in the cylinder, measured clockwise from the y-axis, the magnetisation has an orientation \( 2\phi \). The collective result is a uniform magnetic field, \( B_y \), in the y direction within the cylinder bore and a zero field outside the cylinder. The field is dependent only on the ratio between the inner \( r_i \) and outer \( r_o \) radii of the cylinder (or the difference between their natural logarithms) as given by equation (9.9).

\[
B_y = J_r \ln \left( \frac{r_o}{r_i} \right) = J_r (\ln r_o - \ln r_i)
\]  

(9.9)

where \( J_r \) is the remanent field of the magnetic material of the cylinder.

In practice however, approximations of this ideal design are constructed from a finite
number, $N$, of short segments of high quality (rare-earth) magnets and systematically rotated to form an array as shown in figure 9.2. It has the advantage of cutting down on cost of magnetic material as well as improving their stress performance. They can be arranged depending on the number of poles required. These magnets form the inner part of the motor rotor as illustrated in figure 9.3. Unlike the ideal case, however there's a finite stray field on the outside. There is also a possibility of some mild eddy current in the array magnets due to the current in the stator winding. In the illustrated practical dipole (figure 9.2) the magnetic field $B$ (in the bore) is dependent on the number of magnet elements used, as well. It is given by Halbach's theoretical treatment as equation (9.10).

$$B = J_s \ln \left( \frac{r_s}{r_i} \right) \eta$$

where $\eta = \frac{\sin(2\pi/N)}{(2\pi/N)}$

![Figure 9.2. Magnetic field distribution of a dipole Halbach array](image)

As illustrated in figure 9.3, the winding is on the inner core which forms the stator, while the magnet array is moulded with the composite rotor with which it spins. The losses to be expected from the configuration in figure 9.3 are, copper losses in the stator windings, rotor bearing losses and no air drag losses in the vacuum chamber. Therefore, the deceleration torque on no load (which is the self-discharge factor for the battery) is constant and not dependent on rotor speed. Bearing losses are minimized by the use of magnetic rather than mechanical bearings. The copper winding for the armature is sometimes made from tubing.
to enable the circulation of cooling oil.

![Diagram of a cross-section of an ironless motor generator](image)

**Figure 9.3.** A cross-section of an ironless motor generator (complete) with the composite rotor

A is the composite ring,
B is the electrical winding 3 phase 4 pole
C is the magnet array

The performance of the machine can then be summarised as follows. Since the field strength, \( B \) and the depth of the magnetic ring, \( l \) are constant, the torque developed during charging will depend on charging (armature) current.

So for the dipole above, with \( I_{eff} \) as the effective current and \( \ell \) as the magnetic depth, the torque \( T \) is given by

\[
T = B \frac{\sqrt{2}}{3} \frac{q}{I_{eff}} \sin \left( \frac{\pi}{q} \right)
\]

where, \( q \) is the number of phases for the machine.

The choice of a dipole version of the Halbach's magnet arrangement has been further supported in [5] on the grounds that it makes the inductive coupling between the magnets and the windings relatively insensitive to the radial gap between them. This eases the mechanical clearance between them.

In [18] Ofori-Tenkorang et al showed that the torque developed by a permanent magnet
synchronous motor using the Halbach array (with an ironless core) is much higher than for a conventional array using the same weight and type of magnets.

### 9.4 Power Electronics

The function of this sub-system is to condition the power to and from the generator [21, 22]. This is necessitated by the fact that the flywheel motor generator has a continually variable voltage and frequency. Likewise, the levels of power from an external source like a wind turbine or a PV generator often vary with time. Currently the most popular drive components are insulated gate bipolar transistors (IGBT). These are driven by appropriate control electronics. Figure 9.4 illustrates a typical 3-phase flywheel battery /power conditioner scenario.

![Diagram](image)

**Figure 9.4.** Flywheel motor/generator connected to a DC bus via a power-conditioning configuration using a 6-pulse pulse topology.

The DC port is bi-directional depending on whether the battery is in generating or charging mode and could be connected directly to a DC generator and DC load or via an inverter to an AC load. In figure 9.4 the IGBTs are designated as S1, S2, etc. They are operated by micro-controllers in a 6-pulse bridge topology. Commutation is enabled by rotor position feedback obtained from Hall effect sensors built into the stator to detect the position of the rotor magnetic field. The mounting is such that they each generate a square wave with 120° phase difference over one electrical cycle of the motor (figure 9.5). The amplifier drives two of the three motor
phases with DC current during each specific Hall sensor state. The technique is reputed to result in a very cost-effective amplifier [21].

Figure 9.5. Hall sensor based commutation

9.5 A possible flywheel battery specification for a rural application

From the above, the energy stored in a flywheel battery is proportional to the system moment of inertia, \( J \) and the square of the rotor system angular speed. (For convenience, details of the power conditioning equipment will assumed to be ideal). If the rated angular speed of the flywheel rotor is \( \omega_r \), then maximum energy that can be stored is \( E_F \) such that

\[
E_F = \frac{1}{2} J \omega_r^2
\]  

(9.12)

If the maximum permissible depth of discharge for the battery is 90%, then there would be a balance of 10% of the energy at which point the rotor speed would be \( \omega_n \), such that

\[
\omega_n = \sqrt{\frac{\omega_r^2}{10}} = 0.316 \omega_r
\]  

(9.13)

The terminal voltage of the flywheel generator is linearly proportional to the rotor speed. Therefore, the terminal voltage at 90% depth of discharge (DOD) would be 31.6% of the full speed voltage, \( V_r \), which is the rated voltage. Considering the internal impedance to be
negligible the open circuit voltage should be approximately equal to the output bus voltage even at full load. Let the flywheel battery be designed to deliver its continuous rated power $P_c$ over the entire operating speed range. Then by Ohm's law, the current drawn at the minimum operating speed would be the highest permissible or rated current.

Figure 9.6 is a 24-hour electric load profile of a rural household from a database of the South African National Rationalised Specifications (NRS) Load Research Project for Garagapula village. It will be assumed that this represents a typical daily load profile. The daily peak load is 7.85A, with an average of 0.66A and hence a load factor of 8.4%. The total energy consumed by the household at a supply voltage of 230V was $(24 \times 0.66 \times 230) = 3643.2$ Wh.

![Load Current vs Time](image)

**Figure 9.6.** A 24-hour load profile recorded by NRS for a household in Garagapula village, South Africa

Consider the above to be an off-grid rural household operating from a stochastically distributed renewable energy source, which would require a storage battery. It is regular practice for off-grid storage facilities to be specified for several autonomous days each being equivalent to the average daily requirement. So if this household were to have a storage capacity to last for 2 autonomous days (plus one normal day) then the available battery capacity would be $(3643.2 \times 3) = 10929.6$ Wh. Since the maximum allowable depth of discharge for the flywheel battery is 90%, then the flywheel battery capacity must be $(10929.6 \text{ Wh} \times 0.9) = 12144$ Wh. This capacity however does not take losses into account. If a battery charge-discharge efficiency of 80% is assumed [4] then final value is $(12144 \text{ Wh} \times 0.8 = 15150$ Wh).
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phases with DC current during each specific Hall sensor state. The technique is reported to result in a very cost-effective amplifier [21].

\[ E_p = \frac{1}{2} J \omega_r^2 \]

(9.12)

If the maximum permissible depth of discharge for the battery is 90%, then there would be a balance of 10% of the energy at which point the rotor speed would be \( \omega_s \), such that

\[ \omega_s = \frac{1}{10} \omega_n = 0.316 \omega_n \]

(9.13)

The terminal voltage of the flywheel generator is linearly proportional to the rotor speed. Therefore, the terminal voltage at 90% depth of discharge (DOD) would be 31.6% of the full speed voltage, \( V_n \), which is the rated voltage. Considering the internal impedance to be
Let the flywheel be designed for a rated speed $\omega_r$ of 60,000 revolutions per minute, which is $2000\pi$ radians per second.

From the above, $15180 \text{ Wh} = 3600 \times 15.18 \text{ kilo joules} = \frac{1}{2} J (2000\pi)^2$

(where, $J$ is the flywheel rotor system inertia)

Therefore, $J = 2.77 \times 10^{-3} \text{ kg m}^2$

Household peak power demand $= (7.85 \times 230) - 1.81 \text{ kW}$. Allowing for a margin of error, the battery could be rated for continuous power of 2.0 kW. As stated, the validity of this specification is required for the entire operating speed range and must therefore be applicable at the minimum state of charge. In this case, when there is only 10% of storage capacity and at a rotor speed (and hence at a bus voltage) of 31.6% of the rated.

Let the full rated voltage be 100V, then at 10% state of charge (SOC) the voltage will be 31.6V.

Then the rated current, $I_n$, must equal to the rated power divided by the minimum operating voltage

$$I_n = \frac{2000}{31.6} = 63.30 \text{ Amps}$$

The load torque exerted on the flywheel is proportional to the generator current (which is the load current) and therefore the maximum load torque will be at the rated load current.

From equation (9.11), the torque is $T = B \frac{\sqrt{2}}{3} q I_{eq} \sin \left( \frac{\pi}{q} \right)$. This should be true for both charging and discharging modes. But power, $P$ is the product of torque, $T$ and angular speed, $\omega$. Therefore

$$P = T \omega = K_f q I_{eq} \omega$$

(9.14)

Where, $K_f = B \frac{\sqrt{2}}{3} I_{eq} \sin \left( \frac{\pi}{q} \right)$ is the torque constant and $q I_{eq} =$ total load current

From equation (9.10) the minimum flywheel speed is given by, $\omega_c$ such that

$$\omega_c = 0.316 \omega_2 = 0.316 \left( \frac{2\pi \cdot 60000}{60} \right) = 632\pi \text{ radians per second}$$

Then from equation (9.11) the machine torque constant, $K_f$, can be calculated using rated
power at minimum speed.

\[
K_r = \frac{P}{632\pi \cdot q l_{ve}} = \frac{2000}{632\pi \cdot 63.3} = 0.02
\] (9.15)

Let the design be a three-phase \((q=3)\) machine

\[
K_e = B \frac{\sqrt{2}}{3} \left( 3 \cdot l \cdot \sin \frac{\pi}{3} \right) = B \frac{\sqrt{2}}{3} \cdot l = 0.02
\] (9.16)

From equation (9.10):

\[
B = J_e \ln \left( \frac{r_o}{r_i} \right) \left( \frac{\sin \left( \frac{2\pi}{N} \right)}{\frac{2\pi}{N}} \right)
\]

Using the dipole in figures 9.2 and 9.3 the number of magnets used is 12. Let \(N = 12\). The remanent field of grade 32 rare earth, Nd-Fe-B (Neodymium Iron Boron) is typically \(J_e = 1.15\) tesla.

\[
B = 1.15 \ln \left( \frac{r_o}{r_i} \right) \left( \frac{\sin \left( \frac{\pi}{6} \right)}{\frac{\pi}{6}} \right) - \frac{3}{\pi} \ln \left( \frac{r_o}{r_i} \right)
\]

In [4] the value for \(r_o/r_i\) is assumed to be 1.5. Using this figure the value of the dipole strength, \(B\) is

\[
B = \frac{3}{\pi} \times \ln 1.5 = 0.39 \text{ tesla}
\]

From (14), the expression for the axial length \(i\) can be found

\[
i = \frac{0.02}{B \frac{\sqrt{2}}{3}} = 0.05 \text{ meters}
\]

Since the rated power of 2000W must be available at minimum angular speed of 632\(\pi\) then the maximum torque \(T\) is given by
no load. Then the total amount of energy lost this way must be \( \leq 90\% \times 15180 \text{Wh} = 13662.9 \text{Wh} \). Therefore the average self-discharge rate \(- 13662.9 \text{Wh} \) in (24x30) hours or 18.98 W.

Assuming a total absence of air drag in the containment chamber, these losses are due to bearing friction and proportional to the rotor mass. The resulting deceleration torque \( T_d \) is therefore constant and is equal to the product of the average speed over the deceleration range and the average rate of loss of power. Speed range is \( 2000\pi \to 632\pi \) radians per sec. So the average speed is \( 1316\pi \) rad/sec. \( T_d \cdot 1316\pi = 18.98 \text{W} \). Therefore the permissible bearing frictional torque should not exceed \( T_d = \frac{18.98}{1316\pi} = 4.6 \times 10^{-7} \text{Nm} \).

From equation (9.5), \( J = \frac{1}{2} m(r_i^2 + r_o^2) \)

Let the inner radius \( r_i = 25 \text{mm} \). From [5] it is assumed that \( \frac{r_o}{r_i} = 1.5 \). Using the same assumption the outer radius \( r_o = 1.5 \times 25 = 37.5 \text{mm} \).

Therefore the rotor mass =

\[
m = \frac{2J}{(r_i^2 + r_o^2)} = 2.73 \text{kg}
\]

9.6 The present and future of the flywheel battery [22-25]

The foregoing example has mainly focussed on the electromagnetic analysis of the battery. The assumptions made with respect to the Halbach array would hold reasonably true. However there are issues, for example, the requirement that battery self-discharge be less than 90\% per month that may currently be viewed as an extreme demand. Consequently a number of values obtained, like the rotor mass could be grossly at variance with reality. Moreover, the machine was assumed to behave ideally with respect to important issues, like rotor stresses, material properties and thermal dissipation. As will be discussed in the next paragraphs these are some of the issues that are still subject of major research efforts.

The example however has importance, in that the off-grid household load depicted is unlike
the most common terrestrial applications for flywheel batteries (like seamless power transfer during grid instability or short outages) whose purpose is mainly high power delivery for time bridging. Thus the example provides a load magnitude and duration that are significantly different and helps to highlight issues that may not arise during the aforementioned common applications.

In general, current technical concerns for the flywheel battery technologies include structural integrity of the rotor, the speed capability of the suspension bearings and the speed and power handling capability of the motor/generator and control electronics. Suspension bearings and motor/generator and drive technologies have applications in many other fields and have consequently seen relative advancement. Rotor structural integrity however, poses by far the biggest challenge in the development of the flywheel as a viable battery system. The issue is of such gravity and importance that the area of research transcends normal competition and groups of researchers have been developed to pool resources and assemble combined expertise [23].

Over the years a variety of flywheel shapes from a range of materials have been designed with the aim to maximise the stored energy. The important parameters influencing failure of a rotor disk are fabrication imperfections (misfit), mean radius, thickness, material property, load gradation and speed. These are the sub-system indices of merit, all of which must be optimised simultaneously to achieve the best and most reliable design.

Currently carbon fibres are the lightest and strongest materials available. For example, T-1000 Graphite has tensile strengths of up to 1,200,000 pounds per square inch (psi) [22]. This would in theory translate to a storage power density of 766 watts per kilogram. Fibre however is only one of the matrix constituents of a composite rotor. The epoxy with which it must be mixed has a substantially lower strength value, often of the order of 50%. The fibre constitutes only about 60% (by volume), resulting in a strength reduction of two. This then forms the design basis. Then one has to include allowances for fatigue. Fatigue is the systematic weakening of a material as a result of sustained stress over a period. This will vary depending on environmental factors like temperature and chemical corrosion due to water vapour.
The above considerations being for hoop strength alone, the designer will have to consider radial and axial strengths, which are also limited by the strength of the polymer matrix. For these reasons the fibre represents a discontinuity in the matrix and the design allowable should not exceed 15% of the matrix tensile strength. Structural stress issues do impact on the electrical design as well, for example, due to the fragility of the magnets forming the Halbach array, they must be assembled close to the hub. This compromises the power density of the generator. Along with rotor failures comes the problem of designing safe containment. As a consequence of these safety concerns the PNGV later opted to defer development of the flywheel battery (as progress was deemed too slow to meet set deadlines of 2004 for concept model vehicles) but would continue to monitor progress in other programs mentioned later. In the case of a rural application however, underground containment has been found to satisfactorily address the safety concerns.

There is also great optimism as the carbon fibre strengths are projected to improve from the current strengths of 1,000,000 psi to 3,000,000 psi within this decade, implying a possible increase of 200% in stored kinetic energy. At this strength, the achievable material tip speeds will exceed 2 kilometers per second. Composite carbon fibre disks have an added safety advantage at failure. Unlike metallic disks, which disintegrate into dangerous solid shrapnel, in the case of a burst (which is the worst case scenario in rotor failure), fibre absorbs much of the energy by converting to cotton-like shred.

Another important factor is the cost. According to [24] the current cost of lead-acid batteries ranges between $50-$100 per kWh, compared to $400-$800 per kWh for flywheels. This disparity currently gives the chemical batteries an edge. As for efficiency, flywheels (at 80-85%) are currently equal or better than state-of-the-art chemical batteries. Operational results of 93% have been reportedly achieved [8] by NASA.

Lifespan is another major advantage of the flywheel battery, with estimates of at least 20 years as compared to between 3 and 5 years for chemical batteries. This is however compromised by their (currently) much higher self-discharge rates as compared to chemical batteries.
The biggest advantage held by flywheels however, is that being an emerging technology, their potential has barely been tapped as compared to the centuries old chemical systems which in all probability are unlikely to make major advances. This is without considering environmental issues. At the forefront of rotor integrity and safety research is the Defense Advanced Research projects Agency (DARPA). In rotor dynamics, hub rim interface, strength optimisation and fatigue life are collaborations between independent groups with funding mainly from NASA. These include, Glen Research Center (NASA GRC), Engineering Model Flywheel Energy Storage Systems, Small Business Research Contracts, Auburn Center for Space Power and University of Texas/NASA Safe Life Criteria. Existing NASA and Boeing databases, like the Gas Turbine Engine Program are reinforcing efforts by University of Texas A&M, GRC and University of Virginia on high rpm developments, among others, that constitute the National Aerospace Flywheel Program.

9.7 Concluding remarks

The potential of the electromechanical battery has been highlighted as well as the shortcomings of continued use of chemical batteries. This Chapter has examined the basics of kinetic energy storage as well as the machine design equations of an ironless permanent magnet synchronous motor-generator. Using these design equations a special battery supply for a rural African application has been specified. Pending research issues have been highlighted as well as the optimistic projections of the near future. With improved technologies it should therefore be possible, using machine design equations and given load requirements and availability of energy resources, to design an appropriate flywheel storage battery, that can be manufactured in Africa.

Moreover, the life cost cycle of the flywheel battery, which includes the potential for a long lifespan with virtually no maintenance as well as the positive environmental attributes are major advantages.

Currently a project is in its early stages at the University of Cape Town for the design and construction of a 360 ampere hour flywheel battery for rural application. The project will therefore bring this apparent dream closer to our reality and is awaited with much
major advantages.

Currently a project is in its early stages at the University of Cape Town for the design and construction of a 300 ampere-hour flywheel battery for rural application. The project will therefore bring this apparent dream closer to our reality and is awaited with much anticipation.

9.8 Appendix VIII

The kinetic energy stored in a moving body is proportional to its mass and the square of its linear velocity,

\[ KE = \frac{1}{2} mv^2 \]  

(9.1)

When transformed into rotational motion one must consider the moment of inertia \( J \). For the solid cylinder (figure 9.1) rotating about its axis the moment of inertia is defined as \( J = \sum m_i r_i^2 \), the sum of all elemental masses multiplied by the square of their distances from the rotational axis. As the sizes of these particles tend to zero they are virtually cubic with dimensions \( \delta \omega, \delta r \) and \( h \).

\[ J = \int_{\theta=0}^{2\pi} \int_{r=0}^{R} \rho h \cdot d\omega \cdot dr \cdot r^2 \]  

(9.2)

Since \( d\omega = r d\theta \) and mass = volume \( (\pi r^2 h) \times \text{density} (\rho) \), it can be shown that

\[ J = 2\pi \rho h \int_{r=0}^{R} r^3 \cdot dr = \frac{2}{4} \rho \pi hr^4 = \frac{1}{2} m r^2 \]  

(9.3)

![Figure 9.1. A solid cylinder with radius \( r \) and height \( h \)]
Likewise for a practical hollow cylinder flywheel

\[ J = 2\pi\rho h \int_{r_i}^{r_o} r^2 \, dr = \frac{1}{2} \rho \pi h (r_o^4 - r_i^4) = \frac{1}{2} \rho \pi h (r_o^2 + r_i^2)(r_o^2 - r_i^2) \]  

(9.4)

where, \( r_o \) and \( r_i \) are its outer and inner radii respectively.

But the mass, \( m = \rho \pi h (r_o^2 - r_i^2) \) for a hollow cylinder

Therefore \( J = \frac{1}{2} m (r_o^2 + r_i^2) \)  

(9.5)

For a cylindrical system, as is typical of flywheels the kinetic energy stored \( KE \) is:

\[ KE = \frac{1}{2} J \omega^2 = \frac{1}{4} m (r_o^2 + r_i^2) \omega^2 \]  

(9.6)

Where \( J \) (in kilogram square meters), is the system moment of inertia about the axis of rotation and \( \omega \) is the rate of rotation in radians per second.

### 9.9 References IX


10. An Analysis of Rural Off-Grid Electrical Systems

10.1 Introduction

An off-grid electrical system may be as simple as a generator and load combination or just a rechargeable battery and a load, as is sometimes the case in Kenya. In general, there are varieties of system configurations to meet different load requirements within given budget limits. Currently, the overwhelming majority of rural off-grid electrical installations in Kenya are stand-alone PV solar home systems (SHS). These SHS installations typically consist of a single PV panel, a storage battery and a load. The other type of system that is steadily gaining popularity is pico hydro generation, where a generator is connected to a group of rural households by a mini grid but without storage batteries. PV and water pump systems also exist without storage.

As was pointed out in chapter 1, most of these systems are not optimally sized. Correct sizing of an off-grid system involves the determination of an appropriate generator and/or battery capacity to cost-effectively satisfy a certain load at a given reliability level. The various methodologies to achieve this are well documented [1-11]. One shortcoming with all these methods however, is that they almost invariably discuss stand-alone systems and have no remedies for post-installation design errors.

The Kenyan national motto is Harambee, or “pooling together”. It advocates that unity is strength. Could this hold true for stand-alone SHS and similar configurations? In the case of Kenya this question is important given the massive stand-alone SHS rural base, with many neighbourhoods in close proximity of one another. Since sizing should strictly be done prior to the purchase of equipment, any inadequacies that are realised afterwards cannot be remedied by ‘sizing’. But could it be possible to provide some reprieve for these existing installations as well? In the case of pico-hydro, what would be the effect of including energy storage on the mini grid?

In [12] Dakkar et al have attempted to raise the issue of linking stand-alone systems but still confine their context to the same PV SHS scenario like previous authors. This chapter will
examine these issues at depth by using a generalised type of generator, storage and load and characterising the systems by the following 4 different configurations:

- Stand-alone generator and load systems without storage
- Stand-alone generator and load systems with storage
- Mini grid connected generator(s) and load systems without storage
- Mini grid connected generators (s) and load systems with storage

Using power flow equations and Matlab simulations a study, will be carried out to examine the relative performances of the above configurations in a rural power supply context. Conclusions will then be drawn on the practical usefulness of such measures.

10.2 Basic configuration of an off-grid power system

Consider a number, \( n \) units of stand-alone rural household installations. Let \( L_i(t) \) and \( G_i(t) \) be the load demand and generator output respectively, at the \( i \)th household at time \( t \). Then the difference \( P_{Li} \) between the generated power and the load demand at the household is given by

\[
P_{Li}(t) = G_i(t) - L_i(t) \tag{10.1}
\]

At time \( t \) there are three possibilities: either \( G_i(t) = L_i(t) \) or \( G_i(t) > L_i(t) \), or \( G_i(t) < L_i(t) \).

a) When \( G_i(t) = L_i(t) \) at time \( t \), the generator output and the load are matched and \( P_{Li} = 0 \). All the power generated would be efficiently delivered to the load and the load requirements would be fully met. There would be no requirement for storage or other additional system support at that instant.

b) When \( G_i(t) > L_i(t) \), then the generator output exceeds the load and \( P_{Li}(t) > 0 \). In the absence of storage the surplus energy will have to be dumped to waste. For the \( n \) households the total surplus (or dumped) power at time \( t \) is \( P_{Li}(t) \) such that

\[
P_{Li}(t) = \sum_{i=1}^{n} P_{Li}(t) \text{ for all } P_{Li}(t) > 0 \tag{10.2}
\]
c) When \( G_i(t) < I_i(t) \) then the load demand exceeds the generator output and \( P_{Di}(t) < 0 \). In the absence of a battery, either all or some of the load will be shed to protect the generator. For the \( n \) households the total deficit (or load shed) power at time \( t \) is \( P_{Di}(t) \) such that

\[
P_{Di}(t) = \sum_{i=1}^{n} P_{Di} \quad \text{for all } P_{Di}(t) < 0
\]

(10.3)

Scenario b) and c) constitute poor service delivery. Moreover, the values of \( P_{Di}(t) \) and \( P_{Oi}(t) \) as shown in equations (10.2) and (10.3) only represent the minimum losses, as in practice some discrete loads may not be activated until minimum threshold power level is supplied by the generator.

### 10.3 Effect of battery storage

If a battery were in place at time \( t \) (at the \( i \)th household) when \( G_i(t) > I_i(t) \), either all or some or none of the energy will be saved by the storage, depending on the state of charge of the storage battery. The state of charge of a storage battery in the \( i \)th household, \( B_{Ci} \) (in joules) at time \( t \) is given by

\[
B_{Ci}(t) = B_{Ci}(t-1) + \eta_{Ci} P_{Di}(t) \cdot \Delta t
\]

(10.4)

where \( B_{Ci}(t-1) \) is the previous state of charge immediately before time \( t \), \( \Delta t \) is an incremental time duration and \( \eta_{Ci} \) is the charging efficiency of the battery. The state of charge of a battery must satisfy the following condition:

\[
B_{Ci, min} \leq B_{Ci}(t) \leq B_{Ci, max}
\]

where the subscripts \( min \) and \( max \) denote allowable minimum and maximum states of charge respectively. If \( B_{Ci}(t-1) = B_{Ci, max} \) at time \( t \) then the battery is full and can’t take any more charge. The energy \( \langle P_{Di} \cdot \Delta t \rangle \) will be dumped to waste. The total system power dumped at time \( t \) is the sum of all the individual power dumps at all households where the batteries are already charged to maximum level. In addition, the presence of the term \( \eta_{Ci} \) means that energy loss will be incurred during the storage process and the generator will be required to produce more energy for storage to drive the same load than in scenario b) when the energy flows directly from generator to load.
Likewise in the case when (at the ith household) \( G_i(t) < L_i(t) \) (at time \( t \)) but in the presence of a battery, energy will be withdrawn from the battery but conditional upon the state of charge of the battery, \( B_{Gi}(t-1) \). If \( B_{Gi}(t-1) = \theta_{\text{max}} \) at time \( t \), then the battery is at maximum depth of discharge and the load equivalent to \( (-P_{dx} \cdot \Delta t) \) will be shed. The total system load shed at time \( t \) is the sum of all the individual load sheds at households where the batteries are depleted to minimum level. In addition the fraction of energy recovered will depend on the discharge efficiency \( \eta_{dx} \) of the battery. Therefore the state of charge of the battery being discharged is given by

\[
B_{Gi}(t) = B_{Gi}(t-1) + \frac{P_{dx}(t)}{\eta_{dx}} \cdot \Delta t \quad \text{for all } P_{dx}(t) < 0 \tag{10.5}
\]

### 10.4 Effect of a mini-grid

In the case of a pico-hydro system, a small rural mini grid connects all the consumers but no storage batteries are provided. Consider a case in section 10.2 when the stand-alone installations have no storage batteries. Let these units be connected by a common bus. It will be assumed that the load profiles of different households are largely independent of each other. There is therefore a possibility that the jth household could have a power deficit at time \( t \), \( G_j(t) < L_j(t) \), when the ith household has a surplus \( G_i(t) > L_i(t) \). Then either some or all the excess power in the ith generator would flow to the jth load depending on the relative quantities. In any case, the amount of load that would have to be shed or generator energy that would be dumped to waste by both the ith and jth households should be less than in the stand alone case. (For convenience let it be assumed that the load requirements are not discrete. For example, a generator output of 80 W will be accepted by a load demand of 100 W and result in a lower deficit of 20 W, instead of rejecting all the 80 W and shedding the full load). Furthermore, if this direct flow of power, (from the ith generator to the jth household,) were enabled then power would be more efficiently delivered to the load than the case if it were stored in a battery first. (The ith and jth households are assumed to be reasonably close and line losses are negligible).
If the total number, \( n \), of households were connected to a common bus then the collective system surplus or deficit power at time \( t \) is \( P_{st}(t) \) and is given by

\[
P_{st}(t) = \sum_{i=1}^{n} P_{sh}(t) = \sum_{i=1}^{n} [G_i(t) - L_i(t)]
\]  

(10.6)

### 10.5 Effect of mini-grid with storage

Suppose that in the scenario in section 10.4 a storage battery were introduced. This would be analogous to either introducing a battery on the pico-hydro mini-grid or a mini-grid connection for a group of SHS households or any other analogous generator/storage/load situation.

The instantaneous power flow equation of the system without storage is given by equation (10.6). \( P_{st}(t) \) is the total system surplus or deficit power at time \( t \). This is the amount of power that must be handled by the collective storage battery. (In the case of SHS (or analogs) assume all individual batteries are identical and when linked form a combined capacity, \( n \) times their individual capacities). Let the collective system battery state of charge be \( B_{CT} \) (in joules).

So at time \( t \) when \( P_{st}(t) > 0 \), either all or some or none of the energy will be saved by the storage, depending on the state of charge of the storage battery. Then the collective system battery state of charge, \( B_{CT} \) (in joules), at time \( t \) is given by

\[
B_{CT}(t) = B_{CT}(t-1) + \eta_{CT} P_{st}(t) \cdot \Delta t \quad \text{for all} \; P_{st}(t) > 0 
\]

(10.7)

where, \( B_{CT}(t-1) \) is the previous state of charge immediately before time \( t \), \( \Delta t \) is an incremental time duration and \( \eta_{CT} \) is the charging efficiency of the battery. Like before, the state of charge of a battery must satisfy the following condition:

\[
B_{CT,MIN} \leq B_{CT}(t) \leq B_{CT,MAX}
\]

Likewise in the case when \( P_{st}(t) < 0 \) (at time \( t \)), energy will be withdrawn from the battery but conditional upon the state of charge of the battery, \( B_{CT}(t-1) \). In addition, the fraction
of power recovered will depend on the discharge efficiency $\eta_{\text{dis}}$ of the battery. Therefore, the state of charge of the battery being discharged is given by

$$B_{\text{ct}}(t) = B_{\text{ct}}(t-1) + \frac{P_{\text{ct}}(t)}{\eta_{\text{dis}}} \cdot \Delta t \quad \text{for all } P_{\text{ct}}(t) < 0$$

(10.8)

### 10.6 Simulation Results

A set of 5 random average hourly loads spanning for 24-hour period were generated in Matlab and another set of real data from a case study in Garagapola village in South Africa. They were assigned arbitrarily small (but equal) capacities of generators and storage batteries each. It was important that the power sources (generator and/or battery) were less than adequate for the loads. This would clearly show improvements in system performance with changes in configuration without encountering saturation points (or pre-maturely running out of load). The load demand figures were average hourly values. For simplicity, the generator capacities were given as constant values but the loads were varying. The initial battery charge levels and the minimum allowable states of charge were set at 80% and 50% of the maximum allowable states of charge respectively.

Using the power flow equations developed above and the two sets of average hourly load data, Matlab code was written and simulations run. The systems were run separately and logs of the individual surplus and deficit levels for households were recorded.

In appendix X, table 10.3 gives a Matlab generated set of average hourly loads for each of the 5 households over a 24-hour period. Table 10.4 shows the load balance results for the data in table 10.3 in a stand-alone scenario with storage. Table 10.5 shows a detailed average hourly load balance sheet for the rest of the configurations namely, stand-alone without storage, mini-grid without storage and finally mini-grid with storage.

The analysed results are given in table 10.1 and 10.2, where the former uses real data from a case study of 5 households in Garagapola village while the latter uses the aforementioned Matlab randomly generated data. The first columns give the total average hourly load demand for 24 hours, which are equal for all the 4 configurations. The second columns give
the total average hourly deficit (or unserviced load) for 24 hours. The third columns give
total average hourly surplus (or unused generator power) for 24 hours.

### Table 10.1. Results of a set of loads from six households in Garagapola village

<table>
<thead>
<tr>
<th></th>
<th>Total average hourly load demand for 24 hours</th>
<th>Total average hourly deficit for 24 hours (unserviced load)</th>
<th>Total average hourly surplus for 24 hours (unused generator power)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand alone without battery</td>
<td>103530</td>
<td>-49907</td>
<td>49736</td>
</tr>
<tr>
<td>storage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stand alone with storage</td>
<td>103530</td>
<td>-40381</td>
<td>30569</td>
</tr>
<tr>
<td>Interconnected households</td>
<td>103530</td>
<td>8048</td>
<td>7879</td>
</tr>
<tr>
<td>without battery storage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interconnected households</td>
<td>103530</td>
<td>-1259</td>
<td>2783</td>
</tr>
<tr>
<td>with battery storage</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 10.2. Results of a set of 5 computer generated random hourly loads for 24 hours

<table>
<thead>
<tr>
<th></th>
<th>Total average hourly load demand for 24 hours</th>
<th>Total average hourly deficit for 24 hours (unserviced load)</th>
<th>Total average hourly surplus for 24 hours (unused generator power)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand alone without battery</td>
<td>62392.8</td>
<td>-15069.6</td>
<td>11932.4</td>
</tr>
<tr>
<td>storage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stand alone with storage</td>
<td>62392.8</td>
<td>-6046.9</td>
<td>1089.4</td>
</tr>
<tr>
<td>Interconnected households</td>
<td>62392.8</td>
<td>-7721.9</td>
<td>4182.6</td>
</tr>
<tr>
<td>without battery storage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interconnected households</td>
<td>62392.8</td>
<td>-1625.7</td>
<td>0</td>
</tr>
<tr>
<td>with battery storage</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 10.1 is a graphical result of one set of simulations. In B1 an aggregate 24-hour load
profile of the households for one of the scenarios is shown. B2 gives the storage profile of
the collective battery system. B3 depicts the cumulative load balance sheet over the 24-hour period for the conditions of stand-alone without storage and finally mini grid with storage.

It is quite apparent from the results that in the case of stand-alone installations without storage, substantial amounts of energy go to waste while at the same time many of the loads remain unserviced. When the systems were connected to a common bus without altering the generation or storage capacities the situation was evidently much improved.

An additional advantage of a mini-grid interconnection for power sources is the sharing of the impact of transient loads. As shown in figure 10.2 the high transient current drawn by an incandescent lamp has been shared by two power-sources with each only experiencing half the amplitude of the transient (or shock).

![Figure 10.1. Matlab simulation results](image-url)
Schemes can be improved by simple modifications to each other. Moreover, the results mean that the performance of existing stand-alone schemes improves when they are connected into a common grid network. From the models and simulations, both performances were compared. From these results, possible scenarios have been considered. Figure 10.7 shows how the power flows through different configurations and how the power flows through different configurations. Figure 10.7 shows how the power flows through different configurations and how the power flows through different configurations.
### 10.8 Appendix X

Table 10.3. A Matlab generated set of average hourly household loads

<table>
<thead>
<tr>
<th>Hour</th>
<th>House 1</th>
<th>House 2</th>
<th>House 3</th>
<th>House 4</th>
<th>House 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>921.31</td>
<td>202.77</td>
<td>193.43</td>
<td>762.74</td>
<td>582.79</td>
</tr>
<tr>
<td>2</td>
<td>231.14</td>
<td>198.72</td>
<td>682.23</td>
<td>546.37</td>
<td>423.49</td>
</tr>
<tr>
<td>3</td>
<td>696.84</td>
<td>603.79</td>
<td>302.76</td>
<td>444.81</td>
<td>513.51</td>
</tr>
<tr>
<td>4</td>
<td>485.98</td>
<td>272.19</td>
<td>541.67</td>
<td>694.57</td>
<td>333.95</td>
</tr>
<tr>
<td>5</td>
<td>191.39</td>
<td>198.81</td>
<td>150.97</td>
<td>621.31</td>
<td>432.91</td>
</tr>
<tr>
<td>6</td>
<td>762.99</td>
<td>15.27</td>
<td>697.49</td>
<td>741.82</td>
<td>228.95</td>
</tr>
<tr>
<td>7</td>
<td>456.46</td>
<td>476.79</td>
<td>378.37</td>
<td>926.84</td>
<td>579.81</td>
</tr>
<tr>
<td>8</td>
<td>18.51</td>
<td>445.09</td>
<td>860.01</td>
<td>522.59</td>
<td>760.37</td>
</tr>
<tr>
<td>9</td>
<td>821.41</td>
<td>931.81</td>
<td>853.66</td>
<td>880.14</td>
<td>592.82</td>
</tr>
<tr>
<td>10</td>
<td>444.72</td>
<td>405.99</td>
<td>393.56</td>
<td>172.96</td>
<td>640.53</td>
</tr>
<tr>
<td>11</td>
<td>615.43</td>
<td>418.65</td>
<td>496.35</td>
<td>979.75</td>
<td>299.07</td>
</tr>
<tr>
<td>12</td>
<td>791.93</td>
<td>846.22</td>
<td>899.77</td>
<td>271.45</td>
<td>379.82</td>
</tr>
<tr>
<td>13</td>
<td>921.81</td>
<td>523.15</td>
<td>821.05</td>
<td>252.33</td>
<td>783.53</td>
</tr>
<tr>
<td>14</td>
<td>738.2</td>
<td>202.65</td>
<td>644.91</td>
<td>875.84</td>
<td>680.86</td>
</tr>
<tr>
<td>15</td>
<td>176.26</td>
<td>672.14</td>
<td>817.97</td>
<td>737.81</td>
<td>461.09</td>
</tr>
<tr>
<td>16</td>
<td>405.71</td>
<td>838.12</td>
<td>660.23</td>
<td>136.52</td>
<td>567.83</td>
</tr>
<tr>
<td>17</td>
<td>935.46</td>
<td>19.64</td>
<td>341.97</td>
<td>10.757</td>
<td>794.21</td>
</tr>
<tr>
<td>18</td>
<td>916.22</td>
<td>681.76</td>
<td>289.75</td>
<td>893.89</td>
<td>59.18</td>
</tr>
<tr>
<td>19</td>
<td>510.27</td>
<td>359.48</td>
<td>341.19</td>
<td>199.14</td>
<td>602.85</td>
</tr>
<tr>
<td>20</td>
<td>893.61</td>
<td>531.79</td>
<td>534.08</td>
<td>298.72</td>
<td>50.26</td>
</tr>
<tr>
<td>21</td>
<td>37.89</td>
<td>560.81</td>
<td>721.11</td>
<td>661.44</td>
<td>415.37</td>
</tr>
<tr>
<td>22</td>
<td>352.86</td>
<td>309.47</td>
<td>309.79</td>
<td>284.41</td>
<td>304.99</td>
</tr>
<tr>
<td>23</td>
<td>831.46</td>
<td>178.90</td>
<td>838.51</td>
<td>409.22</td>
<td>874.38</td>
</tr>
<tr>
<td>24</td>
<td>9.86</td>
<td>304.62</td>
<td>568.07</td>
<td>64.78</td>
<td>156.91</td>
</tr>
</tbody>
</table>
Table 10.4. Power balance data for stand-alone units with storage

<table>
<thead>
<tr>
<th>Hour</th>
<th>Load 1</th>
<th>Load 2</th>
<th>Load 3</th>
<th>Load 4</th>
<th>Load 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>98.66</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>89.70</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>129.04</td>
<td>271.66</td>
<td>78.86</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>-291.21</td>
<td>130.25</td>
<td>0</td>
<td>-248.95</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-807.69</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-251.10</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-422.38</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>238.71</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>287.45</td>
<td>0</td>
<td>348.43</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>-468.68</td>
<td>0</td>
<td>357.36</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>-264.67</td>
<td>0</td>
<td>161.01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>-333.30</td>
<td>-252.56</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>-212.73</td>
<td>-178.03</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>-107.63</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-414</td>
</tr>
<tr>
<td>18</td>
<td>465.23</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>356.63</td>
<td>29.28</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>0</td>
<td>3.12</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>0</td>
<td>-212.74</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>0</td>
<td>20.28</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>0</td>
<td>0</td>
<td>-5.63</td>
<td>11.25</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 10.5. Power balance data for, stand alone without storage, Mini grid connected system with and without storage.

<table>
<thead>
<tr>
<th>Hour</th>
<th>House 1</th>
<th>House 2</th>
<th>House 3</th>
<th>House 4</th>
<th>House 5</th>
<th>Balance power</th>
<th>Balance power</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-450.10</td>
<td>297.23</td>
<td>106.56</td>
<td>-202.71</td>
<td>-82.79</td>
<td>-131.90</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-268.86</td>
<td>301.28</td>
<td>-182.22</td>
<td>-46.57</td>
<td>76.50</td>
<td>417.80</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>106.80</td>
<td>103.79</td>
<td>197.23</td>
<td>58.12</td>
<td>-15.51</td>
<td>262.00</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>14.91</td>
<td>227.81</td>
<td>-1.67</td>
<td>194.00</td>
<td>166.01</td>
<td>171.60</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>-391.50</td>
<td>301.19</td>
<td>349.13</td>
<td>-121.30</td>
<td>67.09</td>
<td>203.80</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>-262.10</td>
<td>484.73</td>
<td>-197.90</td>
<td>-294.80</td>
<td>274.05</td>
<td>4.01</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>43.53</td>
<td>-246.79</td>
<td>121.62</td>
<td>-456.80</td>
<td>-79.80</td>
<td>-618.30</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>481.56</td>
<td>54.90</td>
<td>-369.01</td>
<td>-22.50</td>
<td>-260.37</td>
<td>-106.62</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>-321.4</td>
<td>-431.81</td>
<td>-353.66</td>
<td>-380.10</td>
<td>-29.823</td>
<td>-1546.83</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>55.25</td>
<td>34.006</td>
<td>-93.56</td>
<td>-327.64</td>
<td>-140.53</td>
<td>182.31</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>-115.40</td>
<td>81.55</td>
<td>3.44</td>
<td>-479.70</td>
<td>290.95</td>
<td>-219.50</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>-291.90</td>
<td>-346.22</td>
<td>-399.77</td>
<td>-228.55</td>
<td>120.18</td>
<td>-688.22</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>-238.20</td>
<td>297.35</td>
<td>-144.91</td>
<td>-375.70</td>
<td>-180.85</td>
<td>-662.41</td>
<td>-713.72</td>
</tr>
<tr>
<td>15</td>
<td>323.73</td>
<td>-172.14</td>
<td>-317.97</td>
<td>-337.30</td>
<td>-38.99</td>
<td>-364.80</td>
<td>-405.31</td>
</tr>
<tr>
<td>16</td>
<td>94.29</td>
<td>-338.12</td>
<td>-160.23</td>
<td>-363.48</td>
<td>-67.82</td>
<td>-108.44</td>
<td>-120.44</td>
</tr>
<tr>
<td>17</td>
<td>-423.5</td>
<td>409.36</td>
<td>158.02</td>
<td>488.24</td>
<td>-294.21</td>
<td>587.02</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>416.9</td>
<td>181.28</td>
<td>219.27</td>
<td>393.97</td>
<td>440.81</td>
<td>341.00</td>
<td>21.61</td>
</tr>
<tr>
<td>19</td>
<td>89.73</td>
<td>120.52</td>
<td>158.89</td>
<td>300.86</td>
<td>-102.87</td>
<td>507.01</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>593.60</td>
<td>331.89</td>
<td>34.07</td>
<td>201.28</td>
<td>449.73</td>
<td>-108.50</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>422.11</td>
<td>281.29</td>
<td>-227.41</td>
<td>-161.40</td>
<td>84.62</td>
<td>135.41</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>171.31</td>
<td>209.47</td>
<td>-190.71</td>
<td>-215.59</td>
<td>195.01</td>
<td>539.63</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>313.02</td>
<td>71.11</td>
<td>238.50</td>
<td>30.77</td>
<td>-374.37</td>
<td>-924.12</td>
<td>-39.16</td>
</tr>
<tr>
<td>24</td>
<td>400.17</td>
<td>192.38</td>
<td>-88.07</td>
<td>435.22</td>
<td>484.99</td>
<td>1357.70</td>
<td>0</td>
</tr>
</tbody>
</table>

- Maximum allowable battery capacity = \text{Max\_batt} = 2200\ text{energy\ units}
- Minimum allowable battery capacity = 1100\ text{energy\ units (50\% Max\_batt)}
- Starting battery capacity = 1760\ text{energy\ units (80\%Max\_batt)}
- Battery charge-discharge efficiency = 80\%
- Battery charge efficiency assumed = discharge efficiency = square root (charge-discharge efficiency)
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11. An Approach to Rural Distribution Network Design for Sub-Saharan Africa

11.1 Introduction

The delivery of reliable power of sufficient quality to consumers requires, among other things, that the voltage levels at the remotest consumer from the power source satisfy the minimum appliance specifications. This is often constrained by the cost of infrastructure. It has long been recognised that distribution network designs used by utility companies are optimised for urban and industrial environments. In 1935, Morris Cooke [1], the head of a newly created Rural Electricity Administration, REA, in the USA wrote that, “since utility company ideas as to what constituted sound rural lines have been rather fancy, such costs were prohibitive for most farmers”. In 1947 a New Zealander, Lloyd Mandeville [2] wrote in a paper appealing yet again for the recognition of rural power supply as “a separate and distinct field wherein is justified a complete review of past methods and development of new ones. Such review should be untrammelled by preconceptions other than devotion to sound engineering and to the extension of power to a deserving section of our people.” In a report, the World Bank [3] has recommended that, “there is need to break out from the standard mould, to review specific needs of a community, to go back to the basic principles, and to develop designs that most cost-effectively address these needs.” Surprisingly, though, these calls have remained largely ignored especially in sub-Saharan Africa.

Quite often rural networks are over designed, resulting in under utilisation and therefore costly overheads. One reason often cited for the over specification is anticipation of load growth. In most sub-Saharan African rural areas however, economic growth rates are low and a designer has no justification in specifying an infrastructure capacity exceeding more than a few percent of existing consumer requirements. Additionally, the classic distribution load model depicts a uni-dimensional main feeder supplying some uniform load along it [4-10]. The only losses of concern are those along the main feeder with little or no regard being paid to the loading in the lateral directions. On the contrary it will be shown in this chapter that, especially for mini distribution networks, paying attention to the full geometry of a network makes a big difference. Such an approach provides opportunities in cost saving.
In section 11.2 a method for constructing a minimised distribution network from an external source to a given number of consumers using constructal theory and idealised networks will be illustrated. In section 11.3 a method for the evaluation of power delivery losses in an idealised network will be illustrated. The effect on losses, by managing a conductor cross sectional area in different topologies, will be investigated in section 11.4 using algebraic equations. Using Matlab simulations and a rectangular idealised consumer area in section 11.5, consumer configurations are derived to dissipate minimum network losses to a given number of consumers. Conclusions will then be drawn as to the usefulness of paying detailed attention to consumer area geometry.

11.2 Design of a minimised network infrastructure

The impedance of a distribution network is proportional to its total length. So by Ohm's law, line voltage drops and network losses should increase with network length. It would therefore be reasonable to anticipate that by designing a distribution network topology that minimises path length from a power source to a given number of consumers, one would minimise the losses. Moreover, a more compact network would require less material and hence be less expensive to construct.

A novel concept in the minimisation of flow paths called constructal theory has been articulated in [11-17]. Initially a method was developed for heat flow, with application to cooling of heat generating volumes like electronics packages. A finite-sized volume of low conductivity material in which heat is being generated at every point was used. A small heat sink to cool it was located on its boundaries. By applying small amounts of high-conductivity material, to enhance the transfer of heat to the sink, it was observed that the resulting conductivity paths were tree shapes of the high conductivity material. The spaces in between, were filled by the non-conducting material. It was then deduced that these tree structures were a result of (heat transfer) optimisation. It was concluded that this had to be what unified a whole range of engineered and natural flows that include vascular tissue [18-20], river basins and lightning (see figure 11.1).

It has further been shown that the geometric details of a lightning bolt path, for example, are
not due to natural chance but can be deterministically predicted. In [12] this principle was used to demonstrate the construction of a minimum path linking an external point source to points on a straight line. The same technique could be used for the design of a minimised power distribution network.

Real rural consumer areas range from planned, like community service structures, to amorphous and scattered structures and therefore difficult to model mathematically. In order to establish some rationality, idealised networks have historically [4-7] been used in distribution system designs. These are sometimes referred to as elemental networks or models. Their variations may include the location of the source, the way in which consumers are connected to the source, allowed routing and available distribution nodes. The shape of the elemental areas can be one of a square, equilateral triangle or regular hexagon. Rectangles will be used here for illustrations.

Using this method it is assumed that consumers (nodes of consumption) are uniformly distributed over the area served by the network (see figure 11.2). Their consumption rate is assumed to be uniform and constant. The system structure is fixed in time. The requirement is that power be connected from an external source point to all the consumers.

Figure 11.1. A lightning bolt as an example of path optimisation by nature.
Like all models, the idealised networks described may differ with respect to a number of details from a real situation. However, the purpose of such an exercise is to identify an optimisation opportunity that can serve as a basis for adapting specific decisions in real-life situations. In this case, it has been hypothesised that a minimised distribution infrastructure would result in minimised voltage drops and network losses. Comparisons can be made using different topologies to distribute power to the same consumer area. Finally, this result can be used for more generalised situations.

![Figure 11.2. An idealized consumer area](image)

In a 1965 manual, Westinghouse [8] depicted the function of power distribution as one of gathering from the consumer. The argument is that rather than originating from the power source, a network load actually originates from the consumer when a switch is flipped. This concept has been exploited in [12] to compute the pressure drops inside a uniform cross-section pipe in a fluid distribution network. They used an analogy of a river basin, where rainwater is collected at a uniform rate per unit area. The first rivulet then forms and begins to collect water out of the territory (similar to linking P to Q). Several rivulets form a tributary systematically channelling the collected water into a single stream. The same analogy can be used to analyse a rural power mini-grid, as will be demonstrated. Figure 11.3 is a MatLab generated profile of pressure or voltage drop from a source located at the origin (marked (0,0,0)) of a distribution network into a rectangular consumer area with a uniformly distributed load. The voltage drop at every point in the network is shown. The figure was generated using the gathering concept.
11.3 Parameters of merit for idealised networks

A method to construct a minimised path length from a source point to several sink points on a line was demonstrated in [12]. When the same method was applied to an idealised rectangular consumer area in figure 11.2 the network in figure 11.4 was generated. Using the method, this network topology offers the minimum path length from the source to the consumers. The performance of this topology can then be compared with several other possible distribution topologies for the same area.

![Plot showing a typical voltage drop profile of a rectangular consumer area](image)

Figure 11.3. A plot showing a typical voltage drop profile of a rectangular consumer area

![Minimized distribution network](image)

Figure 11.4. Minimized distribution network
Let each consumer node in figure 11.4 draw a load of 1 unit current and let the elemental conductor link between nodes be of unit length and unit resistance. Gathering starts at P, the furthest consumer node and proceeds with the link to distribution node Q. At Q it is joined by currents from two other consumer nodes. The next link therefore has three unit currents flowing in it. Figure 11.5 shows the various currents flowing in the respective network links. Since the elemental links have unit resistance, the summation of currents in these links from P to the source represents the total voltage drop between them.

![Diagram](source)

Figure 11.5. Evaluation of branch currents by a gathering method

From figure 11.5 the following evaluation results can be obtained for the network. The total infrastructure length is equal to the number of elemental links = 21.

The total voltage drop between point P and the source is

\[1 + 3 + 4 + 12 + 13 + 15 = 16 = 64.\]

The total power dissipated in the network can be evaluated by summing up the squares of the currents in each of the elemental links = 880. All these figures are relative values that assume that each consumer load is the reference unit current. The topologies in figure 11.6 were subjected to the same conditions and had their performances compared to figure 11.5. The results are tabulated in table 11.1.

The earlier definition for a unit length referred to the (half) diagonal link PQ. Using this standard the relative length of a horizontal or vertical link is \(\sqrt{2}\). So all parameters for such
(links are bigger by the same factor. The results were however disappointing in that while the topology in figure 11.4 remained the shortest of the lot (and hence the cheapest to construct), its performance with respect to losses and voltage drops ranked poorly.

![Diagram of distribution topologies](image)

Figure 11.6. A variety of possible distribution topologies

<table>
<thead>
<tr>
<th>Topology</th>
<th>Relative total cable length</th>
<th>Max relative voltage drop</th>
<th>Total relative power loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>23.97</td>
<td>44.0</td>
<td>508.6</td>
</tr>
<tr>
<td>B</td>
<td>22.21</td>
<td>58.6</td>
<td>651.0</td>
</tr>
<tr>
<td>C</td>
<td>25.0</td>
<td>64.0</td>
<td>820.0</td>
</tr>
<tr>
<td>D</td>
<td>22.6</td>
<td>59.4</td>
<td>711.9</td>
</tr>
<tr>
<td>E</td>
<td>22.21</td>
<td>185.7</td>
<td>1769.6</td>
</tr>
<tr>
<td>F</td>
<td>24.31</td>
<td>64.0</td>
<td>858.8</td>
</tr>
<tr>
<td>G</td>
<td>31.0</td>
<td>28.3</td>
<td>305.5</td>
</tr>
<tr>
<td>H</td>
<td>28.3</td>
<td>4.24</td>
<td>79.2</td>
</tr>
<tr>
<td>Fig. 11.4</td>
<td>21.0</td>
<td>64.0</td>
<td>880.0</td>
</tr>
</tbody>
</table>
It would appear, though, that while minimisation of network size for a given consumer area may not necessarily result in minimum losses the choice of a distribution network topology certainly affects its performance. Topology H performs best with respect to losses but since each lateral feeder draws a separate line from the source, the cost of infrastructure would be very expensive and counter to the purpose of this exercise. Moreover, its source is located in an advantaged and most unlikely position, much closer to the consumers. In this case topologies A and B appear to perform fairly well with regard to infrastructure size and network losses. To the author, topology B appeared more practical and aesthetically more appealing and will be used for further demonstrations.

11.4 The effect of aspect on network losses

Aspect refers to the variation of conductor cross-sections to achieve optimum network resistance. This, according to [9] is an art that has been perfected by human blood vessels. Consider topology B in figure 11.6. Let the segment from the source to the node connecting the last lateral feeder be designated as the main feeder (MF1). The length of MF1 = \( 1 + \sqrt{2} \times 3 = 5.24 \) units. If the cross sectional area of MF1 is doubled, then the power dissipation in the section will reduce by 50%. Change in network dissipation \( \Delta H_{na} \) is given by

\[
\Delta H_{na} = \left[ 6^2 + \sqrt{2}(12^2 + 8^2 + 4^2) \right] \times \left[ 1 - \frac{1}{2} \right] = 572.8 \times \left[ 1 - \frac{1}{2} \right] = 286.4
\]

From table 11.1 the whole network originally dissipated 651 units. Therefore, the resulting total network dissipation after doubling MF1 is \((651 - 286.4) = 364.6\) units.

In general, if \( a \) were the new relative cross-sectional area, then the change in network dissipation \( \Delta H_{na} \) would be given by

\[
\Delta H_{na} = 572.8 \times \left[ 1 - \frac{1}{a} \right]. \text{ Likewise the total network dissipation would become} \ (651 - \Delta H_{na}). \text{ Thus, the maximum theoretical value for } \Delta H_{na} \ (as \ a \rightarrow \infty) \text{ is 572.8 and the minimum possible amount of network loss with the largest MF1 cross section would be } 651 - 572.8 = 78.2 \text{ units.} \]
Let figure 11.4 be subjected to the similar conditions. Consider the first 5 segments from the source. Let this length be designated as the main feeder MF2. Its total length is 5, which is slightly shorter than MF1. When the relative cross-sectional area is 1, the power dissipated in MF2 is \((16^2 + 15^2 + 13^2 + 12^2 + 4^2) = 810\) units. Total network dissipation =880.

In general, if the relative cross-sectional area of MF2 is \(b\) then the total change in network dissipation is given by \(\Delta H_{ns}\) such that

\[
\Delta H_{ns} = 810 \times \left[1 - \frac{1}{b}\right]
\]

Total network dissipation = \(880 - 810 \times \left[1 - \frac{1}{b}\right]\). Therefore, the minimum theoretical network dissipation with the largest cross section of MF2 is 880-810=70 units.

Since this is less than the value of 78.2 obtained above and given that MF1 was longer than MF2, it is reasonable to conclude that the network in figure 11.4 will subsequently outperform topology B with the right choice of main feeder diameter. Or put differently, figure 11.4 would appear to be more suited for high power delivery than topology B. There also exists a cross-sectional area of the two main feeders such that the losses of both networks will be equal for the same loading.

11.5 Maximising the consumer area for a given allowable standard

11.5.1 Maximum allowable voltage drop

This section discusses how one can maximise the number of consumers for a given voltage drop constraint. This issue has also been discussed in part in [22], however, the methodology used here and the results were originated by this author. Figure 11.7 represents an idealised rectangular consumer area of a uniformly distributed load. It is supplied by a main and lateral feeders (using topology B in figure 11.6) from a single power source. For a uniformly distributed consumer load the maximum voltage drop from the source will occur at point C, the end of the last lateral feeder. This is equal to the sum of the drops across the main feeder and the furthest lateral. But resistance is proportional to conductor length. So for a given conductor the maximum allowable voltage drop determines diameter, the length of the main feeder and the laterals. This condition can be satisfied at one extreme by a very long main
feeder and short laterals or by a short main feeder and long laterals. However, since it's preferable to maximise the number of consumers for a given constraint, neither of the above options will necessarily satisfy that requirement.

![Diagram](image)

* Consumer node

**Figure 11.7. A rectangular consumer area**

Assume (as before) that the consumer nodes are each consuming one unit of current and spaced one unit length, dx, from one another. Let the number of equally spaced laterals be L and one unit length apart and hence the length of the main feeder be L-1. Let each lateral feeder have w equally spaced consumer nodes and also inter-spaced by a distance of one unit and hence be of length w-1. The distance between the power source and the first node is assumed to be negligible.

- Total number of lateral feeders = L
- Total number of main feeder segments = length of main feeder = L-1
- Total number of consumer nodes per lateral feeder = w
- Total length of each lateral feeder = total number of lateral segments = w-1
- Segment length from one node to the next = 1

Using the aforementioned gathering method, the voltage drop across each feeder can be worked out. The current in the last segment is 1 and equal to the voltage (for a segment of unit resistance). Segment 2 has 2 voltage units across it and so on.

The total voltage drop ($\Delta V_F$) across a lateral feeder with w segments from a main feeder is
given by using the identity \(1 + 2 + 3 + \ldots + n = \frac{n(n + 1)}{2}\)

\[
\Delta V_F = (w-1) + (w-2) + \ldots + 2 + 1 = (w-1) \frac{w}{2}
\]  

(11.1)

The total voltage drop along the main feeder \(\Delta V_M\) can be worked out by adding up the individual contributions from the lateral feeders (each contributing \(w\) amps) into \(L-1\) segments of the main feeder

\[
\Delta V_M = w + 2w + 3w + \ldots + (L-1)(w) = wL \frac{(L-1)}{2} = \frac{w}{2}(L^2 - L)
\]  

(11.2)

Maximum voltage-drop from source to the furthest consumer \(\Delta V_T = \Delta V_F + \Delta V_M\)

\[
\Delta V_T = \frac{1}{2} \left[ w(w-1) + wL(L-1) \right]
\]  

(11.3)

The total number of consumers \(N = wL\). If \(w\) and \(L\) were varied as factors of \(N\) each pair would yield a different value of \(\Delta V_T\). Therefore there exists a pair of factors of \(N\) such that \(\Delta V_T\) is a minimum. This is the combination that would achieve the maximum number of consumers for a given permissible maximum voltage drop.

Figure 11.8. Plot of maximum network voltage drop as a function of consumer area shape for 72 consumers
This is illustrated by a result of a Matlab simulation in figure 11.8 where a group of 72 consumers are arranged in 12 different (rectangular) configurations corresponding to the factors of 72. These factors are \((1, 2, 3, 4, 6, 8, 9, 12, 18, 24, 36, 72)\) and are used as the \(X\) variables. \(X\) variable refers to the number of laterals in a configuration (or number of distribution nodes from main feeder). For example \(X = 8\) refers to a rectangular consumer area with 8 distribution nodes on the main feeder (or 8 laterals) and 9 consumer nodes per lateral feeder, giving a total of 72 consumers. For each of these configurations the maximum network voltage drop is plotted. The inter-consumer spacing and load current per consumer are kept constant. From the results the configuration with 6 laterals each with 12 consumer nodes would realise the lowest maximum network voltage drop for the same consumer load and would be the most suitable choice, provided no other conflicting factor is encountered.

### 11.5.2 Maximum allowable network power losses

Under the same conditions the losses in the network in figure 11.8 can be computed. Using the idealised 1 unit current per consumer and a unit link resistance of 1 unit the losses in one lateral feeder (with \(w\) consumer nodes) are as follows (using the identity \((1^2 + 2^2 + 3^2 + \ldots + n^2) = \frac{n(n+1)(n+\frac{1}{2})}{3}\))

\[
\Delta P_L = ((w-1)^2 + \ldots + 1^2) = \frac{1}{3} w(w-1)(w-\frac{1}{2}) \tag{11.6}
\]

The total number of laterals is \(L\) so the total power dissipated in the \(L\) laterals along the main feeder is

\[
\Delta P_{LT} = \frac{L}{3} w(w-1)(w-\frac{1}{2}) \tag{11.7}
\]

Power lost in the feeder main

\[
\Delta P_M = (w^2 + (2w)^2 + \ldots + (w(L-1))^2) = w^2(1^2 + 2^2 + \ldots + (L-1)^2) = \frac{w^2L}{3} (L-1)(L-\frac{1}{2}) \tag{11.8}
\]
Total network loss is \( \Delta P_M + \Delta P_{LT} \).

In general the total network loss is 
\[
I_C^2 R_{km} \, dx \left[ \Delta P_M + \Delta P_{LT} \right],
\]
(11.9)

Where \( I_C \) is the current demand per consumer,
\( R_{km} \) is the conductor resistance per kilometer,
\( dx \) is the inter-consumer spacing in kilometers.

Figure 11.9 shows the results, in network loss performance for a group of 72 consumers, as a result of considering a number of lateral feeders. The conditions are similar to figure 11.8.

When compared with figure 11.9 the general shape of figure 11.8 is deceptively similar but the fine details actually differ!

In figure 11.8 lowest maximum network voltage drop is obtainable using (the 5th factor) 6 laterals with 12 consumers each. In figure 11.9 minimum network losses are obtained using (the 4th factor) 4 laterals with 18 consumers each. This scenario leaves discretion to the design engineer for a specific situation. It can also be shown that each number of consumers has unique results. However since for a given situation \( I_C^2 R_{km} \, dx \) is assumed to be a constant the relative performance of these rectangular shapes will remain the same as that constant is varied.

![Relative total network losses as a function of the no. of lateral feeders X for 72 consumer](image)

Figure 11.9. Plot of total relative network losses as a function of consumer area shape for 72 consumers
11.6 Concluding remarks

The use of idealised networks in distribution network design has been illustrated. A
minimised distribution network to a group of consumers in a given consumer area that had
previously been realised using idealised networks and an aspect of the constructal theory
method has been illustrated. It has been shown that with the appropriate aspect ratio of the
distribution conductors the minimised network has superior properties. It has further been
demonstrated from Matlab results that a minimal loss network to a group of consumers in a
rectangular consumer area can be achieved with the right combination of main feeder length
and the number of lateral feeders.

Therefore, it is important to pay detailed attention to network geometry when designing a
mini rural power distribution network.
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12. A Case for the Automotive 42 V PowerNet as a Power Distribution System in Rural sub-Saharan Africa

12.1 Background

In “Making a case for a next generation automotive electrical system”, Miller et al [1], like a host of other authors [2, 3], expressed concerns about the escalating electrical functionality of the automobile, and the ability of the existing harness to continue handling the load. This was especially so in the luxury class. They pointed out that a similar juncture had been encountered in the history of the automobile and the solution was to shift from 6 V to 12 V. Therefore, they suggested a similar remedy. The choice of the new voltage would be informed by, among other factors, the safety of users as well as the operating conditions of affordable semi-conductor switches.

Additionally, there would be need to limit the cost of the power distribution harness. It is generally agreed that dc voltage at around 60 V peak is unlikely to generate a major safety hazard, hence special protection beyond existing materials should not be required. Such a condition would be achievable by a nominal dc bus of 40 V. The value of 42 V was borne of the fact that it’s a convenient multiple of the nominal 14 V, which is the bus voltage of a running automobile using the existing 12 V battery. Line voltage drops would be divided by 3 and network losses by 9 for the same load. These savings on their own however, would not be adequate to achieve a revolutionary energy conservation goal. Despite that, it had been recognised, especially in the face of globalisation, that there was need for a new automotive standard. After some hitches, international acceptance of the 42 V idea began to pick up and the drafting of an informal standard [4, 5] got underway.

In the meantime the US government moved to advance three public policy objectives: environmental protection, energy security, and economic competitiveness. The automobile was targetted as it was deemed a major player on all three fronts. With an estimated 200 million vehicles countrywide, fuel consumption by the automotive industry along with its accompanying environmental degradation, easily dwarfed the US national power grid. A target was set to achieve a fuel economy of up to 80 miles per gallon (33.4 km per liter) for a family sedan carrying 5 passengers and 200 pound (90 kg) of luggage. With the 42 V
standard in the making, it became the logical choice as the centerpiece of this massive emerging energy conservation drive [6-9].

A new power distribution standard, the 42V-dc PowerNet thus began to take root and is destined to be the standard for the next generation of automobiles. Could it be adopted as a rural power distribution standard in sub-Saharan Africa? As pointed out, the actual value of 42 V alone does not contain an energy saving attribute. It is, however, the collective attributes of the technologies highlighted in this thesis that constitute a major attraction. Hence the distinguishing acronym, PowerNet. In this case the rural 42 V PowerNet would take a step further by including all the additional non-automotive attributes covered in this thesis.

The most fundamental feature of the energy conservation design is load factor management using the hybrid electric vehicle (HEV) strategy. This minimises the required generator size whose power capability is complemented by a storage battery. Moreover, because the emerging support technologies that include appliances, energy storage and generators are designed and tested on 42 V, they are bound to perform optimally on the same system. Additional features include a draft specification [4, 5] that requires components and appliances to operate over a very wide supply voltage range of +12% and −28% of the nominal 42 V dc bus. This allows, among others, the potential for enhanced available battery storage without necessarily resorting to use of electronic converters, while ensuring that maximum peak voltages are well below levels that are dangerous to humans.

12.2 Cause for change

A state-of-the-art rural power distribution system in Kenya uses 230 V ac single-phase [10-12]. The most problematic feature of rural loads is poor load factors. In such a system the generator must supply the peak load demands. The generator must therefore be sized to meet the peak demand, which makes it much bigger and more costly than necessary. Additionally, it is generally not practical to switch generators on and off, as and when they are required. For example, in the case of a pico-hydro, the river flow must not be unduly interfered with. Thus the generator must continue to run and the unusable power must be dumped to maintain stability.
The classic rationale that has been used since the dawn of the 20th century to justify the systematic adoption of ac power supply systems and the subsequent relegation of dc in mainstream power delivery was the exclusive attribute of ac (at the time) to transform to higher voltages. This would result in lower line voltage drops and network losses: a fact that cannot be disputed. Voltage transformation has, however, long ceased to be an exclusively attribute of ac. But even if dc voltage transformation were not possible and 42 V dc were compared to 230 V ac, the assumption that the latter would automatically have lower network losses would be flawed.

The main flaw with the argument would be an implicit assumption that loads are always at long distances from the generators. In the context of this thesis, the energy sources are basically local with fairly short delivery distances. In addition, wind and insolation resources are stochastic with hardly any coincidence with load demand and therefore nearly all the energy must be stored. Energy storage plays a pivotal role in load factor management. With current technologies, the only electrical form that can be cost-effectively stored in rural areas is dc. In addition, ac loads are riddled with power factor, phase and frequency issues that particularly affect power stability, power delivery losses as well as the required infrastructure and generator sizes. Moreover, the allowable appliance operating voltage range at 230 V ac of ±6% is much narrower and is at potentially lethal levels. The latter is an issue of particular importance in the rural areas.

In the above cases, where dc storage is virtually inevitable, the operation of ac rated equipment requires an inverter: occasioning additional cost in energy and capital. Furthermore, since most of the domestic equipment is intrinsically dc, transformers and rectifiers are required and result in further energy conversion losses. Losses of up to 15 W have been reported in an appliance step-down transformer of just 50 VA [13]. When a dc supply must be inverted to ac in order to operate such an intrinsically dc appliance, an escalation of energy conversion losses is inevitable. In the case of motorised loads for the low range of power requirements (in rural areas) it is an established fact that small dc motors operate at higher efficiencies than their ac counterparts.
This chapter looks at the new 42-V PowerNet distribution system and using the 230 V ac single-phase as the benchmark, examines its comparative attributes, in the context of a rural application. The new distribution system will be assumed to enjoy the aforementioned new automotive technological attributes. The 230 V ac will use standard commercial ac appliances. Their performances will be examined under current and projected appliance technologies, variable conditions of power factor, load factor and use of an inverter. Conclusions will then be drawn as to the comparative performance of the new system and hence its suitability as a rural power distribution standard in sub-Saharan Africa.

12.3 Examples of Rural application of the 42 V PowerNet
12.3.1 Effect of appliance technologies

The following critical rural loads namely water pumping and lighting are specified in terms of social requirements according to specifications by relevant South African authorities. The requirement for refrigeration is not as easily quantifiable and so the values used here are from a South African case study. The aim is to compare the electric power consumed to achieve the same social requirement under the different power supply standards.

**Rural water supplies:** The South African department of Water Affairs [14] has specified 6000 liters of water as the minimum monthly requirement for a household of 8 people or 200 liters a day. In reference [15] is a typical (230 V ac) driven domestic pump with a capacity of 10 liters per minute for a head of 24 meters and consuming 350VA. In order to deliver 200 liters, the pump would be required to run for 20 minutes. Assuming an ac power factor of 0.8, then the equivalent dc power at the same efficiency would be 0.8 X 350 = 280 W and a daily energy consumption of \( \frac{280 \times 20}{60} = 93 \text{ Wh} \). If this load were spread round the clock, the required 42 V dc pump power rating would be 93.3\( \frac{4}{24} \approx 4 \text{ W} \). As mentioned in chapter 4 the slow pumping rate results in efficiency improvement and much less wear and tear. But even without considering any increase in efficiency this equipment would be much smaller, less costly as would be the required power source. A case study [15] put the energy savings of similar equipment at 30%. The continuous pump rating would then become 4 x 70% = 2.8 W. However, there is bound to be a battery to guarantee this supply.
Assume a storage efficiency of 80%. The required continuous power to operate the pump becomes $2.8 \div 80\% = 3.5$ W. Total energy required per day would be $3.5 \times 24 = 84$ Wh.

**Rural lighting**: Assume a typical daily rural domestic lighting requirement to be for a 4 hour period in the evening. In [17] it was estimated that during such an evening the same 8-member family (as above) would require some 10800 lumen hours of illumination energy. The estimated load factor for the lighting load during the said four-hour evening was 80%.

So the peak illumination power rating would be $\frac{10800}{4} \div 80\% = 3375$ lumens. If the assumed lamp for ac voltage were an incandescent (with efficacy of 15 l/w) then the peak power consumption of $3375 \div 15 = 225$ W and a daily electric energy requirement of $10800 \div 15 = 720$ Wh. If the 42V system were to be assumed to use a white LED (in year 2012) at an efficacy of 120 l/w [17], the resulting peak power consumption would be $3375 \div 120 = 28$ W. Total electric energy consumed per day $= 10800 \div 120 = 90$ Wh. If this were battery supported (assuming a storage efficiency of 80%) then the required daily energy supply would be 113 Wh.

**Rural refrigeration for food preservation**: In reference [18] a South African consumer study rated the capacity of typical domestic refrigerator at 180VA with an operating duty cycle of 15hr/day. This is quite comparable to the capacities typically found in Kenya. It will be assumed to be the 230 V ac mains operated induction motor driven compressor controlling the temperature by cyclic on/off routines. The consumption of a dc version will be assumed to use new automotive air-conditioning technology [19, 20] with estimated 50% energy saving under the same thermal loading. At a typical power factor of 0.8, the wattage consumption of the ac refrigerator is $180 \times 0.8 = 144$ W. An equivalent dc system running for 15 hrs would consume $144 \times 15 = 2160$ Wh/day. At the estimated 50% saving, the energy consumed by the equivalent 42 V dc system would be $1080$ Wh. At continuous operation this would require a power rating of $(1080 + 24) = 45$ W. Assume that a battery supports the continuous dc operation. If one assumes the battery efficiency factor of 80% then the actual power rating becomes $45 \div 80\% = 56$ W (or $1344$ Wh per day).
Table 12.1. A comparison of power requirements for appliances on 230 V ac and 42 V dc.

<table>
<thead>
<tr>
<th>Rural load</th>
<th>Daily Requirement</th>
<th>Power demand and/or load current at 230 V ac</th>
<th>Power demand and/or load current at 42 V dc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>200 liters</td>
<td>350VA (power factor 0.8), 1.5A</td>
<td>3.5 W</td>
</tr>
<tr>
<td>Light normal demand</td>
<td>10800 lumen hrs</td>
<td>225 W (incandescent)</td>
<td>28 W WLED (2012)</td>
</tr>
<tr>
<td>Refrigeration</td>
<td>180VA (230V) for 15h 2700 VAh @ 230 V ac</td>
<td>180 VA</td>
<td>56 W</td>
</tr>
</tbody>
</table>

From the above, the peak non-coincident power per household would be 755 W and 89 W for the 230 V ac and 42 V systems respectively. The total amount of energy used per day would be

Table 12.2. A comparison of the daily energy requirement per household

<table>
<thead>
<tr>
<th>Rural load</th>
<th>Total energy consumed per day at 230 V ac</th>
<th>Total energy consumed per day at 42 V dc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lighting</td>
<td>720 Wh</td>
<td>113 Wh</td>
</tr>
<tr>
<td>Water</td>
<td>117 VAh</td>
<td>84 Wh</td>
</tr>
<tr>
<td>Refrigeration</td>
<td>2700 VAh</td>
<td>1344 Wh</td>
</tr>
<tr>
<td>Total load per day</td>
<td>3537 VAh</td>
<td>1541 Wh</td>
</tr>
</tbody>
</table>
12.3.2 Effect of inter-linking

From the above the peak non-coincident demand per household is 755 VA and 87.5 W for 230 V ac and 42 V dc respectively. These are equivalent to the minimum generator capacities per household. If the neighbourhood were 41 households the collective peak generating capacities would therefore be (41 times) 30955 VA and 3588 W for 230 V and 42 V respectively.

If the households were supplied from a common generator the peak load would be determined by the group load profile. In chapter 5, figures 5.16 and 5.17 are graphs of a case study from a South African village and depict the load profiles for an individual household and a group of 41 households over several days. The average daily peak currents are 8.5 A and 85 A for the individual and group households respectively. If each individual household were to own a generator, the collective capacity would be \( (41 \times 8.5) = 348.9 \) A. But in fact the group only requires a peak capacity of 85 A.

If the profiles in figures 5.16 and 5.17 were valid for the above cases then the group peak demand would only be about 10 times the individual household peak demand. Thus, a much smaller generating capacity and capital costs would result from linking all households to a common source.

12.3.3 Effect of load factor

If equal average loads were connected to each of the 230 and 42 voltage systems, the currents drawn would be in the ratio 2:11 respectively, if the network infrastructures were identical. As pointed out however, the loads are not always level or average and are dependent on load profiles. The instantaneous currents drawn determine the network losses and generator size. Extreme (but not uncommon) load factors of 6% in households have been reported [21] when the resulting peak currents were 17 times as high as the average demand. Therefore, the required generator size would rise by the same factor to meet the load. With the 42 V dc operated in the aforementioned HEV mode and assuming a battery efficiency of 100%, the ratio of line currents for the 230 V ac and 42 V dc would be 17 : 5.5. If the battery efficiency were assumed to be 80% and all the energy were stored first before delivery to the load, then the average line current for the 42V system rises
\[ \frac{1}{80\%} \times 5.5 = 6.9 \]. At peak demand the load current ratios would then be 17 : 6.9 for 230V and 42V respectively. Therefore using the model in figure 11.7 the maximum network voltage drop during peak demand for the 230V would be \((17/6.9) = 2.5\) times that of the 42V system.

However as a percentage of supply voltage, the voltage drops would depend on actual load.

On the other hand, network power losses for the 230V system would be \((2.5)^2 = 6.2\) times those of the 42V regardless of load current.

In general, load factor as well as the required generator capacity rises with the load current by a factor of \(\frac{1}{loadfactor}\).

Likewise the network losses as a result of load factor are given by \(\frac{1}{(loadfactor)^2}\).

Figure 12.1 illustrates a comparison of peak line currents (or voltage drops) between 230V ac and 42V dc as functions of load factor at varying power factors and storage efficiencies. Figure 12.2 illustrates relative network losses as a function of the load factor.
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Figure 12.1. A comparison of peak line currents (or voltage drops) dc, as functions of load factor at varying power factors and storage efficiencies
12.3.4 Effect of power factor

Like the load factor, power factor affects the line currents, voltage drops and the required generator size by a factor equal to \(\frac{1}{\text{Powerfactor}}\). Delivery network losses are also increased to a factor of \(\left(\frac{1}{\text{Powerfactor}}\right)^2\). Figure 12.3 is the variation of generator size as a function of power factor at various load factors. These are compared to the sizes of the 42 V generators supported by batteries with different efficiencies.

12.3.5 Effect of using an inverter

In the more likely event that the available energy in a rural situation is in dc form, one may be faced with a choice of using ac or dc appliances. In this context the issue then becomes a choice between 230 V ac and the 42-V powerNet. When the choice is 230 V ac an inverter will be required.
To begin with, the introduction of an extra piece of equipment reduces the reliability, not to mention cost, time to repair or possibility of inability to repair. Inverters are also affected by natural phenomena like weather and geographical location. In circumstances where critical loads like vaccines are involved, system reliability becomes very critical. This is exacerbated by statistics that show general lack of service back-up in the African rural environment. Overwhelming evidence including a recent Sandia field study back these fears [22, 23].

The use of multiple inverter units whose total capacity equals or marginally exceeds the required load instead of a single unit, have been suggested in certain critical circumstances as a measure to enhance reliability. This can however escalate the cost of capital.

In the case of transient loading, which occurs for example with induction motor-driven water pumps and refrigerators, the unit will have to provide the necessary peak transient currents. From a data sheet of an American inverter [24] the longest permissible duration for 150 – 220% of rated output load capacity is 24 cycles (or 480 milli-Seconds at 50 Hz). An output of 300% of rated capacity can only be sustained for up to 4 cycles (or 80 ms at 50 Hz). Figure 12.4 shows the current waveform drawn from an inverter by a starting induction motor-driven refrigerator. The transient peak current is 850% of the operating current for a duration of 120 ms. Therefore, the minimum size of the inverter to run this load (assuming a 200% overload) would be 425% of the rated refrigerator capacity. But inverter efficiency is load dependent and therefore the unit with the right capacity will not operate optimally. The input dc operating range of this inverter is +10% and -18%. This is inferior when compared to the 42-V PowerNet rated appliance range of +12% and -28%.

It can be shown that the voltage of a floating dc bus under constant load is almost linearly proportional to state of charge (SOC) of the battery. Therefore, a specification of -18% means that the minimum supply dc voltage for an inverter rated for 42-V PowerNet is 34.44V, as compared to (-28%) or 30.24V that can be used by a 42-V rated appliance. Therefore, the amount of extra charge available to the dc equipment after the inverter has shut down (on under voltage) is \(\frac{34.44 - 30.24}{42} \times 100\% = 10\%\).
If the inverter average efficiency is assumed to be 85% then the extra storage capacity that will be required to operate an appliance of equal capacity but running directly from the 42-V PowerNet is \( \frac{1}{85\% \times 90\%} = 30.7\% \). This is without considering that the equipment may require to internally convert the ac back to dc.
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**Figure 12.3.** Generator size as a function of power factor at varying load factors and storage

![Battery Efficiency](image)

**Figure 12.4.** The starting current of an induction motor-driven refrigerator
12.4 Concluding remarks

In this chapter, a background as to the origin of the 42 V PowerNet has been given. The shortcomings associated with the use of the traditional 230 V ac system in the rural areas have been cited. Then using 230 V ac as the benchmark, the performance of the 42-V PowerNet as a rural power distribution standard, has been analysed under different appliance technologies, varying load factors, power factors and using an inverter. Subsequently, using Matlab simulations and graphs it has been shown that when combined with the attributes of new automotive technologies and appliances, the 42-V PowerNet would be the preferred distribution system under typical African rural conditions.

It could be argued, in the case of relatively distant generators, like pico-hydro and some cases of wind, that the use of 42 V could result in unacceptably high voltage drops. This would perhaps call for a combined system where power delivery from the stream to a central point in the village would be 230 V ac and then distribution by 42 V dc thereafter. However, it must be pointed out (as also illustrated in figure 12.1 and 12.2) that with the technique of load leveling, line currents can be very low. This is especially so with low load demands and efficient appliances as well as the absence of frequency and power factor encumbrances. There is still the issue of availability of appliances and indeterminate pricing of the transitional automotive technologies and appliances. However, if the story of the cellular phone in rural Africa, which has dropped in price to one tenth in ten years, is anything to go by, these are only but very temporary hitches.

Current dc appliances used in rural areas are largely designed as recreational appliances for camping and thus run on the current 12 V automotive system. Since the system is gradually being phased out, supplies of such appliances will likewise cease.

12.5 References XII


13. Conclusions

13.1 What has been done?

This work has, firstly, explored technological advances that have resulted in energy conservation. Moreover, by aiming to combine fuel conservation, production cost minimisation and environmental friendliness, the PNGV embraced the hallmarks of sustainability. It has further been argued that the problems of an automobile and a remote rural village are analogous in many respects and therefore solutions could be shared. "Application of advances in automotive technologies to electrification in rural sub-Saharan Africa" has thus demonstrated that the potential of leading edge automotive technologies could be exploited to unravel rural African electric supply issues. From the above, it would also be reasonable to infer that the rural solutions so derived, would similarly conserve energy cost-effectively, while not compromising the environment.

In addition, the author has made contributions to rural load modelling, rural mini-distribution network and system configuration designs as well as identifying a variety of socio-political issues that could contribute to failure in the provision of energy services in rural sub-Saharan Africa. Subsequently, the issues that would appear to influence the collective sustainability of a rural energy supply system have been identified as, accuracy of energy resource assessment, prudence and efficiency of resource-to-need conversion technology, human factors, load factors, appliance efficiency, energy storage efficiency, power delivery network efficiency and system configuration. In the final chapter, in an attempt to harness these attributes, the new automotive power distribution standard, the 42-V PowerNet has been proposed as the next power distribution standard for rural sub-Saharan Africa.

The primary automotive energy source is gasoline. The ultimate aim is to maximise the distance travelled per liter of fuel consumed (with a clean environment in mind). With the concept of the hybrid electric vehicle (HEV) design, the PNGV achieved a fundamental breakthrough in automotive energy conservation. A small primary power plant (PPP) converts the fuel and has a maximum capacity of about average load demand. Any excess energy is stored in a battery, which complements the power capability of the PPP when
accelerating or climbing a hill. In addition, a start-stop control system ensures that the engine stops running when the car is at standstill. So the automotive PPP is only required to generate enough energy (over the driving period) rather than meet the peak power demand. In the above strategy the PPP experiences a near level load and minimal parasitic losses. No generator can be designed to operate optimally over its entire power range. Thus, by narrowing the operating power range, the high load factor offers an opportunity for a generator design that operates close to its optimum efficiency point, which results in further minimisation of the required PPP capacity.

By contrast a state-of-the-art pico-hydro PPP at the Kathamba village, for example, must supply all the power required at every instant in time, on its own. The generator capacity must therefore be at least as big as the peak load demand. A rural lighting load for example is typically 4 hours per evening and yields a load factor of about $\frac{1}{6}$. It therefore requires a generator capacity, which is at least six times as big as should be necessary. In addition, as the river flow must not be unduly interfered with, the generator continues to run during the 20 hours of no load. The unused power must be squandered by dumping into a dummy load to maintain stability. This can be likened to a water tap left running round the clock without being attended and then suddenly at some point in time everyone shows up with buckets to collect their day’s ration. It exacerbates an already meager supply rate even further.

If however the HEV concept were applied to the Kathamba situation, practically all the unused generated energy (less battery inefficiency) would be stored. The capacity of the battery would then be appropriately sized. Thus the efficacy of the original 10 W per household would be multiplied several fold. Or put differently, the 1.1 kW generator at Kathamba could have in fact supplied a similar load to nearly (390) six times as many households as are currently connected. The apparent additional cost imposed by the necessary battery in the HEV version would therefore be very easily defrayed by the additional consumers or by the reduction in generator size. It would therefore appear to be prudent to adopt an HEV-like system for such a pico-hydro power distribution network.
It was further shown in chapter 10, using Matlab simulations, that this strategy could be further improved on if a common bus linked several autonomous HEV systems: a feat that couldn’t easily be achieved by the automobile. This conclusion was arrived at when 4 different configurations of systems of the size typically found in Kenyan rural areas were analysed. Because of the diversity of loads, the common bus enabled a load to utilise power from a generator in a different system at the instants when its own generator was insufficient and thus cut down on system storage losses. The technique was shown to have an added advantage for transient loading. Ultimately, the necessary system generator and battery capacities and hence capital costs would be reduced. This would be especially important for Kenya, where the performance of hundreds of thousands of stand-alone PV systems already installed could still be improved by simply being inter-linked. Moreover, individual households would have an added reliability factor, as failure at one household would enjoy interim back-up from the rest of the community before being attended.

The next issue was the energy resource-to-need conversion efficiency. From the PNGV selection of primary power plants the author opted for the fuel cell as discussed in chapters 6 and 7. The biggest attraction of the fuel cell in the rural areas was its ability to use biogas, a fuel that could be inexpensively produced by the rural agricultural communities through anaerobic decomposition of plant and/or animal waste and has zero emission rated energy conversion. Moreover, harmful underground water polluting pathogens, problematic weed seeds and offensive odours would be controlled and mitigation of landfill green house gases would be achieved, while producing valuable fertilisers as by-products.

The technology was shown, in a worked out example, to have a potential for generation of both electricity and heat in CHP application. This strongly supports it as a prudent technology choice. In the example, a rural community load was met at a constant FC power output, while the load power peaks and troughs were buffered by a storage battery. The recent exponential growth trends in investments in automotive and general power fuel cell technologies and projected technological advances, as well as anticipated reductions in material costs, were highlighted. It would therefore appear that the adoption of fuel cells as rural PPPs would be both prudent and inevitable.
The next issue was energy storage efficiency. The excess energy that had to be stored could only be recovered at a percentage depending on the efficiency of the storage battery. There were also concerns raised about charge/discharge rate limitations, maintenance and lifespan of traditional chemical batteries as well as environmental issues due to disposal. From the PNGV shortlist of storage technologies, the flywheel battery was shown in chapter 9 to have the potential to address those concerns. In a worked out example a battery specification for a South African rural load requirement was designed. The current and projected statuses of the flywheel battery were highlighted. It was therefore suggested that the flywheel battery has great potential as a future rural electric energy battery, once the pending shortcomings are addressed. Moreover, the current flywheel project underway at UCT brings that possibility even closer.

From the above, a basic HEV working framework was established at this juncture. The next step was to establish the load requirements. It was shown that the best energy conservation strategy could be frustrated if the designer ignored human factors. Toyota, a corporation at the leading edge of automotive technology only realised this when American drivers could not replicate the fuel economy results achieved previously by Japanese drivers using the same car design. The oversight consequently cost them a whole year in sales revenue. Chapter 2 took cognisance of this fact and identified a detailed range of human issues that must be considered before realising sustainable rural energisation. Since energy is required to enable human endeavour, the choices made by humans could be as important as the ingenuity put into the mechanical design of systems. In the words of the chapter title, “How conducive to electrification is the African rural environment?”

In chapter 3, a detailed discussion showed how the use of advanced illumination technologies minimises the electrical power consumed by lighting loads while maximising the lighting quality. Further electric energy savings would be realised by the use of efficient electric-to-light conversion systems. The inroads made by LEDs into the automotive and signal markets and the resulting massive energy savings were highlighted. It was subsequently shown by worked out examples that the white LED (for general lighting), even in its present semi-developed form, would result in substantially higher electric lighting energy savings than state-of-the-art rural electric lights. These savings would even rise to record levels when
the projected white LED efficacies were achieved. There was therefore ample reason to
suggest that the white LED would be the right rural lighting choice for now and the future.

In chapter 4, the critical appliances in rural refrigeration and water pumping were shown to
improve their efficiencies by exploiting leading edge automotive air-conditioning and motor
drive technologies. In addition, (chapter 5) models of transient and steady state load currents
were derived for an incandescent light source, a fluorescent light source, light emitting
diodes, a water pump and induction motor driven refrigeration compressor. LED transient
loading was the least severe among the lighting loads thus vindicating earlier
recommendations for white LEDs. Then finally by using a new technique devised by this
author, a mathematical model of an average daily load profile for a group of households
from a South African rural village was derived. The technique involved the summing up of
fragmented sections of the profile using Matlab.

At this juncture, the requirements of individual appliances as well as the aggregate and daily
load profile, would be known. These would constitute the total amount of energy that
should be supplied by the PPP. However, as mentioned, the load demands do not always
coincide with generation, which makes the inclusion of storage losses inevitable. In a
worked out example for specifying a fuel cell for a rural village load, chapter 7 illustrates the
computation of the final capacity of a PPP after taking the storage losses into account.

The above illustration however assumed that power delivery losses were negligible. In
chapter 11 a methodology for the design of a minimal loss distribution network was
illustrated. This was not an automotive technology but a derivation by the author using
idealised networks and a new network minimisation concept, so-called the constructal
theory. Matlab simulation results showed that by manipulation of the main feeder length
and the number of lateral feeders in a rectangular field of consumers, one could minimise
line voltage drops and power distribution losses. It was then concluded that paying
attention to geometric detail is beneficial to the design of energy efficient rural mini
distribution networks.
From the above, therefore, the required output of the PPP was the total daily load plus all the aforementioned losses. The amount of fuel required for the task could then be derived using the resource-to-need efficiency of the PPP.

During normal operation of an automotive PPP, a fuel gauge monitors the amount of available fuel. It ensures that the energy density of the resource is constant and hence the PPP output continues to be predictable. This is also possible for a rural fuel cell using biogas, as well as a pico-hydro generator. The difference however, is that while an automobile driver could replenish his tank at a refueling station, a rural fuel cell user must look for sources of raw materials to generate the required gas. This issue was discussed in chapters 6 and 7 where graphs showed estimates of the number of various types of animals and/or weight of crop residue that would be required to sustain the operation of a fuel cell PPP, to satisfy various village sizes. These results strongly suggest that biogas production is viable since adequate quantities of raw materials for its production could be found in many parts of sub-Saharan Africa. In the case of pico-hydro, the energy resource is natural and must be assessed to determine the average flow of the river or stream as well as seasonal variations. Methods for this evaluation were described in chapter 8.

The resource energy density available to a wind turbine or a solar PV panel is variable due to the stochastic nature of the resources. A suitable generator size could only be designed when large amounts of hourly climatic data extending for years are available. But as pointed out in chapter 8, these are largely unavailable in sub-Saharan Africa. The chapter addressed this issue, by discussing various probabilistic models and commercially available software that could be used to synthesise the required hourly data from monthly averages. It was also pointed out that leading international weather laboratories have validated the accuracy of such data. The conclusion drawn therefore, was that it was possible to design wind and insolation based generators with acceptable accuracy (and hence cost-effectively) for virtually any rural African location.

The final chapter highlights the PNGV new power distribution system, the 42-V PowerNet. The question posed was how well it would perform as a rural power distribution standard. The familiar traditional 230 V ac was used as the benchmark. Performance comparisons
were made using the results and network evaluation methodologies developed in chapters 10 and 11. It was shown that under typical rural mini-grid load conditions the 42 V dc has a potential to incur lower network losses despite its apparent numerical disadvantage. Additionally, graph plots showed the rapid increase in the 230 V ac generator size with decreasing load factor and power factor. Given therefore that this standard epitomises all the attributes developed for the successful fuel-efficient HEV design along with the futuristic appliance technologies, it has promise as a future rural electrification standard.

13.2 What should be done next?

This work has sought to compile a comprehensive list of social and technical components that are responsible for system energy conservation, in an attempt to redefine the art of electrification in rural sub-Saharan Africa. While the aforementioned components may not individually appear as profoundly novel, it's the author's contention that, the concept of deliberately compiling and presenting them as interactive and interdependent (socio-technical) constituents of a functioning and optimisable 'entity' is a precedent. There are system models for purposes other than this. For example, a computer model, HOMER, developed by the National Renewable Energy Laboratories (NREL) is also referred to as a system optimisation model [Visit, http://www.nrel.gov/homer/]. The model however is a methodology for the evaluation of energy resource-to-need options under varying energy resource and economic conditions. In other words, how many (generators) of what type and size should one use and under what conditions? In addition, the availability of any of the aforementioned modern appliances need not be a necessary condition for the function of the entity but a bonus whenever available.

The first issue one should then address is to what extent a percentage change in each of the aforementioned components affects the performance of the entity. This is sometimes also referred to as a sensitivity test. In order to pre-empt disproportionate apportionment of resources therefore, future work should seek, first, to establish the comparative efficacy of the individual components in the system and hence identify those that require more attention. It would also provide an opportunity for the identification of possible omissions from the presented list and possibly result in an even more refined product.
The importance of this point was most aptly illustrated in reference [15] of chapter 4, where Bhatti presented a thorough system analysis of the vapour compression cycle. He concluded in part, "...an increase in compressor isentropic efficiency (IE) has a strong influence on the COP (overall coefficient of performance of the air-conditioner). For example, a 10% increase (in IE) results in a 26% increase is COP." In such a case one would infer that Bhatti regarded improvements in IE to be more discerning.

In the field of resource-to-need conversion more fronts should be opened up. Wind has been cited as a grossly under-explored field in sub-Saharan Africa. But in this case it could premier with a difference: for example, as pico-wind. A household could be assigned a small turbine with an output capacity of the order of 10–50 W. With drastically improved appliance efficiencies such power levels could become a rural norm. This should naturally be preceded by resource assessment. This way rural artisans would be encouraged to complement existing imported renewable energy technologies with local alternatives.

The notion of manually generated electric power was only briefly mentioned at the end of chapter 8 but clearly presents life-saving possibilities like cell phone charging and is worth pursuing further.

The use of stepper motors as generators has been suggested in the literature for small generator applications. For this author, stepper motors present particularly interesting possibilities. While this technology may perhaps not yield ground-breaking energy conversion efficiencies, their multiple poles should equip them to operate like small off-the-shelf wind generators and make them suitable candidates for the aforementioned pico-wind and human pedalling, among other possibilities. Even if the efficiency of the motors were as low as 20% they should still be considered; after all, PV cells which are on average half as efficient still continue to do a commendable job. Moreover, there is a good prospect that these motors exist by the millions in discarded computer dumpsites worldwide and as such would provide an inexpensive source of energy conversion.

From the author's anecdotal experiences, the practice of parts recycling is not alien to sub-Saharan Africa. Large percentages of stocks of automotive spare parts used in Kenya,
Uganda, Tanzania and Zambia, for example, are recovered from (mainly) Japanese automobile dumpsites and they have provided affordable backup to those struggling rural transport industries for many years. (See also, “Meeting the rising demand for spare parts,” African Business Pages. http://www.africa-business.com/features/spares.html). The aforementioned cellular communications industry in Africa is booming; thanks to fashion trend driven first-world consumers, whose discarded old sets have found ready markets in Uganda, Kenya and elsewhere. By adding local technical value, the above suggestion would therefore be not only in conformity with trend but also a leap further.

There is the issue of thermal energy for ironing for example. If pico-power technologies are to attain a respectable and unchallenged status, more attention ought to be paid to the provision of reasonably decent thermal energy conversion for those necessary but often ignored chores like ironing of clothes. The disseminator should be able to anticipate ‘normal’ expectations that cannot (sensibly) be met by say, PV generators and adequately educate the consumer. It cannot be over-emphasised that Africans ought to discard the notion that the ultimate solution to all energy needs is electricity. For at least two decades, natural gas has been the de facto official source of thermal energy for much of Europe and resulted in major savings. There is therefore need to look at options, like biogas, more seriously. This author has in fact been informally researching into methods used in early 20th century, to design kerosene and gas (pressing) irons: an idea, which many colleagues from rural South African townships confirm, would be appreciated.

There is also the issue of carbon trading which is still evolving and could provide a breakthrough in future finance and capital for rural energisation in sub-Saharan Africa. The benefits of the aforementioned UN Forum Convention for Climate Change financial mechanisms are yet to be fully understood and exploited by consumer communities. More clarity and education is needed for a whole range of environmental terminology [see references 64-66 in chapter 1]. For example, what, in fact, is ‘sustainability’? How does one identify which fuels are zero emission rated? What is ‘carbon sequestration’? What everyday activities contribute positively or negatively to it? How can one financially (or otherwise) benefit from all these?
African governments classify much of the economic activities by their people as informal. Ironically the incomes from some of these ‘informal’ transactions often rival and sometimes exceed official activity. For example banks in Dakar, Senegal estimate that Senegalese traders and workers abroad send back $40 million a month, equivalent to 60 per cent of the country’s economy. [See “African governments reach out to diasporas”, Economic and Social Research council (ESRC) http://www.transcomm.ox.ac.uk/traces/iss12pg2.htm]. Similar figures could be quoted for Zambia, Uganda or Kenya. Going back, for example to the proposal of scavenging of spare parts from dumpsites, one could argue that such activities do in fact mitigate carbon dioxide emissions and should therefore earn some ‘carbon credits’. However recipient communities would stand to benefit from the relevant UNFCCC provisions only if their governments had the insight to argue for such cases in New York, as the UN only recognises sovereign states as legitimate entities.

However, there appears to be other emerging options, as some international non-governmental organisations seem to be exploring alternative routes. For example, as of the writing of this paragraph, the online Global Village Energy Partnership (GVEP) Newsletter: Issue #61 (18th March 2004) has just reported that the Mayan villagers in the Guatemalan highlands have just received funds in connection with greenhouse gas mitigation achieved through their community-owned micro-hydro power system. This is believed to be the first time that an indigenous people’s organisation has benefitted from the nascent global greenhouse gas emissions market. The benefactors are a Canadian foundation (The EnerGreen Foundation), who will be entitled to any accruing “carbon credits”. According to EnerGreen’s chairman, Jeff Arsenych, “This partnership with the Chel community is a new approach to renewable energy development that will be a model for future initiatives.”

With regard to marketing and networking, of all networks, except for food, the automotive service and parts retail industry is the most widely established in rural Africa. In Kenya for example, this very network has for many years been operating an ‘informal’ link between the automotive industry and rural electrification. One example, is the aforementioned dependence by numerous families on used car batteries to power basic home infotainment appliances. The next generation of automotive technologies should therefore find a friendly and virtually ‘familiar’ environment in rural Africa.
Finally, in an article, “Top 10 Tech Cars,” John Voelcker [See, *IEEE Spectrum, March 2004, pp. 27*] confirms that the 2005 version of Toyota’s ‘Crown Royal’ model will be the world’s first mass production car, fully standardised on the 42-V PowerNet. This follows the display of its concept version as well as those by the competition, at the 2003 Tokyo Motor Show, [See also, http://www.autoweek.com/specials/2003_tokyo/]. It would therefore appear that there is no going back on the 42 V system and preparing to exploit its advantages would be most prudent for rural Africa. Without an existing infrastructure to discard or retrofit, rural sub-Saharan Africa is most suited for new technology.

### 13.3 An anecdotal note

This work has been a great learning experience for the author. During a 20 year long career as an industrial engineer, the thought of ever getting so passionate about energy conservation never occurred. Even with such technical background the author remained complacent in a shielded urban environment where a flip of a switch was all that was needed to get the necessary function; with a few occasional hitches notwithstanding. The origin of the power did not seem to concern anyone.

This changed dramatically when a prolonged drought took its toll on the major Kenyan rivers that provided the bulk of power for the national grid. The hydro dams were at rock bottom levels and the rivers had to be slowed down. Consequently a nationwide power-rationing regime was initiated after the grid capacity was de-rated by over 30%. Power was on average available for 3 days, of eight hours each, per week. Independent power producers were subcontracted to thermally produce the deficit but were not in place until nearly a year later. The consequent economic damage was substantial, to use mild language. [See also, Peter Munaita, “*Power Crisis Deepens as Kenya Hires 'Mobiles'*,” The East African, May 15, 2000. http://www.nationaudio.com/News/EastAfrican/15052000/Regional/Regional12.html]

In the meantime all means of rudimentary storage technologies and inverters on the market were scrambled but only the most basic office and domestic functions could be sustainably run. An inverter alarm to indicate an ailing battery bank, followed by a blackout, in the middle of an important transaction became the order. It is a most agonising experience that
is not easily forgettable. It is then that the author had a first ‘hands-on’ experience and comprehension of energy conservation and resolved to start a new career.

The master’s dissertation focussed on the design and construction of a three-phase load compensator. It was shown that the three-phase passive network could simultaneously compensate for reactive and unbalance, load currents and reduce the required generator and power delivery infrastructure. This was specifically directed at informal urban settlements (prevalent in Uganda and Kenya) whose unplanned activities impose massive problems on the utilities.

Looking back at the Kenyan power crisis, one cannot help but wonder if the fundamental flaw was not inherent in the concept of focussing on supplying power rather than energy. Considering that the rivers continued to flow during the drought, albeit at much slower rates, what in fact was the utilisation efficiency of this meager energy resource by the utility? Granted that the utility could not possibly determine the consumer load, but isn’t this perhaps one reason why their planning team should include consumers? Kenya, Uganda and Tanzania continue to search for international investors in power generation, while their industrial outputs remain far below their existing generating capacities in giga-watt hours per year. These are issues that underscore the author’s core concerns.

It’s hoped that someone will find this work equally enriching.