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NOMENCLATURE

This is a list of symbols used in the main text of this thesis.

Special Symbol

- the differential with respect to a time scale

\( \cdot \) a vector or matrix

\[ \] a matrix

\( | | \) the absolute value of

\( \| | \) the norm of

\( T \) (superscript) the transpose of a vector or matrix

\( -1 \) (superscript) the inverse of a matrix

\( d \) differentiation with respect to

\( \partial \) the partial differentiation with respect to

\( \Delta \) the increment in

\( 0 \) of the order of

Lower Case Characters

\( a_{ij} \) constants used for evaluating the consistent constitutive matrix

\( b_{ij} \) constants used to evaluate the plane stress constitutive matrix

\( b_i \) a constant used for evaluating the consistent constitutive matrix

\( dV \) the increment in volumetric strain

\( dV_w \) the volume of the migrated fluid

\( dW \) the incremental work density

\( e \) the voids ratio

\( e_0 \) the initial void ratio

\( e \) the deviator strain vector
\( e_{ij} \) the deviator strain tensor
\( e^* \) the radius of a strain point in deviator strain space
\( e^{**} \) the radius of a strain point for a kinematically hardening material
\( f \) the vector of nodal values for imposed fluid flow
\( g \) the 'load' vector resulting from the migration water strain
\( k \) a yield parameter
\( k_{ij} \) the permeability tensor
\( n \) the porosity
\( n_0 \) the initial porosity
\( p \) the excess pore pressure
\( p_r \) the vector of nodal values for excess pore pressure
\( r \) the out of balance residual force vector
\( s \) the second invariant of the deviator stress tensor
\( s_i \) the deviator stress vector
\( s_{ij} \) the deviator stress tensor
\( t \) time
\( t_c \) a critical time parameter
\( u \) the global displacement vector
\( u_i \) the local displacement vector
\( \underline{u}_i \) the local prescribed displacement vector
\( x_i \) the position vector

**Upper Case Characters**

A the shear modulus multiplier
B the bulk modulus multiplier

\([B]\) the strain displacement matrix
C a constant used for evaluating the consistent constitutive matrix

\( C_{v1} \) one-dimensional coefficient of consolidation
\( C_{v2} \) two-dimensional coefficient of consolidation
D a material constant (when referring to the cap model)
D the dissipation function (when referring to the internal variable formulation)
[D] the elastic constitutive matrix
[D^ep] the elastic-plastic constitutive matrix
D_{ijkl} the elastic stiffness modulus
D_{ijkl}^ep the elastic-plastic stiffness modulus
E Young's modulus
E_{ij} the predicted elastic deviator strain
F the strain energy
F_i the body force vector
G the shear modulus
G_T the tangent shear modulus
H a linear hardening parameter
H a submatrix defined in the text
[H] the compatibility matrix (imposes the incompressibility constraint)
I the improvement during minimisation of the in the potential energy
[K] the global stiffness matrix
[K_s^s] the global stiffness of the soil skeleton
K the contribution to the stiffness matrix from an integration point
K^*_T the contribution to the predictor stiffness from an integration point
K^-T the contribution to the tangent stiffness from an integration point
K_s the bulk modulus of the soil skeleton
K_v the bulk modulus of the pore fluid
[K^w] a matrix relating excess pore pressure to flow rate
L a constant used for evaluating the consistent constitutive matrix
L a submatrix defined in the text
[L] a transformation matrix used for the consolidation formulation
M a constant used for evaluating the consistent constitutive matrix
[N^p] a matrix of shape functions
\([N]\) a matrix of shape functions

\(P\) a constant used for evaluating the consistent constitutive matrix

\(\mathbf{P}\) the global load vector evaluated at the nodes

\(\mathbf{P}'\) the imposed strain load vector

\(Q\) a constant used for evaluating the consistent constitutive matrix

\(\mathbf{R}\) the cap yield surface shape factor

\(\mathbf{R}\) the nodal force vector

\(S\) a constant used for evaluating the consistent constitutive matrix

\(T\) the tension cut-off value

\(\mathbf{T}\) the local surface traction vector

\(U\) the potential energy functional

\(U^A_P\) the augmented potential energy functional

\(U^A\) the strain energy density of the body

\(U^*\) the potential energy functional

\(V\) the volume of the body

\(V_v\) the volume of voids

\(V_s\) the volume of solids

\(V_o\) the initial volume of the body

\(V_{vo}\) the initial volume of voids

\(V_{so}\) the initial volume of solids

\(W\) the limiting value of volumetric strain for the cap yield surface

\(W^*\) the deviator part of the strain energy functional

\(W^v\) the volumetric part of the strain energy functional

\(X\) the internal forces acting on the slips

\(X^*\) a vector of internal forces acting on the slips and satisfying yield

\(Y\) a constant used for evaluating the consistent constitutive matrix

\(Z\) a constant used for evaluating the consistent constitutive matrix
Greek

\( \alpha \) a material constant

\( \beta \) the time integration constant

\( \delta_{ij} \) the Kronecker delta

\( \varepsilon \) the total strain vector

\( \varepsilon_i \) the imposed strain vector

\( \varepsilon^e \) the elastic part of the strain vector

\( \varepsilon^{ij} \) the total strain tensor

\( \varepsilon^v \) the elastic volumetric strain

\( \varepsilon^p_v \) the inelastic/plastic volume strain

\( \varepsilon^p \) the total inelastic/plastic volume strain

\( \varepsilon^p_0 \) the initial total inelastic/plastic volume strain

\( \varepsilon_v \) the volumetric strain

\( \varepsilon_{vv} \) the volumetric strain in the pore fluid

\( \varepsilon_w \) the migration water strain

\( \varepsilon^*_w \) the vector of nodal values of migration water strain

\( \varepsilon^* \) the difference between the total and inelastic volumetric strain

\( \gamma_w \) the specific weight of the pore fluid

\( \infty \) infinity

\( \lambda \) the internal slip vector

\( \lambda_\eta \) non-negative plastic multipliers associated with plastic strain rate

\( \Lambda \) a non-negative scalar plastic multiplier

\( \Lambda_\eta \) non-negative plastic multipliers associated with increments in plastic strain

\( \mu \) defined in equation (4.46)

\( \nu \) Poissons’s ratio

\( \nu_i \) the outward normal to the surface

\( \phi \) the yield function

\( \psi \) the specified fluid flow across a boundary

\( \Psi \) the product of the yield function and non-negative scalar multiplier
$\theta$ a time increment multiplier

$\mathbf{\sigma}$ the stress vector

$\mathbf{\sigma}_{\text{ij}}$ the effective stress tensor

$\mathbf{\sigma}_{\text{ij}}$ the stress tensor

$\mathbf{\sigma}_{\text{kk}}$ the effective volumetric stress

$\mathbf{\sigma}_{\text{kk}}$ the total volumetric stress

$\mathbf{\sigma}_{\text{m}}$ the mean hydrostatic stress

$\mathbf{\sigma}_{\text{c}}$ the cap yield surface hardening parameter

$\sigma_{\text{y}}$ the uniaxial yield stress

$\xi$ a Lagrange multiplier

Subscripts

SE the strain energy density
e element
i the iteration number
j the iteration number
n the time increment number

Right Superscripts

T the transpose of a matrix or vector
e the elastic part of
i the iteration number
j the iteration number
n the time increment number
p the plastic part of
SE the strain energy density

Left Superscripts

(i) the iteration number

(j) the iteration number
CHAPTER 1

INTRODUCTION

The formulation and solution of the problem of an elastic-plastic body subject to successive increments of loading is a fundamental problem in plasticity. A variety of powerful iterative techniques are available for the solution of the problem [1-4], mostly based on Newton-Raphson methods using an explicit scheme for the integration of the constitutive relations.

The procedures in current use can be criticised [5] in that they are essentially heuristic, and they are not fully linked to the governing mechanical principles of the incremental plasticity problem. Recent work aimed at the improvement of the accuracy and stability of the numerical algorithms in plasticity explores the fundamental relationship between the nature of the forward integration algorithm and the mechanical principles of the problem [6].

In this thesis we attempt to advance this understanding. Through the use of an internal variable formulation of the problem, we are able to explore links between a consistent mathematical programming formulation of the incremental problem in plasticity [5 & 7] and the conventional Newton-Raphson iterative solution procedures.

The internal variable formulation is closely linked to initial strain or imposed inelastic strain formulations of problems in plasticity, and provides considerable insight into the nature of the problems. The imposed inelastic strain concept is used to extend the formulation discussed in the thesis to
consolidation problems, adopting the concept of a *migration water strain* which traces the diffusion of the pore fluid in a porous medium.

The organisation of the thesis is as follows. In Chapter 2 imposed inelastic strains are introduced, and a finite element formulation which incorporates the strains as a load vector is presented. A porous medium is considered as a two phase material and the concept of a *migration water strain* which traces the flow of pore fluid in the medium is introduced. The principle of effective stress is used, and various methods of approaching the solution to the mechanical problem are explored.

In Chapter 3 the structural formulation of the incremental elastic-plastic problem is presented using an internal variable approach. Successive minimum principles are used to arrive at a Newton-Raphson scheme. For the case of a von Mises yield criterion various predictors are considered, and their performance evaluated with regard to efficiency and robustness. A simple numerical example is used for this purpose. Special attention is drawn to two of the predictors investigated: the one utilises a secant shear modulus, and the other (the "consistent" tangent predictor) is derived from a Taylor's series expansion about the increment in plastic strain. In the latter case second and higher order terms are neglected.

An algorithm for the numerical solution of static incremental problems which uses imposed inelastic strains and iterates on the secant shear modulus is dealt with in Chapter 4. Initially only elastic-plastic materials with a von Mises yield condition are considered. The algorithm involves the minimisation of a series of quadratic functionals, and a proof for convergence is given. The relationship between this approach and the Newton-Raphson scheme which uses the secant shear modulus is shown. The application of the algorithm is then extended to a material with a Drucker-Prager yield condition. Numerical
examples illustrating the robustness of the algorithm are presented. They however also show that the rate of convergence is relatively slow when compared to a commercial finite element code.

In Chapter 5 a formulation is proposed for the backward difference integration of three plastic constitutive materials namely, a von Mises, a Drucker-Prager, and a Drucker-Prager with a nonlinearly hardening parabolic cap and tension cut-off. The corresponding consistent tangent predictors are derived and presented in a form which can easily be implemented into a finite element code. A special numerical approach is required to solve plane stress problems and this method, common to all the predictors considered, is shown. Examples which validate the theory and show that the algorithm converges quadratically are analysed numerically. The results are compared to results obtained with ABAQUS [8] and a code using the forward integration method.

Finally, Chapter 6 deals with a formulation for the consolidation of a porous medium. The formulation makes use of the previously defined migration water strain. The mechanical and seepage problems considered separately are then linked by means of this migration water strain and a backward difference integration scheme. A series of examples which are compared with analytical solutions and solutions obtained with ABAQUS are analysed. These examples aim at highlighting certain practical issues involved in solving consolidation problems as well as at showing the effectiveness of the algorithm.
CHAPTER 2

IMPOSED INELASTIC STRAINS

2.1 CAUSES OF IMPOSED STRAINS

Imposed inelastic strains occur in bodies due to influences such as shrinkage, creep, temperature changes, crystal growth, and various in situ conditions. Further imposed strains could be induced by manufacturing and assembly processes or by the body's previous loading history. The sum of all these effects can be viewed as constituting the total imposed strain field.

The use of inelastic strains for solving elastic-plastic and consolidation problems is of major interest. Various methods have been proposed for solving problems with nonlinear material behaviour, and many of these methods make use of imposed strains, either directly or indirectly. In the former case these are generally referred to as initial strain methods [2].

2.2 FINITE ELEMENT FORMULATION FOR IMPOSED STRAINS

Let the total imposed strain field be represented by the vector $\xi_i$. To obtain a finite element formulation for small initial strains, the stresses are related to the elastic strains $\varepsilon^e$ as follows:

$$\sigma = [D] \varepsilon^e,$$  \hspace{1cm} (2.1)

where $\varepsilon^e = \varepsilon - \xi_i$,

and $\varepsilon$ is the total strain vector.

The stresses and strains contribute to the strain energy density of the potential energy functional only, and subsequently it is the only term that needs to be considered. The strain energy density term can be written as
By substituting (2.1) into the above, we obtain

\[ U^{\text{SE}} = \mathcal{H} \int_V \epsilon^T [D] \epsilon \, dV \]  

\[ = \int_V \epsilon^T_{\text{ex}} [D] \epsilon_{\text{ex}} \, dV - \int_V \epsilon^T_1 [D] \epsilon_1 \, dV + \int_V \epsilon^T [D] \epsilon_1 \, dV \]

\( (2.2a) \)

When differentiating the resultant potential energy functional to obtain the equilibrium equations, the contribution from the imposed strains is in the form of an additional load vector \( P' \). The final equilibrium equations can be written as

\[ [K]u = P + P' \]  

\( (2.3) \)

where

\[ P' = \int_V [B]^T [D] \epsilon_1 \, dV \]

\[ [K] = \int_V [B]^T [D] [B] \, dV \]

\( u \) is the vector of nodal displacements,

\( P \) is the vector of applied nodal loads,

and \( [B] \) is the matrix relating the strains to the displacements.

The load term \( P' \) essentially brings about a displacement field which is compatible with the imposed inelastic strain and the boundary conditions. In a statically determinate case the displacement field resulting from \( P' \) will have no internal stresses associated with it as \( (\epsilon - \epsilon_1) = \epsilon^e = 0 \), whereas this will not necessarily be so in a statically indeterminate case.
2.3 IMPOSED STRAINS IN CONSOLIDATION PROBLEMS

In consolidation problems we are concerned with multiphase soils. The phases are essentially a mineral skeleton containing a pore fluid which could be either air, or water, or a mixture of the two. When the pore fluid is air only, the contribution to the stiffness of the whole is negligible. From a mechanical point of view the soil can be considered as a single phase material and modelled as such. When the soil is saturated or partially saturated some of the load is carried by the pore fluid.

We will assume that the material is saturated, and therefore a two phase material. The soil skeleton and the pore fluid may be considered as separate elements which occupy the same physical space. Considering an instant in time \( \Delta t \), in the limiting case where \( \Delta t \rightarrow 0 \), there is no movement of the pore fluid relative to the soil skeleton, and we essentially have quasi-static conditions.

Consider an infinitesimal element where

i) the current volume is \( V \),
ii) the current volume of the skeleton frame is \( V_s \),
and iii) the current volume of voids is \( V_v \).

In the initial state these volumes are \( V_o \), \( V_{so} \), and \( V_{vo} \) respectively. In general the change in \( V_s \) is due to the volume strain of the skeleton only, whereas the change in \( V_v \) is due to both volume strain in the pore fluid as well as migration of pore fluid.

The void ratio is defined as

\[
e = \frac{V_v}{V_s}
\]  

\[ (2.4) \]
the porosity as

\[ n = \frac{V_v}{V} \]  

(2.5)

the volume strain as

\[ \varepsilon_v = \frac{dV}{V_o} \]  

(2.6)

and the volume strain in the pore fluid as

\[ \varepsilon_{vv} = \frac{dV_v}{V_v} \]  

(2.7)

![Diagram showing initial and current configurations of soil](image)

(a) Initial configuration  (b) Current configuration

Figure 2.1: Infinitesimal element of soil.

From Fig. 2.1 it is evident that \( V = V_v + V_s \), and this can be rewritten as

\[ V = V_s (1 + e) \]  

(2.8)

Since the pore fluid can sustain hydrostatic stress only, we concentrate on the hydrostatic stress in the soil skeleton. Generally, soil subjected to hydrostatic stress will have a stress strain relationship of the form depicted in Fig. 2.2 with
\[ \sigma'_{kk} = 3K_s \varepsilon_v^e \quad (2.9) \]

where

- \( \sigma'_{kk} \) is the hydrostatic stress in the soil skeleton,
- \( K_s \) is the bulk modulus of the soil skeleton,
- and \( \varepsilon_v^e \) is the elastic volumetric strain.

---

**Figure 2.2**: Nonlinear volumetric behaviour of soil.

The volumetric strain \( \varepsilon_v \) has an elastic component \( \varepsilon_v^e \) which involves the deformation of soil grains, and an inelastic component \( \varepsilon_v^p \) which occurs as the result of the crushing of asperities etc., without change in volume of the soil grains.

The hydrostatic stress in the pore fluid is related elastically to \( \varepsilon_v^p \) by

\[ p = 3K_v \varepsilon_{vv} \quad (2.10) \]

where

- \( p \) is the excess pore pressure,
- and \( K_v \) is the bulk modulus of the pore fluid.
The total hydrostatic stress sustained by the two phase mixture is given by the sum of the contributions from the skeleton and the pore fluid as

\[ \sigma_{kk} = \sigma'_{kk} + p \]  

(2.11)

This is known as Terzaghi's principle of effective stress.

From equation (2.6) we have

\[ \varepsilon_v = \frac{dV_s}{V_o} + \frac{dV_v}{V_v} + \frac{dV_{vo}}{V_{vo}} \]  

(2.12)

and it is easy to verify that

\[ \varepsilon_v = \frac{\sigma_{kk}}{3K_s} + n_o \varepsilon_{vv} \]  

(2.13a)

and that

\[ \varepsilon_{vv} = \frac{1}{n_o} \varepsilon_v - \frac{\sigma_{kk}}{3n_o K_s} \]  

(2.13b)

It was mentioned earlier that the change in volume \( V_v \) has two components, namely the volume strain in the pore fluid and the migration of the pore fluid. Supposing that a volume of fluid \( dV_w \) has migrated to or from an element, the migration volume strain is defined as

\[ \varepsilon_w = \frac{dV_w}{V_o} \]  

(2.14)
The quantity $dV_v$ denotes the change in original volume of voids and hence

$$dV = dV_s + dV_v + dV_w$$  \hspace{1cm} (2.15)

It thus follows from equation (2.6) that

$$\epsilon_v^{\prime} = \frac{\sigma_{kk}^\prime}{3K_s} + n_o \epsilon_{vv} + \epsilon_w$$  \hspace{1cm} (2.16)

and hence

$$p = \frac{3K_v}{n_o} \epsilon_v - \frac{K_v}{n_o K_s} \sigma_{kk}^\prime - \frac{3K_v}{n_o} \epsilon_w$$  \hspace{1cm} (2.17a)

with

$$\sigma_{kk}^\prime = \sigma_{kk} (1 - \frac{K_v}{n_o K_s}) + \frac{3K_v}{n_o} \epsilon_v - \frac{3K_v}{n_o} \epsilon_w$$  \hspace{1cm} (2.17b)

The solution to the instantaneous problem can easily be found by treating $\epsilon_w$ as an imposed strain. It should be noted that when $\epsilon_P = \epsilon_w$, the term $\epsilon_{vv} = 0$ and hence $p = 0$. This is equivalent to the fully drained case in consolidation analyses, and the fully undrained case can be recovered by setting $\epsilon_w = 0$.

We have discussed the more general case where the pore fluid is considered to be compressible. Problems are often encountered when trying to obtain numerical solutions for this general case, and special techniques are required to obtain acceptable solutions. One method of solving this is to treat the pore fluid as incompressible and in this case $K_v \rightarrow \infty$ with $\epsilon_{vv} = 0$. Starting again at equation (2.16), it is apparent that
\[ \epsilon'_v = \frac{\sigma'_{kk}}{3K_0} + \epsilon'_w \]  

(2.18a)

Since \( \epsilon_{vv} = 0 \), we know that \( \epsilon'_w = \epsilon'_v \), and hence

\[ \sigma'_{kk} = 3K_0 (\epsilon'_v - \epsilon'_w) \]  

(2.18b)

The total hydrostatic stress is given by equation (2.11) with the excess pore pressure \( p \) not related to the strains, but included in the formulation as Lagrange multipliers. This topic will be addressed in some detail in Chapter 6.
A FORMULATION FOR ELASTIC-PLASTIC ANALYSIS

3.1 OBJECTIVES AND ASSUMPTIONS

The aim of this Chapter will be to use the insights gained from the application of mathematical programming concepts to plasticity to provide a formulation for the incremental elastic-plastic problem. This permits the efficient heuristic methods to be compared more clearly with the framework of mathematical programming applications.

Discussion will be limited to the classical stable time-independent elastic-plastic problem. Phenomena which lead to strain softening and non-associated flow rules will not be considered. A simple formulation of the elastic-plastic problem is presented in discrete terms, and evolves naturally as an incremental deformation theory (or holonomic) problem. The appropriate minimum principle, or mathematical programming problem for this formulation can then be easily established.

3.2 FORMULATION OF THE ELASTIC-PLASTIC PROBLEM

The structural formulation used in this Chapter is based on the form given by Martin [9]. The formulation will be presented in discrete terms in a manner which can readily be identified with finite element approximations.
Consider a structure discretised by a finite element mesh where the nodal displacements can be represented by the components of a displacement vector \( u \). The continuous displacement field can be approximated as closely as necessary by increasing the components of \( u \). Similarly, the internal slips in the structure can be represented by the vector \( \lambda \). Strain quantities do not appear directly in the formulation, but will be brought in later when various constitutive relations are discussed.

The strain energy \( F \) of the structure is assumed to be a homogeneous quadratic function of the components of \( u \) and \( \lambda \). Small changes in the kinematic variables yield

\[
\frac{dF}{du} \frac{du}{du} + \frac{dF}{d\lambda} \frac{d\lambda}{d\lambda} = R\frac{du}{du} - X\frac{d\lambda}{d\lambda},
\]

(3.1)

where the nodal forces \( R \) and the internal forces \( X \) acting on the slips are identified as

\[
R = \frac{\partial F}{\partial u},
\]

(3.2a)

and

\[
X = -\frac{\partial F}{\partial \lambda}.
\]

(3.2b)

The minus sign is chosen in equation (3.2b) to represent the forces applied by the structure to the slips. Both \( R \) and \( X \) are homogeneous linear functions of \( u \) and \( \lambda \).
Note that since \( \frac{\partial^2 F}{\partial \lambda \partial u} = \frac{\partial^2 F}{\partial u \partial \lambda} \), the nodal and internal forces are

\[
R = Ku + LA
\]

and

\[
X = L^T u + H \lambda ;
\] (3.3)

the expression for strain energy thus becomes

\[
F = \frac{1}{2} u^T K u + \frac{1}{2} u^T L \lambda + \frac{1}{2} \lambda^T L u + \frac{1}{2} \lambda^T H \lambda
\]

\[
= \frac{1}{2} \begin{bmatrix} u \\ \lambda \end{bmatrix}^T \begin{bmatrix} K & L \\ L^T & H \end{bmatrix} \begin{bmatrix} u \\ \lambda \end{bmatrix} \] (3.4)

The rate of change of the internal slip vector is governed by a rigid perfectly plastic relation. The existence of a dissipation function \( D \) which is homogeneous and of degree one in \( \lambda \) is assumed. It is further assumed to be related to the internal force vector as follows:

\[
\dot{X} = \frac{\partial D}{\partial \lambda} .
\] (3.5)

It is assumed that \( D \) is convex, and that \( D \geq 0 \) with \( D = 0 \) if and only if \( \frac{\partial D}{\partial \lambda} = 0 \). It follows that the derivatives of \( D \) are discontinuous at the origin, and that since \( \frac{\partial D}{\partial \lambda} \) is homogeneous and of degree zero in \( \lambda \), derivatives of \( D \) may be discontinuous along lines which are radial in the \( \lambda \) space. This is so because \( D \) will generally be the sum of independent dissipation functions associated with individual components of \( \lambda \), or groups
of components of \( \lambda \). At a point on the surface \( D \), where \( \partial D / \partial \lambda \) is not continuous, equation (3.5) is interpreted as requiring \( X \) to assume some value within the domain bounded by adjacent values of \( \partial D / \partial \lambda \).

Equations (3.3) and (3.5) completely define the mechanical behaviour of the structure. If the external forces at the nodes are defined by \( P \), equilibrium requires that

\[
R = P ,
\]

and that the governing equations can be conveniently written as

\[
K u + L \lambda = P , \tag{3.6a}
\]

\[
L^T u + H \lambda = - \frac{\partial D}{\partial \lambda} . \tag{3.6b}
\]

Equation (3.7a) represents the equilibrium condition of the structure, whereas (3.7b) represents the yield condition.

In elastic-plastic problems, the loading \( P \) is regarded as a function of time and hence

\[
P = P(t) ,
\]

\[
u = \frac{\nu}{P(t)} ,
\]

\[
\lambda = \lambda(t) ,
\]

\[
\dot{\lambda} = \frac{d\lambda}{dt} .
\]

The problems are rate independent, and the parameter \( t \) measures the order of events, rather than real time. Equations (3.7) must hold at each instant of the loading history.
The initial conditions are given by

\[ \begin{align*}
\zeta(0) &= \zeta_0 , \\
u(0) &= \nu_0 , \\
\lambda(0) &= \lambda_0 ,
\end{align*} \]

which could easily be accommodated in the formulation, but will be taken to be zero for the sake of convenience. This is done without loss of generality. These equations describe a broad class of stable, quasi-static, time independent, elastic-plastic problems.

### 3.3 Incremental Elastic-Plastic Solutions

In order to set up a numerical procedure which determines the response of the structure to a certain loading program \( P(t) \), the time as well as the spatial domain is discretised. The time is divided into discrete intervals \( \Delta t \) which are not necessarily equal. We seek to satisfy equations (3.7) only at the end of these intervals. Thus at time \( t_n \), after the passage of \( n \) intervals, the equations (3.7) are written as

\[ \begin{align*}
K u_n + L \lambda_n &= P_n , \\
L^T u_n + H \lambda_n &= - \left[ \frac{\partial D}{\partial \lambda} \right]_{\lambda_n} .
\end{align*} \] 

The only difficulty in this problem is posed by the term on the right hand side of equation (3.10b), which is a function of \( \lambda_n \). This indicates that the only further assumptions that we need to make, relate to the way in which \( \lambda \) varies with time.
Firstly, we note that since $\partial D/\partial \lambda$ is homogeneous and of degree zero in the components of $\lambda$, we are concerned only with the direction of $\lambda$ in the $\lambda$ space, rather than with its magnitude. Secondly, we note that the direction $\lambda(t)$ can be expected to be discontinuous, in as far as yielding or unloading can take place on any slip system at any time in the loading history.

Clearly, in the discretized scheme, $\lambda_n$ must be written in terms of $\lambda_{n-1+i}$ and $\lambda_{n-i}$ where $i = 1, 2, 3, \ldots$. In view of the possible discontinuities in $\lambda(t)$, caution must be exercised in using information at previous time intervals $t_{n-1}, t_{n-2}, \ldots$. The most evident choice is thus one in which $\lambda_n$ is written as terms of $\lambda_n$ and $\lambda_{n-1}$, and the discussion will therefore be limited to this case.

In addition to the decision that $\lambda_n$ depends only on the values $\lambda_n$ and $\lambda_{n-1}$, we need an assumption on the path in $\lambda$ space between $\lambda_{n-1}$ and $\lambda_n$ as shown diagrammatically in Figure 3.1. In many finite element applications it is assumed implicitly that the total strain $\varepsilon$ follows a straight line path from $\varepsilon_{n-1}$ to $\varepsilon_n$; a recent review of some commonly used algorithms has been given by Marques [10]. In general, this implies a relatively complicated path in the $\lambda$ space, and the direction of $\lambda_n$ is effectively taken as tangential to the path at $\lambda_n$. The calculations are carried out in terms of stress $\sigma$ and the total strain $\varepsilon$, frequently using a subincrementation procedure.

A more direct choice would be to adopt a simple backward difference scheme, assuming that $\lambda$ follows a straight line path in the $\lambda$ space between $\lambda_{n-1}$ and $\lambda_n$, as shown by the dotted line in Figure 3.1. This is achieved by putting

$$\lambda_{n-1} = \frac{1}{\Delta t} \left( \lambda_n - \lambda_{n-1} \right) = \frac{\Delta \lambda_n}{\Delta t} \quad (3.11)$$
Because $\partial D/\partial \tilde{\lambda}$ is homogeneous and of degree zero, it is not necessary to distinguish between $\tilde{\lambda}$ and $\Delta \tilde{\lambda}$. We write

$$D = D(\Delta \tilde{\lambda})$$

and this may be interpreted as the dissipated work associated with $\Delta \tilde{\lambda}$.

Equations (3.10) become

$$K u_{\tilde{\lambda}_n} + L \tilde{\lambda}_{\tilde{\lambda}_n} = p_{\tilde{\lambda}_n} \quad \text{(3.12a)}$$

$$L^T u_{\tilde{\lambda}_n} + H \tilde{\lambda}_{\tilde{\lambda}_n} = \left[ \frac{\partial D}{\partial \Delta \tilde{\lambda}} \right]_{\Delta \tilde{\lambda}_{\tilde{\lambda}_n}} \quad \text{(3.12b)}$$

The advantage now is that $X$ can be written as a potential function, which is not necessarily true if $\Delta \tilde{\lambda}$ is based on a straight line path in total strain space. Following the concepts discussed by Ponter and Martin [11] and Carter and Martin [12], the assumption of a straight line path in $\lambda$ space implies that the total strain $\varepsilon$ follows a minimum work path from $\varepsilon_{\tilde{\lambda}_n-1}$ to $\varepsilon_{\tilde{\lambda}_n}$.
3.4 MINIMUM PRINCIPLE FOR THE INCREMENTAL PROBLEM

Equations (3.12) imply a minimum principle for the incremental problem. This will be indicated at this stage without attempting to be rigorous in the argument. Putting

\[ u_n = u_{n-1} + \Delta u_n, \]
\[ \lambda_n = \lambda_{n-1} + \Delta \lambda_n, \]

(3.13)
equations (3.12) can be written in incremental form:

\[ K u_{n-1} + L \Delta \lambda_n = P_{n-1} - K u_{n-1} - L \lambda_{n-1}, \]
\[ L^T \Delta u_n + H \Delta \lambda_n = - L^T u_{n-1} - H \lambda_{n-1}. \]

(3.14a)

(3.14b)

If the solution at \( t_{n-1} \) is exact,

\[ K u_{n-1} + L \lambda_{n-1} = P_{n-1}, \]
\[ L^T u_{n-1} + H \lambda_{n-1} = X_{n-1}. \]

(3.15)

It then follows that equations (3.14) express the condition that the convex function \( U_p(\Delta u_n, \Delta \lambda_n) \) should assume its least value, where

\[ U_p = \frac{1}{2} \begin{bmatrix} \Delta u_{n-1} \\ \Delta \lambda_{n-1} \end{bmatrix}^T \begin{bmatrix} K & L \\ L^T & H \end{bmatrix} \begin{bmatrix} \Delta u_n \\ \Delta \lambda_n \end{bmatrix} + D(\Delta \lambda_n) \]

(3.16)

\[ - \Delta u_{n-1} A - \Delta \lambda_{n-1} X_{n-1}. \]
Note also that if the solution at $t_{n-1}$ is not exact, due to the use of an iterative scheme with some specified tolerance, we may use equations (3.14) directly and define

$$
\hat{U}_p = \mathbf{h} \begin{bmatrix}
\Delta u_{-n} \\ \\ \\ \\
\Delta \lambda _{-n}
\end{bmatrix}^T \begin{bmatrix}
K & L \\
L^T & H
\end{bmatrix} \begin{bmatrix}
\Delta u_{-n} \\ \\ \\ \\
\Delta \lambda _{-n}
\end{bmatrix} + D(\Delta \lambda _{-n}) - D u_{-n}^T (P_n - K \Delta u_{-n-1} - L \Delta \lambda _{-n-1}) \\
+ \Delta \lambda _{-n} (I_n^T u_{-n-1} + H \Delta \lambda _{-n-1})
$$

Equations (3.12) express the condition that $\hat{U}_p$ should take its least value.

Framed in this way, the minimum principle does not limit the choice of the step size in any way. The load may be applied in a single step ($n=1$), in which case $u_{-n-1} = \lambda _{-n-1} = 0$, and the principle reduces to that for the minimum work path deformation theory given by Ponter and Martin [11]. As the number of steps over which a given load $P$ is applied is increased, the sequence of solutions at $t_1$, $t_2$, ..., will converge towards the continuous analytical solution.

3.5 Numerical Algorithms for the Incremental Problem

Solution strategies for equations (3.14), or minimisation of the functions given in equations (3.16) and (3.17) can be based on what have been referred to as heuristic Newton-Raphson iterative approaches [5]. In such iterative approaches we seek algorithms which permit us to replace estimates $\Delta u_{-n}$, $\Delta \lambda _{-n}$ by improved estimates $\Delta u_{-n}^{i+1}$, $\Delta \lambda _{-n}^{i+1}$. One strategy is to iterate between equations (3.14a) and (3.14b), using one equation to improve $\Delta u_{-n}$ and the other to improve $\Delta \lambda _{-n}$. This follows the general thrust of the algorithms which are in common use in elastic-plastic finite element analysis [1-3]. We show how this strategy can be evaluated in terms of the minimisation of $\hat{U}_p$ in
equation (3.17). We assume that we have estimates $\Delta u_{-n}^i$, $\Delta \lambda_{-n}^i$ which satisfy equation (3.14), so that

$$\begin{align*}
L^T \Delta u_{-n}^i + H \Delta \lambda_{-n}^i + \left[ \frac{\partial D}{\partial \Delta \lambda} \right] \Delta \lambda_{-n}^i &= -L^T u_{-n-1}^i - H \lambda_{-n-1}^i .
\end{align*}$$

(3.18)

Put

$$\begin{align*}
\Delta u_{-n}^{i+1} &= \Delta u_{-n}^i + \dot{\Delta} u,
\end{align*}$$

(3.19a)

and

$$\begin{align*}
\Delta \lambda_{-n}^{i+1} &= \Delta \lambda_{-n}^i + \dot{\Delta} \lambda .
\end{align*}$$

(3.19b)

Substituting equations (3.19a) and (3.19b) into equation (3.14a), we find that

$$\begin{align*}
k \dot{\Delta} u + L \dot{\Delta} \lambda &= p_n - K(u_{-n-1}^i + \Delta u_{-n}^i) - L(\lambda_{-n-1}^i + \Delta \lambda_{-n}^i).
\end{align*}$$

(3.20)

We write equation (3.14b) without updating the $(\partial D/\partial \Delta \lambda)$ term as

$$\begin{align*}
L^T \Delta u_{-n}^{i+1} + H \Delta \lambda_{-n}^{i+1} + \left[ \frac{\partial D}{\partial \Delta \lambda} \right] \Delta \lambda_{-n}^{i+1} &= -L^T u_{-n-1}^i - H \lambda_{-n-1}^i .
\end{align*}$$

(3.21)

On substituting from equations (3.18) and (3.19), this becomes

$$\begin{align*}
L^T \dot{\Delta} u + H \dot{\Delta} \lambda &= 0 .
\end{align*}$$

(3.22)

We eliminate $\dot{\Delta} \lambda$ from equations (3.20) and (3.22) : note that $\dot{\Delta} \lambda$ will be non-zero only at integration points where the material is at yield and where it can be expected from the previous iteration to be yielding. We set $\dot{\Delta} \lambda = 0$ at other integration points, and introduce $\dot{L}$, $\dot{H}$ as matrices which contain only those parts of $L$, $H$ which refer to the integration points where yield is expected. Elimination of $\dot{\Delta} \lambda$ from equations (3.20) and (3.22) leads to
\[(K - L H^{-1} L^T) \Delta u = K_T \Delta u = R_i \quad (3.23)\]

where

\[R_i = P_n - K(\lambda_{n-1} + \Delta \lambda_{i}) - L(\lambda_{n-1} + \Delta \lambda_{i}) \quad (3.24)\]

is the residual force vector and \(K_T\) is the tangent stiffness matrix.

Equation (3.23) is solved for \(\Delta u\) and the revised estimate for the internal variable increment is obtained from equation (3.14b); \(\Delta \lambda_{i+1}^{n}\) satisfies the equation

\[L^T \Delta u_{i+1}^{n-1} + H \Delta \lambda_{i+1}^{n-1} + \left[ \frac{\partial D}{\partial \Delta \lambda} \right] \Delta \lambda_{i+1}^{n} = -L^T \lambda_{n-1}^{n-1} - H \lambda_{n-1}^{n-1} \quad (3.25)\]

We now have "improved" estimates \(\Delta u_{i+1}^{n}, \Delta \lambda_{i+1}^{n}\). The iteration is started with the assumption that both \(\Delta u_{i}^{0}\) and \(\Delta \lambda_{i}^{0}\) are zero, and proceeds until a tolerance on some norm or norms of \(R_i\) and \(\Delta u_{i}^{1}\) is satisfied.

Assessment of whether the revised estimates provided by the iteration loop are indeed improvements should be based on whether the value of \(U_p\) in equation (3.17) is decreased in the step. We thus consider

\[I = U_p(\Delta u_{i+1}^{n}, \Delta \lambda_{i+1}^{n}) - U_p(\Delta u_{i}^{n}, \Delta \lambda_{i}^{n}) \quad (3.26)\]
It follows from equation (3.17) that

\[
I = \mu \left( \begin{array}{c} \Delta u^i + 1 \\ \Delta \lambda^i + 1 \\ \Delta \lambda^i + 1 
\end{array} \right) \right) \left[ \begin{array}{ccc} K & L \\ L^T & H 
\end{array} \right] \left( \begin{array}{c} \Delta u^i + 1 \\ \Delta \lambda^i + 1 
\end{array} \right)
\]

\[
- \mu \left( \begin{array}{c} \Delta u^i \\ \Delta \lambda^i \\ \Delta \lambda^i 
\end{array} \right) \right) \left[ \begin{array}{ccc} K & L \\ L^T & H 
\end{array} \right] \left( \begin{array}{c} \Delta u^i \\ \Delta \lambda^i 
\end{array} \right)
\]

\[
+ D(\Delta \lambda^i + 1) - D(\Delta \lambda^i)
\]

\[
- \Delta u^T (P - K u_{n-1} - L \lambda_{n-1}) + \Delta \lambda^T (L^T u_{n-1} - H \lambda_{n-1})
\]  

(3.27)

With some straightforward manipulation we can rewrite equation (3.27) in the form

\[
I = I_1 + I_2 + I_3
\]  

(3.28a)

where

\[
I_1 = - \mu \left( \begin{array}{c} \hat{\Delta} u \\ \hat{\Delta} \lambda 
\end{array} \right) \right) \left[ \begin{array}{ccc} K & L \\ L^T & H 
\end{array} \right] \left( \begin{array}{c} \hat{\Delta} u \\ \hat{\Delta} \lambda 
\end{array} \right)
\]  

(3.28b)

\[
I_2 = - \Delta u^T R^i + 1
\]  

(3.28c)

\[
I_3 = - D(\Delta \lambda^i + 1) + D(\Delta \lambda^i + 1) + (\Delta \lambda^i - \Delta \lambda^i + 1) T x^i + 1
\]  

(3.28d)
and where

\[ R^{i+1} = \frac{p}{\mu} - K\left( u_{n-1} + \Delta u_n^{i+1} \right) - L\left( \lambda_{n-1} + \Delta \lambda_n^{i+1} \right), \quad (3.28e) \]

\[ X^{i+1} = L^T\left( u_{n-1} + \Delta u_n^{i+1} \right) + H\left( \lambda_{n-1} + \Delta \lambda_n^{i+1} \right). \quad (3.28f) \]

The terms \( I_1 \) and \( I_3 \) are negative definite and non-positive respectively, from the convexity of the strain energy \( F \) and the dissipation function \( D \). The sign of \( I_2 \) however, could be either positive or negative. Clearly, if

\[ \Delta u^T R^{i+1} > 0, \]

we have a sufficient condition that \( U \) decreases in the iteration. The sign of \( I_2 \) will depend on the calculation of \( K_T \). The predictor step (equation 3.23) is often replaced by a modified Newton-Raphson procedure involving less frequent updates of \( K_T \), or by matrix updating techniques. The condition given in equation (3.29) can potentially provide a test for the appropriateness of the choice \( K_T \) in a particular iteration, permitting the iteration to be scrapped and redone if the sign constraint is not met. The procedure described above is not identical to that used in conventional finite element codes. Nevertheless, the general thrust remains the same, and it would appear that the general class of Newton-Raphson methods follow the requirements of the solution of a mathematical programming problem quite closely.

3.6 PLASTIC CONSTITUTIVE EQUATIONS

At this point it is necessary for us to take a closer look at the material behaviour. The internal variable framework adopted in this Chapter makes it possible to represent conventional perfect plasticity, kinematic and isotropic hardening, as well as simple combinations of these without
difficulty. Uniaxial models for these cases are discussed by Martin [13]. Multiaxial constitutive equations can be generated through piecewise linear yield surfaces, or more directly through appropriate forms of the free energy and dissipation functions.

The global dissipation function $D$ will in general be the sum of dissipation functions associated with elements, or with integration points within elements. The local dissipation functions will each be convex functions of degree one in the local components of $\dot{\lambda}$. The convexity permits us to define convex yield functions on the local and global level. On the global level we introduce the yield function $\phi(X)$. The forces $\mathbf{X}$ acting on the slips are restricted by the condition that

$$\phi(X) \leq 0 \quad (3.30)$$

Equation (3.5) can be written as

$$\partial \tilde{\lambda}^T \mathbf{X} = \partial D$$

and noting that

$$\partial \tilde{\lambda}^T \mathbf{X} = \partial \tilde{\lambda}^T \mathbf{X} + \partial \tilde{\lambda}^T \mathbf{X} - \partial D$$

$$= \partial (\mathbf{X}^T \tilde{\lambda} - D) = \partial \psi$$

with $\psi = \Lambda \cdot \phi(X)$ and $\Lambda$ being a scalar multiplier we obtain the equation

$$\tilde{\lambda} = \Lambda \frac{\partial \phi}{\partial X} \quad (3.31a)$$

with

$$\Lambda \geq 0 \text{ if } \phi(X) = 0 \quad (3.31b)$$

$$\Lambda \neq 0 \text{ if } \phi(X) < 0$$
As a result of the convexity of $D$, the principle of maximum plastic work holds in its conventional form. If the relationship between $\lambda$ and $\lambda$ are given by equation (3.5) or (3.31), and $\lambda^*$ is a set of slip forces such that $\phi(\lambda^*) \leq 0$, then

$$\lambda^T(\lambda - \lambda^*) \geq 0$$

Figure 3.2: Principle of maximum plastic work.

3.7 INCREMENTAL ANALYSIS WITH A VON MISES YIELD CONDITION

In order to gain insight into how the method relates to multiaxial constitutive equations, we will consider a von Mises yield condition. Let us assume that we have an elastic, perfectly plastic material. The strain tensor $\varepsilon_{ij}$ is divided into its hydrostatic and deviator components, $\varepsilon_{kk}$ and $\varepsilon_{ij}$ respectively, where

$$\varepsilon_{ij} = \varepsilon_{ij} + \frac{1}{3} \varepsilon_{kk} \delta_{ij}$$ 

(3.32a)
The stress tensor $\sigma_{ij}$ is similarly divided into its hydrostatic and deviator parts, $\sigma_{kk}$ and $s_{ij}$, with

$$\sigma_{ij} = s_{ij} + \frac{1}{3} \sigma_{kk} \delta_{ij} \quad (3.32b)$$

Plastic behaviour is confined to the deviator part of the strain which can further be split up into elastic and plastic components as

$$e_{ij} = e_{ij}^e + e_{ij}^p$$

The $e_{ij}^p$ term is equivalent to the internal variable $\lambda$. The volumetric behaviour is always elastic and is governed by

$$\sigma_{kk} = 3K \varepsilon_{kk} \quad (3.33)$$

where $K$ is the bulk modulus.

The von Mises yield condition is given by

$$\phi = \sqrt{3} \, s_{ij} \, s_{ij} - k^2 \quad (3.34)$$

and since we can write

$$s_{ij} = 2G(e_{ij} - e_{ij}^p) \quad (3.35)$$

where $G$ is the shear modulus, the yield condition can also be written as

$$\phi = 2G^2(e_{ij} - e_{ij}^p)(e_{ij} - e_{ij}^p) - k^2 \quad (3.36)$$
In a generic problem the strain deviator changes over a load increment from a value \( e_{ij}^{n-1} \) to a value \( e_{ij}^n \). The deviator strain increment is \( \Delta e_{ij}^n \) where

\[
\Delta e_{ij}^n = e_{ij}^n - e_{ij}^{n-1}.
\]  

We assume that the plastic strain at the beginning and end of the increment is given by \( e_{ij}^{p(n-1)} \) and \( e_{ij}^{pn} \) respectively, and that the plastic strain increment \( \Delta e_{ij}^{pn} \) is

\[
\Delta e_{ij}^{pn} = e_{ij}^{pn} - e_{ij}^{p(n-1)}.
\]  

Fig. 3.3 shows diagrammatically the yield condition at the beginning of the load increment. In strain space the yield condition is a hypersphere with its centre at \( e_{ij}^{p(n-1)} \). The current strain is indicated, and

\[
s_{ij}^{n-1} = 2G(e_{ij}^{n-1} - e_{ij}^{p(n-1)})
\]  

It is clear that \( \phi(s_{ij}^{n-1}) \leq 0 \).
Also indicated in Fig. 3.3 are the deviator strain increment $\Delta e_{ij}$ and the plastic strain increment $\Delta e_{ij}^p$ which follows a straight line path in deviator strain space. For a perfectly plastic material, the deviator strain change $\Delta e_{ij}$ can be divided into two sequential parts: an elastic change $\Delta e_{ij}^e$ given by

$$\Delta e_{ij}^e = \frac{1}{2G} \Delta s_{ij} = \frac{1}{2G} (s_{ij}^n - s_{ij}^{n-1})$$

and a plastic change $\Delta e_{ij}^p$ which takes place at a constant deviator stress $s_{ij}^n$. This is essentially the method commonly known as the radial return algorithm, and the strain path between $e_{ij}^{n-1}$ and $e_{ij}^n$ is a minimum work path (i.e. the incremental work density)

$$dW = \int_{e_{ij}^{n-1}}^{e_{ij}^n} s_{ij} \, de_{ij}$$

takes its least value.

The constitutive relations follow directly from geometric considerations. Let us define

$$e^* = (\frac{1}{2G(e_{ij}^n - e_{ij}^p(n-1))(e_{ij}^n - e_{ij}^p(n-1))^{\frac{1}{2}}}$$

then we will have either

$$s_{ij}^n = 2G(e_{ij}^n - e_{ij}^p(n-1))$$

$$\Delta e_{ij}^p = 0 \quad \text{for} \quad e^* \leq \frac{k}{2G}$$
These relations are supplemented by the volumetric relations of equation (3.33), which we now write in the form

\[ \sigma_{kk}^n = 3K \epsilon_{kk}^n \]

and hence

\[ \sigma_{ij}^n = s_{ij}^n + \frac{1}{3} \sigma_{kk}^n \delta_{ij} \]

As mentioned earlier, the internal slips \( \lambda \) are simply the plastic strain tensor \( e^p_{ij} \) written in vector form. Similarly, the internal forces \( \lambda \) acting on the slips are the deviator stresses \( s_{ij} \). For the meaning of the matrices \( K \), \( L \), and \( H \) we need to refer to the equations (3.10) and (2.3) and see that the contribution from each integration point to these is respectively, \([B]^T[D][B]\), \(-[B]^T[D]\), and \([D]\). The dissipation function \( D(\Delta e^p_{ij}) \) can be obtained from equations (3.5), (3.31), and (3.36) and is

\[ D(\Delta e^p_{ij}) = k \sqrt{2 \Delta e^p_{ij} \Delta e^p_{ij}} \]

Note that the tensors \( e_{ij} \) and \( s_{ij} \) may also be written in vector form as \( e \) and \( s \) respectively. Using this notation the incremental problem described by equation (3.14) can be rewritten as:

\[ s^n_{ij} = \left( \frac{k}{2Ge} \right) 2G(e^n_{ij} - e^{p(n-1)}_{ij}) \]

\[ \Delta e^{pn}_{ij} = \left( 1 - \frac{k}{2Ge} \right) (e^n_{ij} - e^{p(n-1)}_{ij}) \text{ for } e^* > \frac{k}{2G} \] (3.43b)
3.8 EVALUATION OF PREDICTORS

In this section we wish to investigate certain aspects of four different predictors in the Newton-Raphson procedure described earlier. We are concerned mainly with the term $I_2 = -\Delta u_i R_{i+1}$ for evaluating the performance of each predictor. In every case, for the first iteration $i = 1$ of an increment $n$, the elastic stiffness will be used. We write

$$e^{*}(i) = (h (e_{ij}^{n(i)} - e_{ij}^{p(n-1)})(e_{ij}^{n(i)} - e_{ij}^{p(n-1)})^{1/2},$$

and hence we define

$$A^{(i)} = \frac{k}{2Ge^{*}(i)}.$$  \hspace{1cm} (3.48)

Equation (3.43b) can now be rewritten as

$$s_{ij}^{n(i)} = A^{(i)} 2G(e_{ij}^{n(i)} - e_{ij}^{p(n-1)})$$  \hspace{1cm} (3.49a)

$$\Delta e_{ij}^{p(n)} = (1 - A^{(i)})(e_{ij}^{p(i)} - e_{ij}^{p(n-1)})$$  \hspace{1cm} (3.49b)

We also define the strain displacement matrices $B^D$ and $B^V$ as

$$e = B^D u$$  \hspace{1cm} (3.50a)

and

$$\epsilon = B^V u.$$  \hspace{1cm} (3.50b)
We note that

\[ K = B^T D B = B^D D B^D + V^T D V \]  

(3.51)

The change in plastic strain within each iteration is

\[ \Delta e_p = \Delta e_{p(i+1)} - \Delta e_{p(i)} \]  

(3.52)

\[ = (1 - A^{(i+1)}) B^D \Delta u + (A^{(i)} - A^{(i+1)}) (B^D u^{(i)} - e_p^{(n-1)}) \]

\[ = (1 - A^{(i)}) B^D \Delta u + (A^{(i)} - A^{(i+1)}) (B^D u^{(i+1)} - e_p^{(n-1)}) \]

and these relations are independent of the predictor used.

Figure 3.4: Typical strain quantities for two successive iterations.

The terms of equation (3.52), geometrically represented in deviator strain space, are shown in Fig. 3.4.
Consider the arbitrary predictor $\hat{K}$, and let the displacement increment for the iteration be related to the residual at the end of the previous iteration by

$$K^* \Delta u = R^i.$$  \hfill (3.53)

It follows from equation (3.24) that

$$R^{i+1} = R^i - K \Delta u - L \hat{\Delta e}^p.$$  \hfill (3.54)

and by substituting in equation (3.53),

$$R^{i+1} = (K^* - K) \Delta u - L \hat{\Delta e}^p.$$  \hfill (3.55)

The above relations are diagramatically presented in Fig. 3.5.

![Figure 3.5: Load vs displacement for a typical iteration.](image)

We will now discuss various predictors. In each case, the predictor at the beginning of the first iteration will be the elastic predictor $K$. For the
second and third iterations \( K^* \) may depend on the stress or strain state at the end of the previous iteration. The tangent stiffness as described in equation (3.23) will not be considered here.

3.8.1 The Elastic Stiffness Predictor (Initial Stiffness Method)

For this method we set \( K^* = K \). It follows that

\[
R^{i+1} = (- L \Delta \varepsilon^p), \tag{3.56}
\]

and equation (3.23) becomes

\[
I_2 = - \Delta u^T R^{i+1} = \Delta u^T (L \Delta \varepsilon^p), \tag{3.57}
\]

which in expanded form is

\[
I_2 = \Delta u^T B^T D \left[ (1 - A(i+1)) B \Delta u + (A(i) - A(i+1)) (B u^i - \varepsilon^p(n-1)) \right] \tag{3.58a}
\]

\[
= \Delta u^T B^T D \left[ (1 - A(i)) B \Delta u + (A(i) - A(i+1)) (B u^i+1 - \varepsilon^p(n-1)) \right]. \tag{3.58b}
\]

When referring to Fig. 3.4 in conjunction with equations (3.58), it becomes obvious that

\[
I_2 < 0
\]

irrespective of the sign of

\[
(A(i+1) - A(i)).
\]

It therefore follows from the argument presented in section (3.5) that by means of an elastic predictor one is guaranteed of improving the estimate of \( \hat{U}^p \) in each iteration. A typical sequence of solutions is shown in Fig. 3.6.
The Secant Stiffness Predictor

Under this heading we wish to discuss two separate secant predictors.

3.8.2.1 The "Total" Secant Stiffness

For a problem with a single load increment this method corresponds to the direct iteration method [2]. The predictor is obtained by multiplying the shear modulus $G$ at each integration point by the value $A^{(i)}$ from the previous iteration. We therefore set

$$K^* = A^{(i)} B^T D B D + B^T V D B V,$$  \hspace{1cm} (3.59)

and equation (3.55) becomes

$$R_{i+1} = \left[-(1 - A^{(i)}) B^T D B D + (1 - A^{(i)}) B^T D B D \right] \Delta u$$
$$+ (A^{(i)} - A^{(i+1)}) B^T D \left( B^T u_{i+1} - \hat{p}(n-1) \right),$$

$$= (A^{(i)} - A^{(i+1)}) B^T D \left( B^T u_{i+1} - \hat{p}(n-1) \right).$$  \hspace{1cm} (3.60)
The result of substituting equation (3.60) into equation (3.23) is:

\[ I_2 = - \Delta u^T B^T \left( A(i) - A(i+1) \right) D \left( B^T u_{i+1} - \hat{e}^p(n-1) \right), \quad (3.61) \]

and it becomes evident from Fig. 3.4 that when

\[ (A(i) - A(i+1)) > 0 , \]

\[ I_2 \] is negative for all values of \( \Delta e^p \). However, when

\[ (A(i+1) - A(i)) > 0 , \]

\[ I_2 \] is negative only if the condition that the line between \( e^p(i) \) and \( e^p(i+1) \) does not cross the surface of radius \( \frac{k}{2G_{A(i+1)}} \), holds. It is required that this condition be satisfied at each integration point.

![Diagram](image)

a) convergent  

b) possibly divergent

**Figure 3.7**: The "total" secant stiffness.

A global condition for the negativity of \( I_2 \) is that if stiffening occurs in a structure, the degree of this stiffening remains below the calculated secant stiffness. This statement can be appreciated by referring to Fig. 3.7(b).
3.8.2.2 The "Incremental" Secant Stiffness

In this case, the predictor is calculated by replacing $2G \delta_{ij} \delta_{kl}$ by $2G \left( \frac{\Delta s_{ij}}{\Delta s_{kl}} \right)$ in the construction of the $D$ matrix.

For this predictor it is not possible to set up conditions for which contributions to $I_2$ from the individual integration points will be negative. It is evident from Fig. 3.8(b) however, that $I_2$ may well be non-negative if stiffening of the structure occurs within a time increment.

3.8.3 The "Consistent" Tangent Stiffness Predictor

In order to develop this predictor we refer to equations (3.18) and (3.21). Instead of writing equations (3.21) without updating the term, we write it in its updated form.
By subtracting equation (3.18) from (3.62) we obtain

\[
\begin{align*}
L^T \Delta u_{n+1} + H \Delta e^P_{(i+1)} + \begin{bmatrix} \frac{\partial D}{\partial \Delta e^P} \end{bmatrix}_{\Delta e^P(i+1)} &= - L^T u_{n-1} - H e^P_{(n-1)}.
\end{align*}
\]  

(3.62)

and hence equation (3.62) becomes

\[
\begin{align*}
L^T \Delta u + \Delta e^P &= - \Delta e^P \frac{\partial}{\partial \Delta e^P} \begin{bmatrix} \frac{\partial D}{\partial \Delta e^P} \end{bmatrix}_{\Delta e^P(i)} - O[\Delta \Delta e^P]^2.
\end{align*}
\]  

(3.65)

Neglecting the terms \(O[\Delta \Delta e^P]^2\), the change in plastic strains is

\[
\Delta e^P = \left[ H + \Delta e^P \frac{\partial}{\partial \Delta e^P} \begin{bmatrix} \frac{\partial D}{\partial \Delta e^P} \end{bmatrix}_{\Delta e^P(i)} \right]^{-1} L^T \Delta u.
\]  

(3.66)
Substituting equation (3.66) into equation (3.20) results in

\[
\left\{ K - L \left[ \begin{array}{c} \mathbf{H} + \frac{\partial}{\partial \Delta \mathbf{P}} \left[ \frac{\partial \mathbf{D}}{\partial \Delta \mathbf{P}} \right] \end{array} \right] \right\}^{-1} \Delta \mathbf{u} = \mathbf{R}^t.
\]

(3.67)

The carets indicate contributions from integration points where it is expected from the previous iteration that yield will occur. This matrix can easily be evaluated.

![Diagram](image)

(a) Convergent  
(b) Possibly divergent

**Figure 3.9**: The "Consistent" Tangent Predictor.

As in the case of the "incremental" secant predictor, the "consistent" tangent predictor will be used essentially for comparative purposes at this stage. It is evident from Fig. 3.9b that $I_2$ may be non-negative if stiffening of the structure occurs within a time increment.
3.8.4 \textbf{NUMERICAL EXAMPLE}

The above predictors have all been implemented in NOSTRUM [14], a general purpose finite element package for solving plane and axisymmetric problems. For the purpose of comparing convergence characteristics of the predictors described, we shall consider a simple example.

3.8.4.1 \textbf{Thin plate made up of two materials} The structure used for this illustration is depicted by Fig. 3.10. The inner core consists of an elastic, perfectly plastic material with a von Mises yield criterion, whereas the outer material is elastic. The material constants used for the problem are Young's modulus $E = 1.0$, Poisson's ratio $\nu = 0.3$, and the uniaxial yield stress $\sigma_y = 10.0$. The thickness of the plate is 0.1, and due to the symmetry of the problem only a quarter of the structure needs to be considered.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{diagram.png}
\caption{Thin Plate with two materials.}
\end{figure}

The loads are applied in such a way that the initial yielding is uniaxial. These are then varied so that the stress point moves around the yield surface.
Fig. 3.11a and Fig 3.11b respectively, show the finite element model used in this example and the applied load path.

Four noded plane stress elements are used with 2 X 2 Gaussian integration. The resulting stresses at integration point 1 (Fig 3.11a) are shown in Fig 3.12.
These are superimposed on the locus of points given by the von Mises yield condition in plane stress space

\[
\phi = \sigma_{11}^2 - \sigma_{11}\sigma_{22} + \sigma_{22}^2 + 3\sigma_{12}^2 - \sigma_y^2 = 0
\] (3.68)

with \(\sigma_{12} = 0\). The calculated values of \(\sigma_{12}\) are not precisely zero, but the differences are so small that the points all appear to be on this yield surface.

![Stress History](image)

**Figure 3.12:** Stress history.

The results obtained with all four predictors are almost identical; what does however vary is the number of iterations required to reach convergence. The value of \(I_2\) and the convergence ratio (C.R.) at each iteration of the eighth
time increment (i.e. where $P_x$ changes from 12.8 to 12.3 and $P_y$ changes from 9.0 to 10.0) are tabulated below. The convergence ratio referred to is the ratio of the norm of the out of balance forces (residual forces) to the norm of the applied loads [3], and is given by

$$TOL = \frac{R^{i+1}}{R^i}$$

(3.69)

<table>
<thead>
<tr>
<th></th>
<th>Elastic</th>
<th>Total Secant</th>
<th>Incremental Secant</th>
<th>Consistent Tangent</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_2$</td>
<td>C.R.</td>
<td>$I_2$</td>
<td>C.R.</td>
<td>$I_2$</td>
</tr>
<tr>
<td>1</td>
<td>-0.00190</td>
<td>0.379</td>
<td>-0.00190</td>
<td>0.379</td>
</tr>
<tr>
<td>2</td>
<td>-0.00038</td>
<td>0.264</td>
<td>-0.00038</td>
<td>0.263</td>
</tr>
<tr>
<td>3</td>
<td>-0.00020</td>
<td>0.191</td>
<td>-0.00020</td>
<td>0.191</td>
</tr>
<tr>
<td>4</td>
<td>-0.00010</td>
<td>0.139</td>
<td>-0.00010</td>
<td>0.138</td>
</tr>
<tr>
<td>5</td>
<td>-0.00006</td>
<td>0.101</td>
<td>-0.00005</td>
<td>0.100</td>
</tr>
<tr>
<td>6</td>
<td>-0.00002</td>
<td>0.074</td>
<td>-0.00003</td>
<td>0.072</td>
</tr>
<tr>
<td>7</td>
<td>-0.00002</td>
<td>0.053</td>
<td>-0.00001</td>
<td>0.052</td>
</tr>
<tr>
<td>8</td>
<td>-0.00001</td>
<td>0.039</td>
<td>-0.00001</td>
<td>0.038</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0.028</td>
<td>0</td>
<td>0.027</td>
</tr>
</tbody>
</table>

Table 3.1: Values of $I_2$ and the convergence ratio for different predictors.
## Table 3.2: Values of $I_1$ and $I$ for the different predictors.

<table>
<thead>
<tr>
<th></th>
<th>Elastic</th>
<th>Total Secant</th>
<th>Incremental Secant</th>
<th>Consistent Tangent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.30862</td>
<td>-0.31052</td>
<td>-0.30862</td>
<td>-0.30861</td>
</tr>
<tr>
<td>2</td>
<td>-0.00009</td>
<td>-0.00047</td>
<td>-0.00009</td>
<td>-0.00041</td>
</tr>
<tr>
<td>3</td>
<td>-0.00004</td>
<td>-0.00024</td>
<td>-0.00004</td>
<td>-0.00024</td>
</tr>
<tr>
<td>4</td>
<td>-0.00002</td>
<td>-0.00012</td>
<td>-0.00002</td>
<td>-0.00012</td>
</tr>
<tr>
<td>5</td>
<td>-0.00001</td>
<td>-0.00007</td>
<td>-0.00001</td>
<td>-0.00007</td>
</tr>
<tr>
<td>6</td>
<td>-0.00001</td>
<td>-0.00003</td>
<td>-0.00001</td>
<td>-0.00004</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>-0.00002</td>
<td>0</td>
<td>-0.00002</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>-0.00001</td>
<td>0</td>
<td>-0.00001</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>-0.00001</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

$\Sigma I = -0.31149$  $\Sigma I = -0.31149$  $\Sigma I = -0.31149$  $\Sigma I = -0.31149$

These results tabulated above show that the value of $I_2$ is generally negative. It is not evident from these tables that there is any difference between the results of the elastic predictor and the total secant predictor. This however,
is not normally the case and in general the number of iterations required to reach convergence is about 20% more when using an elastic predictor. Note that the total improvement (i.e. $\Sigma I$) is the same for all four the predictors. This is to be expected since the same functional is essentially being minimised in each case.

3.9 CONCLUSION

In this Chapter we have discussed the application of mathematical programming techniques to incremental elastic-plastic analysis. We have considered four different Newton-Raphson predictors in order to gain insight into the performance of these with respect to the convergence and the minimisation of the potential energy.

It is clear that when the elastic predictor is used throughout a time step, the algorithm is guaranteed to converge onto an existing solution. For the global secant predictor we have only managed to show conditional convergence at the integration point level, but in the following Chapter we will show that the convergence is unconditional.

For the "incremental" secant and the "consistent" tangent predictors we cannot show that the algorithms will converge. It does however appear that convergence is guaranteed if there is no local stiffening of the structure within an increment. These methods are more efficient, and the "consistent" predictor method in particular, yields a quadratic rate of convergence.
CHAPTER 4

THE SECANT APPROXIMATION FOR HOLONOMIC ELASTIC-PLASTIC INCREMENTAL ANALYSIS

4.1 INTRODUCTION

In this Chapter our objective is to develop an algorithm for the numerical solution of static incremental problems for elastic, perfectly plastic materials with a von Mises yield condition. The algorithm iterates on the secant shear modulus, and at the end of each iteration equilibrium is satisfied, but the yield condition may be violated. The algorithm is closely related to the Newton-Raphson method with the "total" secant predictor; this relationship will be shown.

It is assumed that the strain follows a minimum work path which can be associated with a potential function. In the previous Chapter it was assumed that the internal variable followed a straight line path which is, by implication, a minimum work path in internal variable space. Another important feature of the algorithm is that it is guaranteed to converge, and proof of this will be given. The algorithm is also extended to include both linear isotropic and linear kinematic hardening. A potential function for the Drucker-Prager yield condition is set up, and proof of the convergence for the resulting algorithm is presented.

Although the algorithm may not be very efficient, it does have several advantages which may make it attractive as a means of finding comparison solutions for general purpose packages. Convergence does not depend on the
size of load increment, or on the degree of unloading which takes place. The algorithm can easily be implemented in a program capable of performing elastic analyses with arbitrarily imposed inelastic strains.

4.2 CONSTITUTIVE MODEL FOR THE ELASTIC, PERFECTLY PLASTIC VON MISES MATERIAL

We will consider the constitutive relations developed in Section 3.7. It is assumed that the strain follows a minimum work path in strain deviator space, and can thus be associated with a potential function. This is evident from the fact that equations (3.43) can be written in the form

\[ s_{ij} = \frac{\partial w^*}{\partial e_{ij}^n} \]

where

\[ w^* = G(e_{ij}^n - e_{ij}^p(n-1))(e_{ij}^n - e_{ij}^p(n-1)) \]

for \( e^* \leq \frac{k}{2G} \)

\[ w^* = 2k \left( e_{ij}^n - e_{ij}^p(n-1)(e_{ij}^n - e_{ij}^p(n-1)) \right) + \frac{k^2}{2G} \]

for \( e^* > \frac{k}{2G} \)

A question concerning the convergence of a sequence of minimum work paths onto a continuous solution now arises. Let us consider a strain history \( \epsilon_{ij}(t) \), \( 0 \leq t \leq T \). If we were to solve the rate equations for the perfectly plastic material exactly, we would compute the associated stress history \( \sigma_{ij}(t) \) and the plastic strain history \( e_{ij}^p(t) \). We may subdivide the time interval into \( m \) steps as shown in Fig. 4.1 below, and compute the stress and plastic strain at the end of each increment by means of equations (3.43) - (3.45). It becomes clear that as \( m \to \infty \), the sequence of stress and plastic strain computed will converge onto \( \sigma_{ij}(t) \) and \( e_{ij}^p(t) \).
4.3 MINIMUM PRINCIPLE FOR THE INCREMENTAL PROBLEM

We will formulate the incremental problem in continuum terms. Let us consider a body of volume \( V \) and surface \( S \) and assume, for the sake of simplicity, that the displacements are zero on part of the surface \( S_u \). The body is subjected to a history of surface tractions \( T_i(x_i, t), 0 \leq t \leq T \), on the remainder of the surface \( S_T \). The material is assumed to be elastic, perfectly plastic with a von Mises yield condition. Our aim is to compute the history of displacements \( u_i(x_i, t) \), stresses \( \sigma_{ij}(x_i, t) \), and strains \( \varepsilon_{ij}(x_i, t) \). The problem is taken to be static and hence independent of time. The parameter \( t \) simply measures the order of events.

We treat the problem as incremental and divide the interval \([0, T]\) into \( m \) sub-intervals. The \( n \)-th interval extends from \( t_{n-1} \) to \( t_n \) and the tractions change from \( T_i^{n-1}(x_i) \) to \( T_i^n(x_i) \). We assume that the solution is known at \( t_{n-1} \) so that \( u_i^{n-1}(x_i) \), \( T_i^{n-1}(x_i) \), \( \sigma_{ij}^{n-1}(x_i) \), \( \varepsilon_{ij}^{n-1}(x_i) \), and \( \varepsilon_{ij}^{p(n-1)}(x_i) \) are given. The solution at \( t_n \) is denoted by \( u_i^n(x_i) \), \( \sigma_{ij}^n(x_i) \), and \( \varepsilon_{ij}^n(x_i) \). The plastic strain increment \( \Delta \varepsilon_{ij}^p(x_i) \) must also be computed in order to update \( \varepsilon_{ij}^{p(n-1)}(x_i) \) for the next increment. The constitutive relations which govern at time \( t_n \) are given by equations (3.43) - (3.45). The equilibrium and compatibility equations which must be satisfied at \( t_n \) are

Figure 4.1: Piecewise approximation to a continuous strain path.
where \( \nu_i \) is the outward normal vector on \( S \). In the case where \( m = 1 \) this problem becomes the classical deformation theory problem. The more general case where \( m > 1 \) leads to a generic problem in each increment which has the same characteristics as the deformation theory problem. It is effectively equivalent to a problem of nonlinear elasticity, the solution of which can be written in terms of a minimum principle. The solution is given by the least value of

\[
U^* = \int \mathcal{W}(\varepsilon_{ij}^n) \, dV - \int_{S_T} T^n u^n_{ij} \, dS \tag{4.3}
\]

subject to equation (4.2c) and the condition that \( u^n_{ij} = 0 \) on \( S_u \). The strain energy function \( \mathcal{W} \) consists of a volumetric component

\[
\mathcal{W}^V = \frac{1}{2} K \varepsilon_{kk}^n \tag{4.4}
\]

and the deviatoric component \( \mathcal{W}^* \) (given in equation (4.1)). These components are related by the expression

\[
\mathcal{W} = \mathcal{W}^V + \mathcal{W}^* \tag{4.5}
\]
It is evident that $W$, and hence $U^*$ is convex and the condition that $\delta U^* = 0$ (i.e. $U^*_{\text{min}}$) yields equations (4.2a) and (4.2b). This general formulation does not place any restrictions upon the spatial variation of the potential function $W^*$.

4.4 SECANT ALGORITHM AND PROOF OF CONVERGENCE.

We propose an iterative solution algorithm as a sequence of approximations to the deviatoric potential function $W^*$. The function $W^*$ can be plotted against $e^*$ (equation (3.42)) as shown in Fig. 4.2.

![Figure 4.2: Deviator potential function.](image)

The potential has a parabolic central region bounded by $e^* = k/2G$ and is linear for $e^* > k/2G$. The derivative $\frac{dW^*}{de^*}$ is continuous at $e^* = k/2G$.

For the first iteration we replace $W^*$ by

$$W_1^* = G(e_n^{ij} - e_p^{(n-1)})(e_n^{ij} - e_p^{(n-1)})$$

(4.6)
This is identical to equation (4.1b), and implies that we use linear elastic relations. Putting

\[ W_1 = W_1^* + W_1^* \]  

we minimise

\[ U_1 = \int_V W_1(\varepsilon_{ij}^n) \, dv - \int_{S_T} u_i^n T_i^n \, dS \]  

subject to equation (4.2c) and the condition that \( u_i^n = 0 \) on \( S_u \). If we let

the solution field be denoted by \( (1) \varepsilon_{ij}^n, (1) u_1^n \), we can define

\[ U_1^{(1)} = \int_V W_1(\varepsilon_{ij}^n) \, dv - \int_{S_T} u_i^n T_i^n \, dS \]  

and

\[ U^*(1) = \int_V W_1(\varepsilon_{ij}^n) \, dv - \int_{S_T} u_i^n T_i^n \, dS \]  

where \( U^* \) is previously given in equation (4.3). From the strict convexity of \( W^* \) it is evident that

\[ W(1) \varepsilon_{ij}^n \leq W_1(1) \varepsilon_{ij}^n \]  

and hence that

\[ U^*(1) \leq U_1^{(1)} \]  

In the second iteration we examine each material point in the body, and define a new deviatoric potential function \( W_2^* \) at each of these points.
If
\[ e^{(1)} = e^* (1) \leq k/2G \]
we put
\[ W^*_2 = G(e^n_{ij} - e^{p(n-1)}_{ij})(e^n_{ij} - e^{p(n-1)}_{ij}) \]
whereas if
\[ e^{(1)} = e^* (1) > k/2G \]
we put
\[ W^*_2 = \frac{k}{2e^{(1)}} (e^n_{ij} - e^{p(n-1)}_{ij})(e^n_{ij} - e^{p(n-1)}_{ij}) + (ke^{(1)} - \frac{k^2}{2G}) \]  

In this process we fit a parabola \( W^*_2 \) into the potential function \( W^* \) for material points where \( e^{(1)} > k/2G \) as shown below in Fig. 4.3.

![Figure 4.3: Fit of a parabolic potential functional.](image)

The parabola \( W^*_2 \) touches \( W^* \) at \( e^{(1)} \) with a common slope. It is evident from the diagram that in general
and that in particular

\[ W^* (e^n_{ij}) = W^* (e^n_{ij}) \]

Putting

\[ W_2 = W^v + W^* \]

we now minimise the quadratic functional

\[ U_2 = \int_V W_2 (\xi_{ij}) \, dV - \int_{S_T} u^n_1 T^n_1 \, dS \]

subject to equation (4.2c) and the condition that \( u^n_1 = 0 \) on \( S_u \). Let the solution be denoted by the fields \((2)u^n_1, (2)\xi_{ij}\). Given these fields, we can define

\[ U_2^{(2)} = \int_V W_2 ^{(2)} (\xi_{ij}) \, dV - \int_{S_T} u^n_1 T^n_1 \, dS \]

and

\[ U^*^{(2)} = \int_V W^{(2)} (\xi_{ij}) \, dV - \int_{S_T} u^n_1 T^n_1 \, dS \]

From equation (4.12b) we know that

\[ U_2^{(1)} u^n_1, (1)\xi_{ij} = U^*^{(1)} \]

where \( U^*^{(1)} \) is given in equation (4.9b). Because we minimise the functional \( U_2 \) in order to find fields \((2)u^n_1, (2)\xi_{ij}\), we also know that

\[ U_2^{(2)} \leq U_2^{(1)} u^n_1, (1)\xi_{ij} \]
Further, from equation (4.12a)

\[ u^*(2) \leq u_2^{(2)} \]  \hspace{1cm} (4.16c)

It then follows that

\[ u^*(2) \leq u^*(1) \]  \hspace{1cm} (4.17)

and hence the functional which we seek to minimise (equation (4.3)), decreases in the iteration. It can be seen from the strict convexity of the approximating potential functions \( w^*_2 \) that the equality sign in equation (4.17) holds only if the least value of \( U^* \) has been achieved.

The third and subsequent iterations are carried out in the same way as the second iteration. At each iteration \( U^* \) is decreased and hence, since \( U^* \) is a convex function, the algorithm decreases onto the least value of \( U^* \).

Each iteration in the algorithm involves the minimisation of a quadratic functional with equality constraints, and hence is equivalent to the solution of a linear problem. The deviator constitutive equations for any material point in the \( (j+1) \)-th iteration reduce very simply to

\[ s_{ij}^n = 2G(e_{ij}^n - e_{ij}^{p(n-1)}) \text{ for } e^{(j)} \leq k/2G \]  \hspace{1cm} (4.18a)

\[ s_{ij}^n = \frac{k}{e^{(1)}} (e_{ij}^n - e_{ij}^{p(n-1)}) \text{ for } e^{(j)} > k/2G \]  \hspace{1cm} (4.18b)

where

\[ e^{(j)} = \{\frac{1}{4} (e_{ij}^n - e_{ij}^{p(n-1)}) (e_{ij}^n - e_{ij}^{p(n-1)})^2 \}^{\frac{1}{2}} \]  \hspace{1cm} (4.18c)
A comparison of equations (4.18) and (3.43) clearly shows the basis of the algorithm. The parameter

\[ A^{(j)} = \frac{k}{2G e^{(j)}} \]  

(4.19)
is set to unity for the first iteration and the iteration process continues until the improvement in the solution becomes less than some predetermined tolerance. Once this convergence criterion is satisfied, the plastic strain increments

\[ \Delta e_{ij}^n = (1 - A)(e_{ij}^n - e_{ij}^{p(n-1)}) \]  

(4.20)
are computed in readiness for the next load increment.

The convergence proof does not depend on the load step size, and is not affected by the direction of the load increment in the load space. In terms of the incremental elastic-plastic solution techniques presented in Chapter 3, the procedure described above is as follows: at the beginning of step n we know the value of the plastic strain from the previous increment \( e_{ij}^{p(n-1)} \). Our aim is to determine \( \Delta e_{ij}^p \) and \( u_i^n \) and we do this by replacing \( \Delta_n \) by \( e_{ij}^{p(n-1)} \) in equation (3.12a). The term \( e_{ij}^{p(n-1)} \) is treated as an imposed strain, and we solve for equation (3.12a) which is rewritten as

\[ Ku_n = p_n - L e^{p(n-1)} \]  

(4.21a)

where \( e \) is the deviator strain tensor in vector notation.
Equilibrium will be satisfied, but the yield condition of equation (3.12b) may be violated. We substitute into this equation as follows:

$$I^T u_n + H \varepsilon_p^{(n-1)} = - \left( \frac{\partial D}{\partial \varepsilon_p} \right) \Delta \varepsilon_p$$

(4.21b)

thus obtaining the parameter $A^{(j)}$ described in equation (4.19). We multiply the shear modulus $G$ by the value of $A^{(j)}$ obtained at each iteration point, and hence recompute $\kappa$, $L$ and $H$ in readiness for the next iteration. This iterative procedure continues until equation (4.21b) is satisfied. Note that the stiffness $\kappa$, evaluated for the "total" secant method in Chapter 3 is the same as $\kappa$ in equation (4.21a).

4.5 EXTENSION TO LINEAR ISOTROPIC AND KINEMATIC HARDENING

Up to now we have considered only an elastic, perfectly plastic material. The extension to isotropic and kinematic hardening materials for the case of a von Mises yield condition is straightforward. Without going into detail we will present the equivalent of equations (3.43) for the case of a linear isotropic and a linear kinematic hardening material. The tangent shear modulus is denoted by $G_T$ during simple plastic shearing.

4.5.1 Linear isotropic hardening

The yield condition is given by

$$\phi = \kappa s_{ij} s_{ij} - k^2, \quad \kappa = k(h e_p^{ij} e_p^{ij})$$

(4.22)

In strain space the yield surface at the beginning of an increment is shown in Fig. 4.4. The minimum work path from $e_{ij}^{(n-1)}$ to $e_{ij}^{(n)}$ is again sequential: the first part is purely elastic, the second part is in a direction normal to the yield surface. The second part in this case involves both elastic and plastic strain.
Figure 4.4: Strain path for linear isotropic hardening.

The radius of the yield surface changes from $\frac{k_{n-1}}{2G}$ to $\frac{k_{n-1} + \Delta k}{2G}$. Plotting both yield surfaces with their centres at $\epsilon_{ij}^{p(n-1)}$, we can see from the diagram that the stress can be computed elastically from the strain point at A, while the change in plastic strain is represented by AB.

Conventional arguments show that

$$\frac{\Delta k}{2G} = \frac{C_T}{G} \left( \epsilon^* - \frac{k_{n-1}}{2G} \right),$$

(4.23)

where $\epsilon^*$ is defined by equation (3.42). The stress and plastic strain increment is either

$$s_i^n = 2G(\epsilon_i^n - \epsilon_{ij}^{p(n-1)})$$

$$\Delta \epsilon_i^p = 0$$

$$\Delta k = 0$$

$$k_n = k_{n-1} \quad \text{for } \epsilon^* \leq \frac{k_{n-1}}{2G},$$

(4.24a)
or

\[ s_{ij}^n = \frac{(k_{n-1} + \Delta k)}{2G} \cdot 2G(e_{ij}^n - e_{ij}^{p(n-1)}) \]

\[ \Delta e_{ij}^p = \left(1 - \frac{(k_{n-1} + \Delta k)}{2G} e^* \right) (e_{ij}^n - e_{ij}^{p(n-1)}) \]

\[ \Delta k = \frac{2G_T(e^* - k_{n-1})}{2G} \]

\[ k_n = k_{n-1} + \Delta k \quad \text{for } e^* > \frac{k_{n-1}}{2G} \quad \text{(4.24b)} \]

The first two equations of (4.24b) can alternatively be written in terms of the shear moduli:

\[ s_{ij}^n = \left\{ \frac{G_T}{G} + \frac{k_{n-1}}{2G} \left(1 - \frac{G_T}{G}\right) \right\} 2G \left(e_{ij}^n - e_{ij}^{p(n-1)}\right) \]

\[ \Delta e_{ij}^p = \left\{ \frac{k_{n-1}}{2G} \left(1 - \frac{G_T}{G}\right) \right\} (e_{ij}^n - e_{ij}^{p(n-1)}) \quad \text{(4.25)} \]

It can readily be seen that these equations reduce to equation (3.43) when \( G_T = 0 \). The deviator stresses can also be written in terms of the deviator potential as

\[ s_{ij}^n = \left(\frac{\partial w^*}{\partial e_{ij}^n}\right) \]

where

\[ w^* = G(e_{ij}^n - e_{ij}^{p(n-1)}) - \frac{k_{n-1}}{2G} \quad \text{for } e^* \leq \frac{k_{n-1}}{2G} \quad \text{(4.26a)} \]

\[ w^* = 2k \left[ 1 - \frac{G_T}{G} \right] e^* + 2G_T e^{*2} - \frac{k^2}{2G} \left(1 - \frac{G_T}{G}\right) \quad \text{for } e^* > \frac{k_{n-1}}{2G} \quad \text{(4.26b)} \]
For implementing the algorithm we simply set

\[ A(j) = \frac{k}{2G} e(j) + \frac{G_T}{G} \left[ 1 - \frac{k}{2G e(j)} \right] \quad (4.27) \]

and equation (4.20) is replaced by

\[ \Delta e_{ij}^p = (1 + \frac{G_T}{G} - A)(e_{ij}^n - e_{ij}^{p(n-1)}) \quad (4.28) \]

### 4.5.2 Linear Kinematic Hardening

For linear kinematic hardening, the radius of the yield surface remains fixed, but the centre does not coincide with \( e_{ij} \). We define the strain \( e_{ij}^o \) which defines the centre of the yield surface in strain space. It is also convenient to introduce a stress \( s_{ij}^o \), given by

\[ s_{ij}^o = 2G_T e_{ij}^o \quad (4.29) \]

From Fig. 4.5a we see that

\[ s_{ij}^o = 2G(e_{ij}^o - e_{ij}^{p(n-1)}) \quad (4.30) \]

and hence it follows that

\[ e_{ij}^o = \frac{G}{G - G_T} e_{ij}^{p(n-1)} \quad s_{ij}^o = \frac{2G}{G - G_T} e_{ij}^{p(n-1)} \quad (4.31) \]
Figure 4.5: Strain path for linear kinematic hardening.

The incremental work path is illustrated by Fig. 4.5b. At first the path is elastic; it is then normal to the yield surface, moving out along a line which is radial from $e_{ij}^{(n-1)}$. We can see that

$$s_{ij}^{(n)} = s_{ij}^{(0)} + 2G(e_{ij}^{n} - e_{ij}^{(0)})$$
$$\Delta e_{ij}^{(n)} = 0$$

for $e^{**} \leq \frac{k}{2G}$, \hspace{1cm} (4.32a)

and

$$s_{ij}^{(n)} = s_{ij}^{(0)} + \frac{k}{2G e^{**}} = 2G(e_{ij}^{n} - e_{ij}^{(0)})$$
$$\Delta e_{ij}^{(n)} = \left(1 - \frac{k}{2G e^{**}}\right)(e_{ij}^{n} - e_{ij}^{(0)})$$

for $e^{**} > \frac{k}{2G}$, \hspace{1cm} (4.32b)

where

$$e^{**} = \left(e_{ij}^{n} - e_{ij}^{(0)}\right) \left(e_{ij}^{n} - e_{ij}^{(0)}\right)^{T}.$$ \hspace{1cm} (4.33)

The relationship between equations (4.32) and (4.33), and equations (3.42) and (3.43) can clearly be seen. Equations (4.32) reduce to equations (3.43) if $C_{T} = 0$. 

A more convenient form of equations (4.32) may be achieved by using equations (4.31) to eliminate \( e_{ij}^{(n-1)} \) and \( s_{ij}^{(n-1)} \). Here we obtain

\[
\begin{align*}
\sigma_{ij}^n &= 2G(e_{ij}^n - e_{ij}^{p(n-1)}) \\
\Delta e_{ij}^p &= 0 
\end{align*}
\]

for \( e^\ast \leq \frac{k}{2G} \), \((4.34a)\)

and

\[
\begin{align*}
\sigma_{ij}^n &= \frac{k}{2G e^\ast} 2G \left( e_{ij}^n - \frac{G}{G_T} e_{ij}^{p(n-1)} \right) + \frac{2G G_T}{G - G_T} e_{ij}^{p(n-1)} \\
\Delta e_{ij}^p &= \left( 1 - \frac{k}{2G e^\ast} \right) \left( e_{ij}^n - \frac{G}{G_T} e_{ij}^{p(n-1)} \right) 
\end{align*}
\]

for \( e^\ast > \frac{k}{2G} \). \((4.34b)\)

Here we put

\[
e^\ast = \eta \left( e_{ij}^n - \frac{G}{G_T} e_{ij}^{p(n-1)} \right) \left( e_{ij}^n - \frac{G}{G_T} e_{ij}^{p(n-1)} \right)^T \]

\((4.35)\)

In implementing these relationships, we see that \( A^{(j)} \) can be defined in the same way as in the perfectly plastic case with \( e^\ast \) replacing \( e^* \). When \( e^\ast > \frac{k}{2G} \) however, we must add a further term to the load vector to accommodate the "initial stress", \( \frac{2G G_T}{G - G_T} e_{ij}^{p(n-1)} \).

4.6 CONVERSION TO A NEWTON-RAPHSON METHOD

We have briefly discussed the Newton-Raphson method which uses a "total" secant predictor and noted that the stiffness matrix is the same as the stiffness matrix used in the secant approximation method described above. In the latter case we are able to prove that the algorithm will always converge if a solution exists. We will now show how these algorithms are related.
We start by minimising the potential energy functional of equation (4.3), written loosely here as

\[ U^* = \int_V W(\varepsilon^n) \, dV - \int_{S_T} T^n \cdot u_n \, dS \]  \hspace{1cm} (4.36)

in order to obtain the solution fields \((1)u^n, (1)\varepsilon^n\). Using the constitutive and kinematic relations we can compute the corresponding stress field \((1)\sigma^n\), and internal force vector \((1)\tilde{X}^n\).

We write

\[ T^n = (1)\tilde{X} + (1)\tilde{\varepsilon} \]  \hspace{1cm} (4.37a)

where \(\tilde{r}\) is the residual force vector, and we rewrite

\[ \varepsilon^n = (1)\varepsilon + \Delta\varepsilon \]  \hspace{1cm} (4.37b)

and

\[ u^n = (1)u + \Delta u \]  \hspace{1cm} (4.37c)

Substituting these relations into equation (4.36), we obtain

\[ U^* = \int_V W((1)\varepsilon + \Delta\varepsilon) \, dV - \int_{S_T} (1)\tilde{X} + (1)\tilde{\varepsilon} T((1)u + \Delta u) \, dS \]

\[ = \int_V W((1)\varepsilon + \Delta\varepsilon) \, dV - \int_{S_T} T((1)u_n + \Delta u) \, dS - \int_{S_T} (1)\tilde{X}^T \Delta u \, dS \]

\[ - \int_{S_T} (1)\tilde{X}^T \Delta u \, dS \]  \hspace{1cm} (4.38)
If we write the first term in this expression as a Taylor's series expansion about \((1)_\xi\), the result is

\[
U^* = \int_V W^{(1)} \, dV + \int_V \Delta \frac{\partial w(\xi)}{\partial \xi} \, dV + \int_V h \Delta \xi \frac{\partial^2 w(\xi)}{\partial \xi^2} \, dV + \int_{S_T} \xi T \Delta u \, dS
\]

\[
\ldots + \int_V \sum_{m=3}^{\infty} \frac{1}{m!} \Delta \xi^m \frac{\partial^m w(\xi)}{\partial \xi^m} \, dV - \int_{S_T} \xi T \Delta u \, dS
\]

We write this expression as

\[
U^* = U_a^* + U_b^* + U_c^* + U_d^*
\]

where

\[
U_a^* = \int_V W^{(1)} \, dV - \int_{S_T} \xi T \Delta u \, dS
\]

\[
U_b^* = \int_V \Delta \frac{\partial w(\xi)}{\partial \xi} \, dV - \int_{S_T} \xi T \Delta u \, dS
\]

\[
U_c^* = \int_V h \Delta \xi \frac{\partial^2 w(\xi)}{\partial \xi^2} \, dV - \int_{S_T} \xi T \Delta u \, dS
\]

and

\[
U_d^* = \int_V \sum_{m=3}^{\infty} \frac{1}{m!} \Delta \xi^m \frac{\partial^m w(\xi)}{\partial \xi^m} \, dV
\]
The term $U^*_b$ is a constant, and it follows from the principle of virtual work that $U^*_b = 0$.

Let us consider the secant approximation in this context. At the beginning of the second iteration we are replacing $W^*_e$ (equation (4.1)) with a parabola $W^*_2$ (equation (4.11b)) so that

$$W^*_e(1)_{e_{ij}} = W^*_2(1)_{e_{ij}}$$

and

$$\frac{\partial W^*}{\partial \epsilon_{ij}}(1)_{e_{ij}} = \frac{\partial W^*_2}{\partial \epsilon_{ij}}(1)_{e_{ij}}$$

(4.41)

It follows that

$$\frac{\partial W^*(\epsilon)}{\partial \epsilon}(1)_{\epsilon} = \frac{\partial W^*_2(\epsilon)}{\partial \epsilon}(1)_{\epsilon},$$

and hence $U^*_b = 0$ for this case as well. With $W^*_2(\epsilon)$ being quadratic in $\epsilon$,

$$\frac{\partial^m W^*_2(\epsilon)}{\partial \epsilon^m} = 0 \quad \text{for } m \geq 3,$$

and hence

$$U^*_b - U^*_a + \int \Delta_T \Delta_T \frac{\partial^2 W^*_2(\epsilon)}{\partial \epsilon_{ij} \partial \epsilon_{ij}} (1)_{\epsilon} dV - \int_{S_T} (1)_{\epsilon} dS.$$
For the minimisation of $U^*$, $U_a^*$ may be neglected since it is a constant. It can thus readily be shown that the resulting equation for the iteration is

$$K^* \Delta u = R^i, \quad (4.42)$$

where $K^*$ is the "total" secant stiffness matrix and $R^i$ is the residual out-of-balance load vector. The procedure is the same for subsequent iterations and is identical to the Newton-Raphson method with the "total" secant predictor as described in Section 3.8.2.1. Since proof exists for the convergence of the secant algorithm, it follows from the relationship above that the Newton-Raphson method is also guaranteed to converge.

4.7 NUMERICAL EXAMPLES FOR THE VON MISES YIELD CONDITION

In this section our first objective is to illustrate what happens when the number of subdivisions of the time interval under consideration is varied. Hereafter we proceed to solve a more practical problem.

4.7.1 Single Element Problem

Consider the single 8-noded plane stress element (Fig. 4.6a) subjected to the applied displacements $\Delta x$ and $\Delta y$ as shown in Fig. 4.6b. The analysis is done with 10, 20, and 40 subdivisions of the time domain. In each case 3x3 integration is used, and the results obtained for both stress and strain are compared to results obtained with ABAQUS [8] in Fig. 4.8(a-f). The strain histories for the three different numbers of subdivisions are compared in Fig. 4.7.

The difference between our results and those obtained with ABAQUS is due to the difference in integration algorithms; this phenomenon has been discussed in some detail by Krieg and Krieg [15]. It can be seen that as the number of subdivisions increase the solution converges, and in the limiting case the exact solution would be obtained.
Figure 4.6: Single element example.

Figure 4.7: Plastic strain histories for 10, 20, and 40 increments.
Figure 4.8: Stress and strain histories for single element problem.
4.7.2 Solution of Rachet Rates

In the nuclear industry, the walls of the pressure vessels are subjected to an extreme cyclic variation in temperature. Problems have been encountered in the past with the numerical modelling of this feature. We are concerned here essentially with the nature of the numerical problem and not with physical details. For illustration purposes we have considered a single (plane stress/strain) element problem where tractions are first applied and then held fixed to simulate the loading applied by the pressure. The thermal cycling is modelled by applying displacements in a cyclic manner. Details of the loading can be seen in Fig. 4.9a. Three ranges of behaviour depending on the applied stress and the applied displacement amplitude are possible:

(i) elastic behaviour with no plastic strain,
(ii) elastic shakedown where plastic strain occurs, but the element converges on a steady state where no further plastic strain occurs,
(ii) ratchetting, or plastic shakedown, where the steady state involves incremental creep in the direction of the applied displacement.

Figure 4.9: Ratchetting example.
The object of the analysis is to predict the elastic limit, the elastic shakedown limit, and the contours of constant ratchet rate. This is done by conducting a series of analyses at different load levels and different cyclic displacement amplitudes. In each analysis the displacement is imposed or removed in one step (giving two steps per cycle), and the analysis continued until a steady state is reached. The contours of constant ratchet rate are interpolated from these results.

The contours are compared to an analytical solution provided by Ponter [16]. Agreement is very good and within the resolution of the diagram.

4.8 SECANT APPROXIMATION FOR THE DRUCKER-PRAGER YIELD CONDITION

In the case of a Drucker-Prager yield surface, the radius of the yield surface in the stress and strain deviator space depends on the hydrostatic stress and volumetric strain. The yield condition is defined by

\[ \phi = s - k + 3\alpha \sigma_m \]  

(4.43)

where \( s = \frac{1}{2} s_{ij} s_{ij} \) is the second invariant of the deviator stress and \( \sigma_m = \frac{1}{3} \sigma_{kk} \).

By writing the stresses at the end of the load increment explicitly in terms of total strains, plastic strains from the previous time increment, and the plastic strain increment, we have

\[ s_{ij}^n = 2G(e_{ij}^n - e_{ij}^{p(n-1)}) \]

\[ \sigma_m^n = 3 K \epsilon^* \]

for \( \epsilon^* \leq \frac{k - 3\alpha K_\epsilon^*}{2G} \),

(4.44a)
We need to construct a function $W(\epsilon_{ij}, \epsilon_{ij}^p)$ so that

$$W(\epsilon_{ij}, \epsilon_{ij}^p) = W(\epsilon^*, \epsilon^*) = W(\epsilon^*, \epsilon^*) = 2G \epsilon^* k 2 + 4 K \epsilon^* 2$$

and

$$\frac{\partial W}{\partial \epsilon_{ij}}(\epsilon^*, \epsilon^*) = n_{ij},$$

(4.45)

and

$$\frac{\partial W}{\partial \epsilon_{ij}}(\epsilon^*, \epsilon^*) = n_{ij} \text{ when } \epsilon^* = \frac{k - 3a K \epsilon^*}{2G},$$

If we set

$$W = 2G \epsilon^* 2 + 4 K \epsilon^* 2 \text{ for } \epsilon^* = \frac{k - 3a K \epsilon^*}{2G},$$

(4.46a)

$$W = \frac{1}{\mu} (18a^2 K G^* 2 - 6a K G^* \epsilon^* + 2k G^* \epsilon^* + 3a K k^* + \frac{GK}{2} \epsilon^* 2 - \frac{k^2}{2})$$

for $\epsilon^* > \frac{k - 3a K \epsilon^*}{2G},$

(4.46b)

and

$$W = \frac{k}{3a} \epsilon^* - \frac{1}{2K} \left(\frac{k}{3a}\right)^2 \text{ for } \epsilon^* - 6a \epsilon^* \leq \frac{k}{3a} K,$$

(4.46c)

where $\mu = G + 9a^2 K$, we will satisfy the conditions of equation (4.45).
$W(\varepsilon_{ij}, \varepsilon_{ij}^P)$ is a continuous function, and it can easily be verified that

$$W(\varepsilon_{ij}, \varepsilon_{ij}^P) \leq W(\varepsilon_{ij}, \varepsilon_{ij}^P) \quad (4.47)$$

The solution algorithm is the same as the algorithm for the von Mises case. We want to minimise the functional

$$U_1 = \int W^e(\varepsilon_{ij}, \varepsilon_{ij}^P) \, dV - \int_{S_V} T_i u_i \, dS$$

(4.48)

for the first iteration. Minimisation yields a solution field $(1) u_i$, and hence $(1) \varepsilon_{ij}$, $(1) \varepsilon_{ij}^P$, $(1) \varepsilon_v$, $e(1)$, and $\varepsilon(1)$ (corresponding value of $\varepsilon^*$) can be computed. As in the case of the von Mises yield condition we want to fit a parabola $W_2(e^*, \varepsilon^*)$ through the point $W(\varepsilon(1), \varepsilon(1))$ so that

$$\frac{\partial W_2}{\partial \varepsilon_{ij}} \bigg|_{(e(1), \varepsilon(1))} = \frac{\partial W}{\partial \varepsilon_{ij}} \bigg|_{(e(1), \varepsilon(1))}$$

(4.49)

and

$$\frac{\partial W_2}{\partial \varepsilon_v} \bigg|_{(e(1), \varepsilon(1))} = \frac{\partial W}{\partial \varepsilon_v} \bigg|_{(e(1), \varepsilon(1))}$$

(4.50)

A further condition that needs to be satisfied is that

$$W_2(e^*, \varepsilon^*) \geq W(e^*, \varepsilon^*) \quad \text{for all } (e^*, \varepsilon^*)$$

(4.51)
A function which satisfies the above condition is as follows:

\[
W_2 = \frac{1}{\mu} \left( 18\alpha^2 K e^{(1)} - 3\alpha K \epsilon^{(1)} + k \right) \frac{2}{e^{(1)}} G(e^{n}_{ij} - e^{p(n-1)}_{ij})(e^{n}_{ij} - e^{p(n-1)}_{ij})
\]

\[
+ \frac{GK}{2\mu} \epsilon^* + \frac{1}{\mu} \left( 6\alpha K G e^{(1)} - 3\alpha Kk \epsilon^* + 3\alpha G K e^{(1)} e^{(1)} + k G e^{(1)} - \frac{k^2}{2} \right)
\]

(4.52)

The quadratic potential function

\[
U_2 = \int_V W_2(e^*, \epsilon^*) \, dV - \int_{S_T} T_1 u_1 \, dS
\]

(4.53)

can thus be defined. Note that if we set \( \alpha = 0 \), the function \( U_2 \) defined in equation (4.14) is recovered.

Having defined these functions, the proof of convergence follows the same argument as for the von Mises case. For the \((j+1)\)-th iteration we will have the shear modulus multiplier defined by

\[
A^{(j)} = \left( 18\alpha^2 K e^{(j)} - 3\alpha K \epsilon^{(j)} + k \right) \frac{2}{2\mu \epsilon^{(j)}}
\]

(4.54a)

and an additional bulk modulus multiplier defined by

\[
B^{(j)} = \frac{G}{\mu}
\]

(4.54b)
4.9 NUMERICAL EXAMPLE FOR THE DRUCKER-PRAGER YIELD CONDITION

The problem used in this example is a strip footing on an infinitely extending layer of overconsolidated clay. The shallow layer of clay is 12ft deep and extends infinitely in the horizontal direction, while the strip footing is 10ft wide. The problem is modelled in plane strain, and the symmetry about the vertical line through the centre of the footing is used. The finite element mesh is shown in Fig. 4.10, and the Drucker-Prager constants used are $k = 9.22$ psi and $\alpha = 0.112$. The elastic constants are Young’s modulus $E = 30000$ psi and Poisson’s ratio $\nu = 0.3$. The soil is assumed to be weightless, and a smooth and flexible footing is simulated by applying vertical pressure.

Resende et al [17] reported great difficulty in obtaining solutions to this problem when using a tangent predictor method with a subincrementation process for reducing the stress point onto the yield surface. The plot of load vs displacement at the centre of the footing appears in Fig. 4.11. This plot was obtained using the secant method.

Figure 4.10: Strip footing on an infinite layer of overconsolidated clay.
The results are almost identical to results obtained with ABAQUS, and the limit load is between 155 psi and 160 psi which is in agreement with the value of 158 psi quoted by Mizuno and Chen [18].

The number of iterations for each time increment are tabulated in Table 4.1, and are compared with ABAQUS. The convergence checks are not the same for the two programs, but are close enough to show that the secant algorithm is relatively inefficient. Note that as the load approaches the limit load, the secant algorithm requires more iterations to converge.
<table>
<thead>
<tr>
<th>LOAD (psi)</th>
<th>DISPLACEMENT at centre (in)</th>
<th>No. of iterations SECANT</th>
<th>No. of iterations ABAQUS</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>- 0.0963</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>- 0.1307</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>50</td>
<td>- 0.1718</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>60</td>
<td>- 0.2160</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>70</td>
<td>- 0.2629</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>80</td>
<td>- 0.3129</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>90</td>
<td>- 0.3651</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>100</td>
<td>- 0.4193</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>110</td>
<td>- 0.4753</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>120</td>
<td>- 0.5337</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>130</td>
<td>- 0.5966</td>
<td>19</td>
<td>3</td>
</tr>
<tr>
<td>140</td>
<td>- 0.6774</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>150</td>
<td>- 0.8175</td>
<td>81</td>
<td>3</td>
</tr>
<tr>
<td>155</td>
<td>- 0.9758</td>
<td>153</td>
<td>3</td>
</tr>
<tr>
<td>160</td>
<td>∞</td>
<td>no convergence</td>
<td>no convergence</td>
</tr>
</tbody>
</table>

Table 4.1
4.10 CONCLUSION

The secant algorithm, implemented as described, has several advantages. In general, it deals easily with complex load paths and with unloading. In addition, it always converges providing reliable results. The algorithm can easily be added to a code capable of linear analysis with imposed inelastic strains. The only changes which need to be made are to the shear and bulk moduli at each iteration.

One of the major disadvantages of the algorithm is the slow rate of convergence which is at its worst when a solution is sought for an applied load approaching the limit load. Since the convergence rate is monotonic a simple Aitken acceleration method may improve it, but it could possibly affect the robustness of the algorithm. A simple variation of an Aitken acceleration method has been tried, but with limited success only.

There appears to be little difficulty in defining potential functions for different yield surfaces, provided that the stresses at the end of the load increment can be written explicitly in terms of strain quantities. It appears that this algorithm is best suited to obtaining comparison solutions, and is also very helpful in understanding some of the minimum principles on which the Newton-Raphson methods are based.
CHAPTER 5

BACKWARD DIFFERENCE INTEGRATION WITH CONSISTENT TANGENT PREDICTORS

5.1 INTRODUCTION

In the preceding Chapters we have considered the Newton-Raphson and the secant approximation (essentially mathematical programming) methods for the solution of incremental elastic-plastic problems. The relationship between these two methods has been established, and it has been shown that when the secant predictor is used in the Newton-Raphson procedure (for an elastic, perfectly plastic material with a von Mises yield condition) the two are identical. We have assumed that the internal variables follow a straight line path in internal variable space. In the iterative procedure, the internal variables are only updated once convergence has been achieved, and this is essentially a backward difference scheme for the integration of the constitutive relations. The notion of consistency between the predictor and the integration algorithm, adopted in the incremental problem, plays a crucial role in the rate of convergence of the iterative scheme for the Newton-Raphson methods [19].

In this Chapter we will present the backward difference algorithm for a general yield condition, and then look at three yield surfaces in this general framework. They are the von Mises, the Drucker-Prager, and the Drucker-Prager cap with tension cut-off. The relationship between the consistent tangent predictor and some of the concepts in Chapters 3 and 4 is explored, and then the predictor for each of the yield conditions above is evaluated.
5.2 BACKWARD DIFFERENCE INTEGRATION OF THE CONSTITUTIVE RELATIONS

Let us start by assuming that the load path can be divided into \( m \) load steps. At the end of each step the total strain can be written as the sum of its elastic and plastic components

\[
\varepsilon_{ij} = \varepsilon_{ij}^e + \varepsilon_{ij}^p
\]  \hspace{1cm} (5.1)

The stress is related to the elastic part of the strain by means of the elastic stiffness modulus

\[
\sigma_{ij} = D_{ijkl} (\varepsilon_{ij}^e - \varepsilon_{ij}^p)
\]  \hspace{1cm} (5.2)

The mean hydrostatic stress and volumetric strain respectively are

\[
\sigma_m = \frac{1}{3} \sigma_{kk}
\]  \hspace{1cm} (5.3)

and

\[
\varepsilon_v = \varepsilon_{kk} = \varepsilon_{kk}^e + \varepsilon_{kk}^p
\]  \hspace{1cm} (5.4)

The deviatoric stress and strain tensors were introduced in equations (3.32) as

\[
s_{ij} = \sigma_{ij} - \frac{1}{3} \sigma_{kk} \delta_{ij}
\]  \hspace{1cm} (5.5)

and

\[
e_{ij} = \varepsilon_{ij} - \frac{1}{3} \varepsilon_{kk} \delta_{ij}
\]  \hspace{1cm} (5.6)

where \( \delta_{ij} \) is the Kronecker delta.

We define \( \dot{\sigma}_{ij} \) and \( \dot{\varepsilon}_{ij} \) as the rate of stress and strain respectively. The components of plastic strain rate \( \dot{\varepsilon}_{ij}^p \) are given by classical plasticity for associated flow rule as
\[ \dot{\varepsilon}^P = \lambda \frac{\partial \phi}{\partial \sigma_{ij}} \], \quad \eta = 1, \ldots, m \quad (5.7) 

for a general multi-surface yield condition. \( \phi_\eta \) are the individual yield surfaces, and \( \lambda_\eta \) are the non-negative multipliers associated with each surface.

We consider a generic time increment \( \Delta t \), from \( t^{n-1} \) to \( t^n \). We assume that we have the full solution at \( t^{n-1} \) and that holonomic behaviour takes place within each load step. We integrate equation (5.7) over the time interval to obtain

\[ \Delta \varepsilon^P_{ij} = \Lambda_\eta \left. \frac{\partial \phi}{\partial \sigma_{ij}} \right|_{\sigma_{ij}^n} \quad (5.8) \]

where \( \Delta \varepsilon^P_{ij} \) is the increment in plastic strain during the \( n \)-th load increment with

\[ \varepsilon^P_{ij} = \varepsilon^P_{ij}^{(n-1)} + \Delta \varepsilon^P_{ij} \]

and where \( \Lambda_\eta \) are non-negative multipliers.

The strain increment can also be divided into deviatoric and volumetric components, and it can easily be verified that

\[ \Delta \varepsilon^P_{ij} = \Lambda_\eta \left. \frac{\partial \phi}{\partial s_{ij}} \right|_{s_{ij}^n} \]

\[ \Delta \varepsilon^P_v = \Lambda_\eta \left. \frac{\partial \phi}{\partial \sigma_m} \right|_{\sigma_m^n} \quad (5.9) \]
where \( \Delta e_{ij}^p = e_{ij}^{p(n)} - e_{ij}^{p(n-1)} \)

and \( \Delta \varepsilon_v^p = \varepsilon_v^{p(n)} - \varepsilon_v^{p(n-1)} \).

As in the previous chapters we define the quantities

\[
\varepsilon^* = \left[ \lambda \left( e_{ij}^n - e_{ij}^{p(n-1)} \right) \left( e_{ij}^n - e_{ij}^{p(n-1)} \right) \right]^k \tag{5.10}
\]

\[
\varepsilon_v^* = \varepsilon_v^n - \varepsilon_v^{p(n-1)} \tag{5.11}
\]

and by assuming elastic behaviour in the \( n \)-th step, \( \varepsilon^* \) is related to the second invariant of the stress tensor by

\[
s = (\lambda s_{ij} s_{ij})^k = \left[ \lambda \cdot 2G (e_{ij}^n - e_{ij}^{p(n-1)}) \cdot 2G (e_{ij}^n - e_{ij}^{p(n-1)}) \right]^k
\]

\[
= 2G \varepsilon^* \tag{5.12}
\]

The relation between \( \sigma_m \) and \( \varepsilon^* \) is given in equation (4.44) for elastic behaviour as

\[
\sigma_m = K \varepsilon^* \tag{5.13}
\]

5.2.1 Von Mises and Drucker-Prager Yield Conditions

We need only consider the Drucker-Prager yield condition since the von Mises yield condition is essentially a special case of the Drucker-Prager yield condition. The yield surface is identified by

\[
\phi = \left[ \lambda s_{ij} s_{ij} \right]^k + 3\alpha \sigma_m - k \leq 0 \tag{5.14}
\]

which can be rewritten as
\[ \phi^n = [\frac{1}{2} s^n_{ij} s^n_{ij}]^k + 3 \alpha \sigma_m^n - k \leq 0 \] (5.15)

at the end of the \( n \)-th step. Where \( \alpha = 0 \), the von Mises yield condition is recovered. The increment in plastic strain follows from equation (5.9) as

\[ \Delta e^p_{ij} = \Lambda \frac{s^n_{ij}}{2 s^n} \] (5.16)

\[ \Delta e^p_v = \Lambda 3 \alpha \].

The stress at the end of the step is written as

\[ s^n_{ij} = 2G (e^n_{ij} - e^{p(n-1)}_{ij} - \Delta e^p_{ij}) \] (5.17a)

\[ \sigma^n_m = K (\epsilon^n_v - \epsilon^{p(n-1)}_v - \Delta \epsilon^p_v) \] (5.17b)

and substituting from equation (5.16)

\[ s^n_{ij} = \left( \frac{s^n_{ij}}{s^n + G \Lambda} \right) 2G (e^n_{ij} - e^{p(n-1)}_{ij}) \] (5.18a)

\[ \sigma^n_m = K (\epsilon^n_v - \epsilon^{p(n-1)}_v) - 3 \alpha K \Lambda \]. (5.18b)

Multiplying both sides of equation (5.18a) by \( s^n_{ij} \) and extracting the square root yields the value

\[ s^n = 2G e^* - G \Lambda \] (5.19)

and hence

\[ s^n_{ij} = \left( \frac{2 e^* - \Lambda}{2 e^*} \right) 2G (e^n_{ij} - e^{p(n-1)}_{ij}) \]. (5.20)
To complete these equations we need to evaluate $\Lambda$. In order to do this the following procedure is adopted: we assume the step to be elastic and evaluate

$$\phi^n = 2G e^* + 3\alpha K \epsilon^* - k.$$  

(5.21)

If $\phi^n \leq 0$, the linear elastic assumption holds and $\Lambda = 0$. This results in

$$s_{ij}^n = 2G(e_{ij}^n - e_{ij}^{p(n-1)})$$  

(5.22a)

$$\sigma_m^n = K(\epsilon_v^n - \epsilon_v^{p(n-1)})$$  

(5.22b)

If $\phi^n > 0$, we use equations (5.18b), (5.19) and (5.20) to substitute into equation (5.15). Solving for $\Lambda$ yields

$$\Lambda = \frac{3\alpha K \epsilon^*}{G + 9\alpha^2 K} + \frac{2G}{G + 9\alpha^2 K} - \frac{k}{G + 9\alpha^2 K}.$$  

(5.23)

Substituting this expression for $\Lambda$ into equations (5.20) and (5.18b) yields an explicit relation for stresses in terms of total strains:

$$s_{ij}^n = \frac{18\alpha^2 k e^* - 3\alpha K \epsilon^* + k}{(G + 9\alpha^2 K)e^*} G(e_{ij}^n - e_{ij}^{p(n-1)})$$  

(5.24a)

$$\sigma_m^n = \frac{G K \epsilon^* - 6G\alpha K e^* + 3\alpha K k}{(G + 9\alpha^2 K)}.$$  

(5.24b)

These relations were used as the starting point for constructing the potential functions in the previous Chapter.
5.2.2 Drucker-Prager Cap Model with Tension Cut-off

A full description of this model appears in a recent paper [20]. The model is made up of three distinct yield surfaces:

(i) Drucker-Prager yield condition,
(ii) a parabolic cap with a nonlinear hardening law,
and (iii) a tension cut-off surface.

We define

\[ \phi_1 = s + 3\alpha \sigma_m - k \leq 0 \]  \hspace{1cm} (5.25a)

\[ \phi_2 = -3(\sigma_m - \sigma_m^c) + R^2 s^2 \leq 0 \]  \hspace{1cm} (5.25b)

\[ \phi_3 = 3\sigma_m - T \leq 0 \]  \hspace{1cm} (5.25c)

where

- \( R \) is the parabolic cap shape factor,
- \( T \) is the tension cut-off limit,
and \( \sigma_m^c \) is a hardening parameter which depends on the current plastic volume strain.

![Diagram](https://example.com/diagram.png)

**Figure 5.1**: Drucker-Prager cap yield with tension cut-off.
The hardening law on the cap is defined by

\[ \varepsilon_p^c - \varepsilon_{v_0}^p + \frac{D\sigma_c^c}{v} = W(1 - e^{-m}) \]  

(5.26a)

where \( \varepsilon_p^c \) is the initial plastic volume strain (degree of compaction) and \( W \) is a limiting value for the volumetric strain.

This relation is represented diagrammatically in Fig. 5.2, and can be written as

\[ \sigma_{kk}^c = 3\sigma_m^c = \frac{1}{D} \ln(1 - \frac{1}{W}(\varepsilon_{v_0}^p + \varepsilon_p^c)) \]  

(5.26b)

The increment in plastic strain can be obtained from equation (5.8) as

\[ \Delta \varepsilon_{ij}^p = \Lambda_1 \frac{\partial \phi_1}{\partial s_{ij}^n} + \Lambda_2 \frac{\partial \phi_2}{\partial s_{ij}^n} + \Lambda_3 \frac{\partial \phi_3}{\partial s_{ij}^n} \]  

(5.27a)
\[ \Delta \epsilon^p_v = \Lambda_1 \frac{\partial \phi_1}{\partial \sigma_m} \sigma_m^n + \Lambda_2 \frac{\partial \phi_2}{\partial \sigma_m} \sigma_m^n + \Lambda_3 \frac{\partial \phi_3}{\partial \sigma_m} \sigma_m^n , \]  \tag{5.27b}

and by evaluating the derivatives, these relations become

\[ \Delta e^p_{ij} = \Lambda_1 \frac{s_{ij}}{2} + \Lambda_2 R^2 s_{ij} n \]  \tag{5.28a}
\[ \Delta \epsilon^p_v = \Lambda_1 3\alpha - 3\Lambda_2 + 3\Lambda_3 \]  \tag{5.28b}

We assume that the behaviour in the step is linear elastic and evaluate

\[ \phi_1^* = 2G e^* + 3\alpha K e^* - k \]  \tag{5.29a}
\[ \phi_2^* = -3(K e^* - \sigma_m^c) + R^2(2G e^*)^2 \]  \tag{5.29b}
\[ \phi_3^* = 3K e^* - T \]  \tag{5.29c}

There are six modes of behaviour possible, and the initial choice of which mode is active will depend on equations (5.29).

\[ \text{Figure 5.3} : \text{Choice of mode active.} \]
These modes, shown in Fig. 5.3, are identified as follows:

(i) Mode 1 the material behaves elastically; in this case, \( \dot{\phi}_1 \leq 0 \), \( \dot{\phi}_2 \leq 0 \), and \( \dot{\phi}_3 \leq 0 \) in equation (5.29).

(ii) Mode 2 the cap on the compression side is active. For this mode, \( \dot{\phi}_1 \leq 0 \), \( \dot{\phi}_3 \leq 0 \), and \( \dot{\phi}_2 > 0 \).

(iii) Mode 3 only the Drucker-Prager yield surface is active and \( \dot{\phi}_1 > 0 \), \( \dot{\phi}_2 \leq 0 \), and \( \dot{\phi}_3 \leq 0 \).

(iv) Mode 4 the vertex between the Drucker-Prager yield surface and the cap is active and for this case, \( \dot{\phi}_1 > 0 \), \( \dot{\phi}_2 > 0 \), and \( \dot{\phi}_3 \leq 0 \).

(v) Mode 5 the vertex between the Drucker-Prager and tension cut-off is active and \( \dot{\phi}_1 > 0 \), \( \dot{\phi}_2 \leq 0 \), and \( \dot{\phi}_3 > 0 \).

(vi) Mode 6 the tension cut-off is active and here \( \dot{\phi}_1 \leq 0 \), \( \dot{\phi}_2 \leq 0 \), and \( \dot{\phi}_3 > 0 \).

For each of these modes the plastic strain increment is given by equation (5.28), and the final state of stress by

\[
\sigma^n \sigma^m = K(\varepsilon^n_v - \varepsilon^p(n-1)_v) - \Delta \varepsilon^p_v.
\]

These equations can be written as

\[
s^n_{ij} = \frac{2e^* - \Lambda_1}{2e (1 + 2G R^2 \Lambda_2)} \frac{2G(e^n_{ij} - e^p(n-1)_{ij})}{e_{ij}}
\]

\[
\sigma^n = 3K(\varepsilon^n_v - \varepsilon^p(n-1)_v) - 3K\Lambda_1 + 3K \Lambda_2 - 3K \Lambda_3,
\]

and the values of \( \Lambda_1 \), \( \Lambda_2 \), and \( \Lambda_3 \) will depend on which mode is active. We briefly deal with these individually.
5.2.2.1 Mode 1 active For this case the material behaves elastically and

\[ \lambda_1 = \lambda_2 = \lambda_3 = 0. \]

The stresses are

\[ s_{ij}^n = 2G(e_{ij}^n - e_{ij}^{p(n-1)}) \quad (5.32a) \]

\[ \sigma_m^n = K(\epsilon_v^n - \epsilon_v^{p(n-1)}) \quad , \quad (5.32b) \]

and all plastic strain increments are zero.

5.2.2.2 Mode 2 active Plastic strains take place starting from the cap.

At the end of the step \( \phi_2^n = 0 \) (equations (5.25)). Since \( \phi_1^n \leq 0, \lambda_1 = 0 \) and since \( \phi_3^n \leq 0, \lambda_3 = 0. \) It is therefore follows that

\[ s_{ij}^n = \frac{2G}{(1 + 2G R^2 \lambda_2)} (e_{ij}^n - e_{ij}^{p(n-1)}) \quad (5.33a) \]

\[ \sigma_m^n = K(\epsilon_v^n - \epsilon_v^{p(n-1)}) + 3K \lambda_2 \quad . \quad (5.33b) \]

We set \( \phi_2^n = 0 \) to evaluate \( \lambda_2 \), and hence we have

\[ \phi_2^n = - 3K(\epsilon_v^n - \epsilon_v^{p(n-1)}) - 9K \lambda_2 + \frac{1}{D} \ln \left( 1 - \frac{1}{W}(\epsilon_v^p - 3\lambda_2) \right) \]

\[ + \frac{2G^2 R^2}{(1 + 2G R^2 \lambda_2)^2} (e_{ij}^n - e_{ij}^{p(n-1)}) (e_{ij}^n - e_{ij}^{p(n-1)}) = 0 \quad . \]

\[ (5.33c) \]

Since we cannot determine \( \lambda_2 \) explicitly, we have to use some numerical. In this instance a Newton-Raphson method does not work effectively since the following limitation exists:
We therefore make use of a bisection method, and while it may not be very efficient, it is robust.

5.2.2.3 Mode 3 active For this case, only the Drucker-Prager surface is active, and the explicit relations for stresses are determined in the same way as in Section 5.2.1. Since \( \phi_2^m \leq 0 \) and \( \phi_3^m \leq 0 \) it follows that \( \Lambda_2 = \Lambda_3 = 0 \), and hence the result

\[
\begin{align*}
\sigma_{ij}^n &= \frac{18\alpha^2 K e^* - 3\alpha K e^* + k}{(G + 9\alpha^2 K)e^*} G(e_{ij}^n - e_{ij}^{p(n-1)}) \quad (5.35a) \\
\sigma_m^n &= \frac{G K e^* - 6\alpha K e^* + 3\alpha Kk}{(G + 9\alpha^2 K)} \quad (5.35b)
\end{align*}
\]

5.2.2.4 Mode 4 active \( \phi_3 \leq 0 \) and hence \( \Lambda_3 = 0 \), but both the Drucker-Prager yield surface and cap on the compression side are active. The stresses are

\[
\begin{align*}
\sigma_{ij}^n &= \frac{2e^* - \Lambda_1}{2e^*(1 + 2G R^2 \Lambda_2)} 2G(e_{ij}^n - e_{ij}^{p(n-1)}) \quad (5.36a) \\
\sigma_m^n &= K(e_{v}^n - e_{v}^{p(n-1)}) - 3K\alpha \Lambda_1 + 3K \Lambda_2 \quad , \quad (5.36b)
\end{align*}
\]

and the non-negative multipliers can be determined from

\[
\phi_1^n = \frac{2e^* - \Lambda_1}{2e^*(1 + 2G R^2 \Lambda_2)} 2G e^* + 3\alpha K e^* - 9\alpha^2 K \Lambda_1 + 9\alpha K \Lambda_2 - k = 0 \quad (5.37a)
\]
\[ \phi_n^2 = -3(K \epsilon^* + 3K\alpha \Lambda_1 + 3K \Lambda_2) + \frac{1}{D} \ln \left(1 - \frac{1}{\frac{1}{2}(e^p_v - 3\Lambda_2 + 3\alpha \Lambda_1)}\right) \]

\[ + R^2 \left( \frac{2e^* - \Lambda_1}{2e^* (1 + 2G^2 R^2 \Lambda_2)} \right)^2 (2Ge^*)^2 = 0 \quad \text{(5.37b)} \]

From equation (5.37a), \( \Lambda_1 \) can be written in terms of \( \Lambda_2 \) and the solution of the nonlinear equation is achieved in the same way as when mode 2 is active.

5.2.2.5 Mode 5 active

This mode is active when \( \phi_1^n > 0 \) and \( \phi_3^n > 0 \), \( \phi_2^n \leq 0 \) and hence \( \Lambda_2 = 0 \)

\[ s_{ij}^n = \frac{2e^* - \Lambda_1}{2e^*} 2G(e_{ij}^n - e_{ij}^p(n-1)) \quad \text{(5.38a)} \]

\[ \sigma_m^n = K(e_v^n - e_v^p(n-1)) - 3K\alpha \Lambda_1 + 3K \Lambda_3 \quad \text{(5.38b)} \]

where \( \Lambda_1 \) and \( \Lambda_3 \) can be determined explicitly from

\[ \Lambda_1 = \frac{1}{G} (2Ge^* - k + \alpha T) \quad \text{(5.38c)} \]

\[ \Lambda_3 = \frac{1}{G} ( (G - 9\alpha^2 K)(3K\epsilon^* - T) - \alpha(2Ge^* + 3\alpha K\epsilon^* - k)) \quad \text{(5.38d)} \]

5.2.2.6 Mode 6 active

Plastic strains take place starting from the tension cut-off surface. In this case \( \phi_1^n \leq 0 \), \( \phi_2^n \leq 0 \), and \( \phi_3^n > 0 \). Since \( \Lambda_1 = 0 \) and \( \Lambda_2 = 0 \) the stresses can be written explicitly as

\[ s_{ij}^n = 2G(e_{ij}^n - e_{ij}^p(n-1)) \quad \text{(5.39a)} \]

\[ \sigma_m^n = T/3 \quad \text{(5.39b)} \]
Once the stresses have been evaluated, we substitute these values back into equation (5.25) to affirm that we have indeed assumed the correct mode to be active. If we have not chosen the correct mode, we base our next choice on the re-evaluated state until we have the correct mode and hence the correct state of stress.

5.3 A CONSISTENT TANGENT PREDICTOR

We define the tangent predictor which is consistent with the backward difference integration scheme as

\[ \tilde{D}_{ijkl}^{ep} = \frac{\partial \sigma_{ij}}{\partial \varepsilon_{kl}} \]

where the relationship between stress and strain is defined in the previous section.

5.3.1 The Drucker-Prager (von Mises) yield condition

For this yield condition we are minimising the potential energy functional (Section 4.7)

\[ U^* = \int_{V} W(\varepsilon_{ij}) \, dV - \int_{S} T_{i} u_{i} \, dS \]

where

\[ W = \begin{cases} 2G\varepsilon^* + \frac{1}{4} K \varepsilon^* & \text{for } \varepsilon^* \leq \frac{k - 3\alpha \sigma_m}{2G} \\ \frac{1}{G + 9\alpha^2 k} \left(18\alpha^2 K Ge^* - 3\alpha K Ge^* \varepsilon^* + 2k Ge^* \right. & \left. + 3\alpha K k e^* + \frac{GK}{2} \varepsilon^* \right)^2 \varepsilon^* - \frac{k^2}{2} & \text{for } \varepsilon^* > \frac{k - 3\alpha \sigma_m}{2G} \end{cases} \]

and

\[ W = \frac{k}{3\alpha} \varepsilon^* - \frac{1}{2k} \left[ \frac{k}{3\alpha} \right]^2 \]

for \( \varepsilon^* - 6\alpha e^* \leq \frac{k}{3\alpha k} \).
Let us assume that we have a solution field \((j)u\) and hence \((j)e..\), \((j)e..\) etc. at the end of the \(j\)-th iteration. Following the same argument as in Section 4.5, we can write

\[
U^* = U_a^* + U_b^* + U_c^* + U_d^* ,
\]

where

\[
U_a^* = \int_V W((j)e_{ij}) \, dV - \int_{S_T} (j)u_i \, dS ,
\]

\[
U_b^* = \int_V \Delta e_{ij} \frac{\partial W(e_{ij})}{\partial e_{ij}} \bigg|((j)e_{ij}) dV - \int_{S_T} (j\chi_i \Delta u_i \, dS ,
\]

\[
U_c^* = \int_V \Delta e_{ij} \Delta e_{kl} \frac{\partial^2 W(e_{ij})}{\partial e_{ij} \partial e_{kl}} \bigg|((j)e_{ij}) dV - \int_{S_T} (j\chi_i \Delta u_i \, dS ,
\]

and

\[
U_d^* = \int_V \sum_{m=3}^{\infty} \frac{1}{m!} \Delta e_{ij} \ldots \Delta e_{pq} \frac{\partial^{m} W(e_{ij})}{\partial e_{ij} \partial e_{pq} \ldots \partial e_{pq}} \bigg|((j)e_{ij}) dV .
\]

Minimisation of \(U^*\) is thus equivalent to the minimisation of

\[
U^* = U_c^* + U_d^* ,
\]

since \(U_a\) is a constant, and by the principle of virtual work \(U_b = 0\). If we disregard terms with \(m \geq 3\), we are essentially minimising \(U_c^*\)

\[
U^* = U_c^* = \int_V \Delta e_{ij} \Delta e_{kl} \frac{\partial^2 W(e_{ij})}{\partial e_{ij} \partial e_{kl}} \bigg|((j)e_{ij}) dV - \int_{S_T} (j\chi_i \Delta u_i \, dS .
\]

(5.43)
From the definition of $W(\varepsilon_{ij})$, we know that

$$\frac{\partial W}{\partial \varepsilon_{ij}} = \sigma_{ij},$$  \hspace{1cm} (5.44)

and hence

$$U^* = \int_V \Delta \varepsilon_{ij} \Delta \varepsilon_{kl} \frac{\partial \sigma_{ij}}{\partial \varepsilon_{kl}} (j) \varepsilon_{ij} \, dV - \int_{S_T} (j) r_i \Delta u_i \, dS.$$  \hspace{1cm} (5.45)

In equation (5.45) it is evident that $\frac{\partial \sigma_{ij}}{\partial \varepsilon_{kl}} (j) \varepsilon_{ij}$ is the consistent predictor which is defined in equation (5.40).

In Section 3.8.3 we discussed various predictors for the von Mises yield condition. Among them was a consistent predictor defined in equation (3.67) as

$$\begin{bmatrix} K - L \left( \frac{\partial D}{\partial \Delta \varepsilon^P} \left( \frac{\partial D}{\partial \Delta \varepsilon^P} \right)^{-1} \right) L \end{bmatrix}.$$

Evaluation of this predictor reveals that it is identical to the consistent predictor defined in equation (5.40).

5.3.2 The Drucker-Prager yield surface with a parabolic cap and Tension Cut-off

This multi-surface yield condition is the only one that we will consider, since it encompasses both the von Mises and Drucker-Prager yield conditions. We introduce certain values which will facilitate the calculation of the tangent operator.
We will consider only plane and axisymmetric problems, and write the stress and strain tensors in vector form as

\[ \sigma = (\sigma_1, \sigma_2, \sigma_3)^T \]  
\[ \varepsilon = (\varepsilon_1, \varepsilon_2, \varepsilon_3)^T. \]  

(5.46a)  
(5.46b)

Similarly, we will write the deviator and hydrostatic stresses, and the deviator and volumetric strains in vector form

\[ s = (s_1, s_2, s_3, \sigma_m) \]  
\[ e = (e_1, e_2, e_3, \varepsilon_v). \]  

(5.47a)  
(5.47b)

Constraints imposed on the deviator stresses and strains are :

\[ s_{11} + s_{22} + s_{33} = 0 \quad \text{and} \quad e_{11} + e_{22} + e_{33} = 0. \]

Simple transformations which relate the total stress and strain vectors to their deviatoric and hydrostatic/volumetric counterparts, and which satisfy the above constraints are defined by ;

\[ \sigma = [T_s] \begin{bmatrix} s \\ \sigma_m \end{bmatrix}, \]  

(5.48)

where \[ [T_s] = \begin{bmatrix} 1 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 \end{bmatrix} \]
\[ \{e\} = \left[ T_e \right] \{\varepsilon\} \]  
(5.49)

where
\[
\left[ T_e \right] = \frac{1}{3} \begin{bmatrix}
2 & -1 & 0 & -1 \\
-1 & 2 & 0 & -1 \\
0 & 0 & 1 & 0 \\
-1 & -1 & 0 & 2 \\
3 & 3 & 0 & 3
\end{bmatrix}
\]

We will rewrite equation (5.40) as

\[
P_{ijkl}^{ep} = \frac{\partial \sigma_{ij}}{\partial s_{pq}} \frac{\partial s_{pq}}{\partial e_{rs}} \frac{\partial e_{rs}}{\partial \varepsilon_{kl}}
\]
(5.50)

\[
= \left[ T_s \right] \frac{\partial s}{\partial e} \left[ T_e \right]
\]

and all that is necessary now is to evaluate \( \frac{\partial s}{\partial e} \).

Let us define

\[
E_{ij} = (e_{ij}^n - e_{ij}^{p(n\!-\!1)})
\]
(5.51a)

and hence

\[
\frac{\partial e^*}{\partial e_{ij}} = \frac{E_{ij}}{2e^*}
\]
(5.51b)
5.3.2.1 Mode 1 active  The stresses are

\[ s_{ij}^n = 2G(e_{ij}^n - e_{ij}^{p(n-1)}) \]

\[ \sigma_m^n = K(\epsilon_{ij}^n - \epsilon_{ij}^{p(n-1)}) \]

and

\[ \frac{\partial s_{ij}}{\partial e_{kl}} = 2G \delta_{ij} \delta_{kl} \]  \hspace{1cm} (5.52a)

\[ \frac{\partial \sigma_m}{\partial \epsilon_v} = K \]

where

\[ \delta_{ij} = 1 \quad \text{for} \quad i = j \]

\[ = 0 \quad \text{for} \quad i \neq j \]  \hspace{1cm} (5.52b)

In matrix form

\[
\frac{\partial \sigma}{\partial e} = \begin{bmatrix}
2G & 0 & 0 & 0 & 0 \\
0 & 2G & 0 & 0 & 0 \\
0 & 2G & 0 & 0 & 0 \\
\text{sym} & 2G & 0 & \cdots & \cdots \\
K & & & & 
\end{bmatrix}
\]

5.3.2.2 Mode 2 active  The stresses are

\[ s_{ij}^n = \frac{2G}{(1 + 2G R^2 \Lambda_2)} (e_{ij}^n - e_{ij}^{p(n-1)}) \]

\[ \sigma_m^n = K(\epsilon_{ij}^n - \epsilon_{ij}^{p(n-1)}) + 3K \Lambda_2 \]

where

\[ \phi_2^n = -3K(\epsilon_{ij}^n - \epsilon_{ij}^{p(n-1)}) - 9K \Lambda_2 + \frac{1}{\bar{W}} \ln (1 - \frac{1}{\bar{W}}(\epsilon_{ij}^p - 3\Lambda_2)) \]

\[ + \frac{2G^2 R^2}{(1 + 2G R^2 \Lambda_2)^2} (e_{ij}^n - e_{ij}^{p(n-1)})(e_{ij}^n - e_{ij}^{p(n-1)}) = 0 \]
Since $\phi_2^n$ includes a nonlinear hardening term, it is not possible to write $\Lambda_2$ explicitly in terms of the other variables. We will therefore adopt the following approach: at the end of the $i$-th iteration we have the solution fields $\epsilon_n(i)$, $\epsilon_{ij}(i)$, and $\Lambda_2(i)$, which do not necessarily satisfy equilibrium, but which satisfy the equation

$$\phi_2^n(\epsilon_{ij}, \epsilon_{ij}, \Lambda_2(i)) = 0.$$  \hspace{1cm} (5.53a)

We seek a solution at the $(i+1)$-th iteration such that

$$\phi_2^n(\epsilon_{ij}, \epsilon_{ij}, \Lambda_2(i+1)) = 0.$$ \hspace{1cm} (5.53b)

Assuming that the difference between solutions of consecutive iterations is sufficiently small, it becomes possible to rewrite equation (5.53b) as a Taylor's series expansion about the solution at the $i$-th iteration. It follows that

$$\phi_2^n(\epsilon_{ij}, \epsilon_{ij}, \Lambda_2(i+1)) = \phi_2^n(\epsilon_{ij}, \epsilon_{ij}, \Lambda_2(i)) - 3K \partial \epsilon \cdot 9K \partial \Lambda_2$$

$$+ R^2 s_{ij} \left[ \frac{2G}{(1 + 2G R^2 \Lambda_2)} \delta_{ij} k_1 \partial e_{k1} - \frac{2GR^2}{(1 + 2G R^2 \Lambda_2)} s_{ij} \partial \Lambda_2 \right]$$

$$+ \frac{3}{2W} \left[ \frac{1}{1 - \frac{1}{W} (\epsilon_{ij}^P - \Lambda_2)} \right] \partial \Lambda_2 + \text{higher order terms}.$$ \hspace{1cm} (5.53c)

If we neglect the higher order terms, we are essentially linearising the hardening law at the beginning of the iteration. This leads to a predictor which is not consistent with the corrector algorithm, and thus results in a loss of the quadratic convergence rate. Inclusion of the higher order terms however, will require special numerical treatment which is not dealt with in this thesis.
Equation (5.53c) can now be rewritten as

\[
-3K \partial \varepsilon_v - 9K \partial \Lambda_2 + \frac{3}{D_W} \left[ \frac{1}{1 - \frac{1}{W} (\bar{\varepsilon}_v - \Lambda_2)} \right] \partial \Lambda_2
+ R^2 s_{ij} \left[ \frac{2G}{(1 + 2G R^2 \Lambda_2)} \delta_{ij} \delta_{kl} \partial e_{kl} - \frac{2GR^2}{(1 + 2G R^2 \Lambda_2)} s_{ij} \partial \Lambda_2 \right] = 0.
\]

(5.54a)

It follows from the stresses that the increments are

\[
\partial s_{ij} = \left[ \frac{2G}{(1 + 2G R^2 \Lambda_2)} \right] \delta_{ij} \delta_{kl} \partial e_{kl}
- \frac{2GR^2}{(1 + 2G R^2 \Lambda_2)} s_{ij} \partial \Lambda_2
\]

(5.54b)

and

\[
\partial \sigma_m = K \partial \varepsilon_v + 3K \partial \Lambda_2.
\]

(5.54c)

We write \( \partial \Lambda_2 \) in terms of \( \partial e_{kl} \) and \( \partial e_v \) in equation (5.54a), and then substitute this expression into equations (5.54b) and (5.54c). The result is

\[
\partial s_{ij} = \frac{2G}{(1 + 2G R^2 \Lambda_2)} \delta_{ij} \delta_{kl} \partial e_{kl}
- \frac{2GR^2}{(1 + 2G R^2 \Lambda_2)} s_{ij} \left[ \frac{-3K}{C} \partial e_v + \frac{R^2 2G s_{ij} n}{C(1 + 2GR^2 \Lambda_2)} \partial e_{ij} \right]
\]

(5.55a)

and

\[
\partial \sigma_m = K \partial \varepsilon_v + 3K \left\{ \frac{-3K}{C} \partial \varepsilon_v + \frac{R^2 2G}{C(1 + 2GR^2 \Lambda_2)} \partial e_{ij} \right\} + \left[ \frac{9K}{1 + 2G R^2 \Lambda_2} \right] s_{ij} n + \left[ \frac{3}{D_W} \right] \left[ \frac{1}{1 - \frac{1}{W} (\bar{\varepsilon}_v - 3\Lambda_2)} \right] \]

(5.55b)

where

\[
C = \left[ \frac{9K}{1 + 2G R^2 \Lambda_2} \right] s_{ij} n + \left[ \frac{3}{D_W} \right] \left[ \frac{1}{1 - \frac{1}{W} (\bar{\varepsilon}_v - 3\Lambda_2)} \right]
\]
It follows that

\[
\frac{\partial s_{ij}}{\partial \epsilon_{kl}} = M \delta_{ij} \delta_{kl} - \frac{R^4 M^4}{C} E_{ij} E_{kl} \tag{5.56a}
\]

\[
\frac{\partial s_{ij}}{\partial \epsilon_v} = \frac{3K R^2 M^2}{C} E_{ij} \tag{5.56b}
\]

\[
\frac{\partial \sigma_m}{\partial \epsilon_{kl}} = \frac{3K R^2 M^2}{C} E_{ij} \tag{5.56c}
\]

\[
\frac{\partial \sigma_m}{\partial \epsilon_v} = \left[K - \frac{9K^2}{C}\right] \tag{5.56d}
\]

where \( M = \left(\frac{2G}{1 + 2G R^2 \Lambda^2}\right) \). In matrix form this is

\[
\frac{\partial s}{\partial \epsilon} = \begin{bmatrix}
Q + SE_{11} E_{11} & SE_{11} E_{22} & SE_{11} E_{12} & SE_{11} E_{33} & PE_{11} \\
SE_{22} E_{11} & Q + SE_{22} E_{22} & SE_{22} E_{12} & SE_{22} E_{33} & PE_{22} \\
SE_{12} E_{11} & SE_{12} E_{22} & Q + SE_{12} E_{12} & SE_{12} E_{33} & PE_{12} \\
SE_{13} E_{11} & SE_{13} E_{22} & SE_{13} E_{12} & Q + SE_{13} E_{33} & PE_{33} \\
YE_{11} & YE_{22} & YE_{12} & YE_{33} & Z
\end{bmatrix}
\tag{5.57}
\]

where \( Q = M \)

\( S = -\frac{R^4 M^4}{C} \)

\( P = \frac{3K M^2 R^2}{C} \)

\( Y = P \)

and \( Z = \left[ K - \frac{9K^2}{C}\right] \).
5.3.2.3 Mode 3 active  The stresses at the end of the step are

\[ \sigma_{ij}^n = \frac{18a^2K e^* - 3a K e^* + k}{(G + 9a^2K)e^*} G(e_{ij}^n - e_{ij}^{p(n-1)}) \]

\[ \sigma_m^n = \frac{G K e^* - 6Ga K e^* + 3a K e}{(G + 9a^2K)} \]

It can easily be verified that

\[ \frac{\delta s_{ij}}{\delta e_{kl}} = \frac{(18a^2K e^* - 3a K e^* + k)G}{(G + 9a^2K)e^*} \delta_{ij} \delta_{kl} + \frac{(3a K e^* - k)G}{2(G + 9a^2K)e^*} E_{ij} E_{kl} \]

(5.58a)

\[ \frac{\delta s_{ij}}{\delta \epsilon_v} = -\frac{3a KG}{(G + 9a^2K)e^*} E_{ij} \]

(5.58b)

\[ \frac{\delta \sigma_m}{\delta e_{kl}} = -\frac{3a KG}{(G + 9a^2K)e^*} E_{kl} \]

(5.58c)

\[ \frac{\delta \sigma_m}{\delta \epsilon_v} = -\frac{GK}{G + 9a^2K} \]

(5.58d)

and the matrix of equation (5.57) is recovered with

\[ Q = \frac{18a^2K e^* - 3a K e^* + k}{(G + 9a^2K)e^*} \]

\[ S = \frac{(3a K e^* - k)G}{2(G + 9a^2K)e^*} \]

\[ P = -\frac{3a KG}{(G + 9a^2K)e^*} \]

\[ Y = P \]

and

\[ Z = \frac{GK}{G + 9a^2K} \]
5.3.2.4 Mode 4 active

The stresses at the end of the step are

\[
\sigma_{ij}^n = \frac{2e^*(1 - \Lambda_1)}{2e^*(1 + 2G R^2 \Lambda_2)} \left( \sigma_{ij}^n - \sigma_{ij}^{n-1} \right)
\]

where

\[
\sigma_{ij}^n = K(\epsilon_{ij}^n - \epsilon_{ij}^{p(n-1)}) - 3K \alpha_1 + 3K \Lambda_2,
\]

Following the same argument used in the case of mode 2 when it is active, we write \(\phi_1^n\) and \(\phi_2^n\) as Taylor's series expansions about the solution field at the end of the previous iteration. Once again, by neglecting second and higher order terms, it follows that

\[
\delta \phi_1 = 0 = b_{11} \delta e_{kl} + b_{12} \delta e_{ij} - a_{11} \delta \Lambda_1 - a_{12} \delta \Lambda_2
\]

\[
\delta \phi_2 = 0 = b_{21} \delta e_{kl} + b_{22} \delta e_{ij} - a_{21} \delta \Lambda_1 - a_{22} \delta \Lambda_2
\]

where

\[
b_{11} = \frac{M}{2e^*} E_{ij}
\]

\[
b_{12} = 3 \alpha K
\]

\[
a_{11} = 9\alpha^2 K + \frac{M}{2}
\]
From the stresses we note that

\[ \sigma_{ij} = M \epsilon_{ij} \epsilon_{kl} \partial e_{kl} - \frac{M}{2e} E_{ij} \partial \Lambda_1 - M^2 R^2 (1 - \frac{\Lambda_1}{2e}) E_{ij} \partial \Lambda_2 \]  

\[ \sigma_m = K \partial \epsilon_v - 3\alpha K \partial \Lambda_1 + 3K \partial \Lambda_2 \]  

From equations (5.60) and (5.61) we evaluate

\[ \partial \Lambda_1 = \frac{a_{22} b_1 - a_{12} b_2}{a_{11} a_{22} - a_{12} a_{21}} \]  

\[ \partial \Lambda_2 = \frac{a_{11} b_2 - a_{21} b_1}{a_{11} a_{22} - a_{12} a_{21}} \]

where

\[ b_1 = b_{11} \partial e_{kl} + b_{12} \partial \epsilon_v \]

\[ b_2 = b_{21} \partial e_{kl} + b_{22} \partial \epsilon_v \]

and then substitute these values into equation (5.62).

The matrix in equation (5.57) can be evaluated in the same way as before, and it is easily verified that
\[ Q = M \]
\[ S = - \frac{1}{d} \left\{ \left[ \frac{M}{2e} \right]^* + \alpha M R^2 L \right\} \left[ \frac{9 K M}{2e} + 9 \alpha K M^2 R^2 L \right. \\
- \frac{3M}{2e} \left[ 1 - \frac{1}{w} (\varepsilon^* + 3 \alpha \Lambda_1 - 3 \Lambda_2) \right] \right\} \]

\[ P = \frac{9 \alpha K M}{dW} \left[ \frac{1}{2e} \right] \left[ \frac{1}{2e} + \alpha M R^2 L \right] \left[ 1 - \frac{1}{w} (\varepsilon^* + 3 \alpha \Lambda_1 - 3 \Lambda_2) \right] \]

\[ Y = 0 \]

\[ Z = K - \frac{9}{d} \left( \alpha^2 a_{22} + \alpha(a_{12} + a_{21}) + a_{11} \right) \]

with

\[ d = a_{11} a_{22} - a_{12} a_{21} \]

and

\[ L = (1 - \frac{\Lambda_1}{2e}) \]

5.3.2.5 **Mode 5 active** The stresses in this case are written explicitly as

\[ s_{ij}^n = \frac{2e^* - \Lambda_1}{2e} \left( e_{ij}^n - e_{ij}^{p(n-1)} \right) \]

\[ \sigma_m^n = K(e_{m}^n - e_{m}^{p(n-1)}) - 3 \alpha K \Lambda_1 + 3K \Lambda_3 \]

with \[ \Lambda_1 = \frac{1}{G} (2G e^* - k + \alpha T) \]

\[ \Lambda_3 = \frac{1}{G} ((G + 9 \alpha^2 K)(3 K e^* - T) - \alpha (2G e^* + 3 \alpha K e^* - k)) \]

and hence

\[ \frac{\partial s_{ij}}{\partial e_{kl}} = \left( \frac{k - \alpha T}{e^*} \right) \delta_{ij} \delta_{kl} - \left( \frac{k - \alpha T}{2e^*} \right) E_{ij} E_{kl} \]  

(5.64a)
\[ \frac{\partial s_{ij}}{\partial \epsilon_{i}} = 0 \]  
\[ (5.64b) \]

\[ \frac{\partial \sigma_m}{\partial \epsilon_{kl}} = 0 \]  
\[ (5.64c) \]

\[ \frac{\partial \sigma_m}{\partial \epsilon_{kl}} = 0 \]  
\[ (5.64d) \]

The matrix in equation (5.57) follows with

\[ Q = \frac{k - \alpha T}{e^*} \]
\[ S = - \frac{Q}{2} e^{*2} \]
\[ P = 0 \]
\[ Y = 0 \]

and \[ Z = 0 \].

5.3.2.5 **Mode 6 active** The stresses are

\[ s^n_{ij} = 2G(\epsilon^n_{ij} - \epsilon^{p(n-1)}_{ij}) \]
\[ \sigma^n_m = T/3 \]

and hence

\[ \frac{\partial s_{ij}}{\partial \epsilon_{kl}} = 2G \delta_{ij} \delta_{kl} \]  
\[ (5.65a) \]

\[ \frac{\partial s_{ij}}{\partial \epsilon_{v}} = 0 \]  
\[ (5.65b) \]

\[ \frac{\partial \sigma_m}{\partial \epsilon_{kl}} = 0 \]  
\[ (5.65c) \]
The constants for the matrix in equation (5.57) are

\[
\frac{\partial \sigma_m}{\partial \varepsilon_v} = 0 \quad (5.65d)
\]

The constants for the matrix in equation (5.57) are

\[
Q = 2G \\
S = 0 \\
P = 0 \\
Y = 0 \\
\text{and} \quad Z = 0
\]

Note that when yielding occurs on the cap, the nonlinear hardening law is linearised. This linearisation essentially takes place at the beginning of the iteration, and the resulting predictor is therefore not truly consistent with the backward difference corrector algorithm.

5.3.2.7 Drucker-Prager yield condition The stresses are the same when mode 3 is active for the cap model. The constants for the matrix in equation (5.57) are the same as those described in Section (5.3.3.3), namely

\[
Q = \frac{18\alpha^2K_e^* - 3\alpha K \varepsilon^* + kG}{(G + 9\alpha^2K)^*} \\
S = \frac{(3\alpha K \varepsilon^* - k)G}{2(G + 9\alpha^2K)^*} \\
P = -\frac{3\alpha KG}{(G + 9\alpha^2K)^*} \\
Y = P \\
\text{and} \quad Z = \left[\frac{GK}{G + 9\alpha^2K}\right]
\]
5.3.3.8 **Von Mises Yield Condition** (Elastic, Perfectly Plastic) Since this yield condition is effectively the Drucker-Prager yield condition with \( \alpha = 0 \), the constants are simply

\[
Q = \frac{k}{e^*} \\
S = -\frac{k}{2e^{*3}} \\
P = 0 \\
Y = 0 \\
\text{and } Z = K
\]

5.4 **PLANE STRESS CONSIDERATIONS**

We have presented the backward difference corrector in generalised three dimensional strain space. We have formulated the consistent tangent predictor by making the assumption that the out of plane shear terms

\[
E_{23} = E_{32} = E_{13} = E_{31} = 0. \tag{5.66}
\]

Using plane strain or axisymmetric considerations, the components of the matrix in equation (5.57) can easily be obtained. The predictor described can thus be applied without modification to the iterative process. In the case of plane stress however, the terms may not be easily obtained for certain yield criteria, and the predictor will then have to be modified to impose the zero condition for the out of plane stress.

5.4.1 Backward Difference Corrector for the von Mises yield condition

The stress at the end of the n-th step for an elastic perfectly plastic yield condition is given by
\[ \sigma_{ij}^n = \left( \frac{k}{2G\varepsilon^*} \right) 2G (e_{ij}^n - e_{ij}^{p(n-1)}) \quad (5.67a) \]

\[ \sigma_m^n = K \varepsilon_v^* \quad (5.67b) \]

We enter the corrector phase without having a predicted value for the out of plane strain value \(\varepsilon_{33}^e = \varepsilon_{33}^n - \varepsilon_{33}^{p(n-1)}\), and hence the parameter \(\frac{k}{2G\varepsilon^*}\) cannot be determined exactly. We make use of the plane stress constraint that \(\sigma_{33} = 0\) and employ an iterative scheme to evaluate \(\frac{k}{2G\varepsilon^*}\). This is described below, and for the first iteration it is assumed that the material point is elastic. We evaluate

\[ \varepsilon_{33}^e = -\frac{c_1}{c_2} (\varepsilon_{11}^e + \varepsilon_{22}^e) \quad (5.68) \]

with

\[ c_1 = 4/3 A^{(i)} G + K \quad (5.69a) \]

\[ c_2 = 2/3 A^{(i)} G + K \quad (5.69b) \]

where \(A^{(i)} = \frac{k}{2G\varepsilon^*}\), \((A^{(1)} = 1\) since it is assumed to be elastic\)

in order to obtain an estimate \((1)\varepsilon_{33}^e\), which then enables us to evaluate \((1)\varepsilon^*_e\). The parameter

\[ A^{(2)} = \frac{k}{2G\varepsilon^* (1)} \]

can be computed in readiness for the second iteration. \(A^{(i)}\) decreases monotonically, and we use the Aitken acceleration technique to speed up the convergence by taking three consecutive values of \(A^{(i)}\) and predicting \(A^*\), where

\[ A^* = A^{(i)} - \frac{(A^{(i)} - A^{(i+1)})^2}{(A^{(i)} - 2A^{(i+1)} + A^{(i+2)})} \quad (5.70) \]
The difference between two consecutive values of $A^{(i)}$ is used as a check on convergence. A series of Aitken accelerations can be performed, but generally, one or two should be sufficient for most cases.

5.4.2 Predictors for Plane stress

The elastic-plastic predictor is determined as in Section 5.3.3.8. In matrix form we have

$$
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12} \\
\sigma_{33}
\end{pmatrix}
= 
\begin{pmatrix}
D_{11}^{ep} & D_{12}^{ep} & 0 & D_{14}^{ep} \\
D_{21}^{ep} & D_{22}^{ep} & 0 & D_{24}^{ep} \\
0 & 0 & D_{33}^{ep} & 0 \\
D_{41}^{ep} & D_{42}^{ep} & 0 & D_{44}^{ep}
\end{pmatrix}
\begin{pmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{12} \\
\varepsilon_{33}
\end{pmatrix}. \tag{5.71}
$$

By imposing the condition that $\sigma_{33} = 0$, we can write

$$D_{41} \varepsilon_{11} + D_{42} \varepsilon_{22} + D_{44} \varepsilon_{33} = 0, \tag{5.72a}$$

and hence it follows that

$$\varepsilon_{33} = -\frac{1}{D_{44}} (D_{41} \varepsilon_{11} + D_{42} \varepsilon_{22}). \tag{5.72b}$$

We can now rewrite equation (5.71) (leaving out the row and column involving out of plane stress and strain) as:

$$
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{pmatrix}
= 
\begin{pmatrix}
D_{11} - D_{41} & D_{12} - D_{42} & 0 \\
D_{21} - D_{41} & D_{22} - D_{42} & 0 \\
0 & 0 & D_{33}
\end{pmatrix}
\begin{pmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{12}
\end{pmatrix}.
$$

Note that this matrix is only symmetrical when $D_{41} = D_{42}$.
5.5 NUMERICAL EXAMPLES

We will consider a number of examples in this section to illustrate the effectiveness of the backward difference algorithm with a consistent predictor.

5.5.1 Thin Plate with Two Materials

Details of this problem are given in Section 3.8.4.1, and the results obtained using the consistent predictor are reported there. It is evident from these results that this method is both efficient and stable for the case of a von Mises yield condition.

5.5.2 Strip Footing on a Layer of Overconsolidated Clay

The problem under discussion is described in detail in Section 4.8. At this point we will be considering two material models and the performance of each.

5.5.2.1 Drucker-Prager material The material parameters are the same as those used in the previous Chapter. The solutions obtained are also the same, but what does vary is the number of iterations required to reach convergence in each increment. For the consistent predictor algorithm implemented in NOSTRUM [14], four iterations are required per increment, as opposed to the three iterations per increment required by ABAQUS. The reason for this difference is that for the first iteration of each increment in NOSTRUM the material behaviour is assumed to be elastic. The benefit of this feature would become evident in the case where cyclic loading is applied. The results for this problem are plotted below in Fig. 5.4.
5.5.2.2 Drucker-Prager with Cap

The Drucker-Prager constants are the same as those described above. The parameters required to define the cap are the cap shape factor \( R = 0 \) (vertical cap), the initial cap position \( \sigma_{kk}^c = -46.53 \) psi, the limiting volumetric plastic strain \( \psi = 0.003 \), the "rate" of plastic compaction \( D = 0.0087(\frac{1}{\text{psi}}) \), and the tension cut-off value \( T = 82.00 \) psi. The convergence rate in this case is not quadratic as it generally is for consistent predictors. The reason for this is that the hardening law has been linearised at the beginning of the iteration. In this example the algorithm does not reach the limit load because numerical problems are encountered at 125 psi. The results obtained for the displacement at the centre of the footing are shown in Fig. 5.4 below.

![Figure 5.4: Load vs displacement.](image-url)
5.6 CONCLUSION

In this Chapter we have formally presented the backward difference corrector algorithm which is essentially used throughout this thesis. In the case of the von Mises yield condition, the backward difference method is simply the radial return algorithm. A consistent predictor has been derived for the backward difference algorithm, and three yield conditions in particular, have been discussed. They are the von Mises, Drucker-Prager, and Drucker-Prager cap yield conditions. The numerical examples which are solved reveal that the rate of convergence for this combination of predictor and corrector is in general quadratic. The cap model however, proves to be an exception when yielding occurs on the nonlinear hardening cap since the predictor in this case is not consistent.
6.1 BRIEF LITERATURE REVIEW AND OUTLINE OF FORMULATION

In this survey we discuss the development of consolidation theory in the finite element context. The three dimensional theory of Biot [21] can be regarded as the common starting point for all the early finite element formulations for consolidation.

There are essentially two methods of approach. The first is to consider and solve the mechanical and seepage problems separately. This is the method adopted by Christian and Boehmer [22] who used finite elements for the solution of the mechanical problem, a finite difference method for the solution of the seepage problem, and an Euler forward integration scheme to map the transient response. The second was suggested by Sandhu and Wilson [23]. They included the continuity of the pore fluid together with the equilibrium and compatibility for the mechanical problem in a single functional. Many researchers essentially use the basic formulation proposed by Sandhu and Wilson and then make minor adaptations in order to suit individual needs [24-29].

Most researchers assumed the material behaviour to be linear elastic [24-26] until the beginning of the decade. In recent years the thrust has been to include both material and geometric nonlinearities [27-29]. The most recent work in this field has been the development of special purpose elements to cope with rapidly changing pore pressures at free boundaries [30].
In this chapter we are concerned with the development of a formulation for consolidation which can be easily implemented in a finite element code. The emphasis in particular is on making the formulation compatible with the Drucker-Prager cap model discussed in the previous chapter since this model represents the behaviour of a consolidating soil very well. The approach is similar to that of Christian and Boehmer where the mechanical response and fluid flow are considered separately. At any instant in time, as discussed in Chapter 2, the mechanical problem is essentially quasi-static with an imposed volumetric (migration) strain measuring the amount of pore fluid that has migrated to or from an element of soil. The pore pressures evaluated in the mechanical problem are substituted into the seepage equation yielding flow rates. These equations are coupled by means of a backward difference integration scheme to map the transient response.

6.2 FORMULATION OF THE MECHANICAL PROBLEM

For this formulation it is assumed that the soil is saturated and that the pore fluid is incompressible. We have previously defined the migration water strain as

\[ \varepsilon_w = \frac{dV}{V_0} \]  

(6.1)

Since the fluid phase of the soil is capable of transmitting hydrostatic stresses only, it will be necessary to consider the fluid phase and the soil skeleton separately. This is achieved by the definition of the effective stress,

\[ \sigma_{ij} = \sigma'_{ij} + p \delta_{ij} \]  

(6.2)
where \( \sigma_{ij} \) is the total stress tensor,
\( \sigma_{ij}^{ep} \) is the effective stress tensor,
\( \delta_{ij} \) is the Kronecker delta,
and \( p \) is the hydrostatic pressure in the pore fluid.

This definition holds true in incremental terms, and equation (6.2) can be rewritten as

\[
\Delta \sigma_{ij} = \Delta \sigma_{ij}^{ep} + \Delta p \delta_{ij} \quad (6.3)
\]

The elastic-plastic constitutive equations of the soil skeleton involve the effective stress tensor, and the contribution of stress from the pore fluid can be considered to overlay the hydrostatic stress in the soil skeleton. The effective stress increment can be related to the strain increment by means of a tangent stiffness modulus,

\[
\Delta \sigma_{ij}^{ep} = D_{ijkl}^{ep} \Delta \epsilon_{kl} \quad (6.4)
\]

where \( D_{ijkl}^{ep} \) depends on the current state of the material.

Incremental equilibrium and compatibility conditions, in terms of total stress increments must also be observed:

\[
\frac{\partial \Delta \sigma_{ij}}{\partial x_j} + \Delta F_i = 0 \quad \text{on } V, \quad (6.5a)
\]

\[
\Delta \sigma_{ij} \nu_i - \Delta T_j = 0 \quad \text{on part of the boundary } S_T, \quad (6.5b)
\]

\[
\Delta \epsilon_{ij} = \frac{1}{2} \left( \frac{\partial \Delta u_i}{\partial x_j} + \frac{\partial \Delta u_j}{\partial x_i} \right), \quad (6.5c)
\]

\[
\Delta u_i = \Delta \tilde{u}_i \quad \text{on the remainder of the boundary } S_u, \quad (6.5d)
\]
where \( \mathbf{x}_i \) is the position vector,
\( \nu_i \) is the outward normal to the surface,
\( T_j \) is the surface traction,
\( F_i \) is the body force,
\( \mathbf{u}_i \) is the displacement vector,
\( \mathbf{u}_i \) is the prescribed displacement,
and \( V \) is the volume of the body.

It follows from the incompressibility of the pore fluid that the volumetric strain is constrained to be \( \epsilon_w \), and hence

\[
\Delta \mathbf{u}_i = \Delta \epsilon_w 
\]  \hspace{1cm} (6.6)

for the porous medium. A solution to the incremental problem which satisfies equations (6.4), (6.5), and (6.6) can be obtained by minimising the augmented potential energy functional

\[
U_p^A = \frac{1}{2} \int_V \Delta \sigma_{ij} \Delta \epsilon_{ij} \, dV + \int_{S_T} \Delta T_i \Delta \mathbf{u}_i \, dS + \int_V \Delta F_i \Delta \mathbf{u}_i \, dV + \int_V \zeta (\Delta \mathbf{u}_i, i \Delta \epsilon_w) \, dV .
\]  \hspace{1cm} (6.7)

where \( \zeta \) is a Lagrange multiplier which, upon evaluation, turns out to be the increment in pore pressure \( \Delta p \) [1]. Equation (6.7) can thus be written as

\[
U_p^A = \frac{1}{2} \int_V \Delta \sigma_{ij} \Delta \epsilon_{ij} \, dV + \int_{S_T} \Delta T_i \Delta \mathbf{u}_i \, dS + \int_V \Delta F_i \Delta \mathbf{u}_i \, dV + \int_V \Delta p (\Delta \mathbf{u}_i, i \Delta \epsilon_w) \, dV .
\]  \hspace{1cm} (6.8)

In the finite element formulation, \( \Delta \mathbf{u}_i \), \( \Delta \epsilon_w \), and \( \Delta p \) are discretised and we define
\[ p = [N^p] p \quad (6.9a) \]

\[ \varepsilon_w = [N^p] \varepsilon_w \quad (6.9b) \]

and \[ u_i = [N] u \quad (6.9c) \]

where \([N]\) and \([N^p]\) are shape functions over the elements, and \(p\), \(\varepsilon_w\), and \(u\) are vectors of the nodal values of the respective variables. Since \(p\) and \(\varepsilon_w\) are associated with the derivatives of displacement \(u\), \([N^p]\) is an order lower than \([N]\).

We can denote the relation between strain and displacements as

\[ \varepsilon = [B] u \quad (6.10) \]

and

\[ \varepsilon_w = [B_v] u \quad (6.11) \]

where the coefficients of the matrices \([B]\) and \([B_v]\) derived from \([N]\) are dependent on whether we are considering plane strain or axial symmetry [1-3]. With the stress increments related to strain increments by equation (6.4), the augmented potential energy functional in terms of discrete nodal values can be written as

\[
U^A_p = \frac{1}{2} \int_V \Delta u^T [B]^T [D_{ep}] [B] \Delta u \, dv + \int_{S_T} \Delta u^T \Delta u \, ds + \int_V \Delta \varepsilon^T \Delta u \, dv \\
+ \int_V \Delta u^T [B_v]^T [N^p] \Delta p \, dv - \int_V \Delta \varepsilon_w [N^p]^T [N^p] \Delta p \, dv \quad (6.12)
\]

in terms of discrete nodal values, where \([D_{ep}]\) is the tangent stiffness matrix derived from the tangent stiffness modulus which is defined in equation (6.4).
Minimizing the above equation with respect to \( \Delta u \) and \( \Delta p \), we obtain the following system of equations:

\[
\begin{bmatrix}
K^S & H \\
H^T & 0
\end{bmatrix}
\begin{bmatrix}
\Delta u \\
\Delta p
\end{bmatrix}
= 
\begin{bmatrix}
\Delta \xi \\
\Delta g
\end{bmatrix},
\]

(6.13)

where

\[
[K^S] = \int \mathbf{B}^T \mathbf{D} \mathbf{B} \, dV,
\]

\[
[H] = \int \mathbf{B}^T \mathbf{N} \, dV,
\]

\[
\Delta p = \int \Delta T \, dS + \int \Delta F \, dV,
\]

\[
\Delta g = \int \mathbf{N}^T \mathbf{N} \, dV \Delta \xi - \mathbf{L} \Delta \xi,
\]

6.3 FORMULATION OF THE SEEPAGE PROBLEM

Equilibrium of forces acting on the pore fluid (Darcy’s law), continuity, and incompressibility of the fluid phase lead to the governing differential equation [31],

\[
k_{ij} \frac{\partial^2 p}{\partial x_i \partial x_j} = -\gamma_w \Delta \xi,
\]

(6.14)

where \( k_{ij} \) is the permeability tensor and \( \gamma_w \) is the specific weight of the pore fluid.
This is the classical statement of the seepage problem which has the boundary conditions

\[ p = p_s \text{ on part of the boundary } S_p, \tag{6.15a} \]

and \( \nu \cdot v = \psi \) on the remainder of the boundary \( S_v \), \tag{6.15b} \]

where \( p_s \) is the prescribed pore pressure on the boundary, \( \nu \) is the velocity of the fluid at the boundary, and \( \psi \) is the specified fluid flow across the boundary.

A weak statement of this problem is given by

\[ \int_V q(\kappa_{ij} \frac{\partial^2 p}{\partial x_i \partial x_j}) \, dV = -\int_V q(\gamma_w \dot{\varepsilon}_w) \, dV \tag{6.16} \]

where \( q \) is some arbitrary test function which satisfies the boundary conditions. Applying Green's theorem, this equation can be rewritten as

\[ \int_V [\frac{\partial q}{\partial x_i} \kappa_{ij} \frac{\partial p}{\partial x_j}] \, dV + \int_{S_v} q(\nu_j \nu_j) \, dS + \int_{S_p} q(k_{ij} \frac{\partial p}{\partial x_i} \nu_j) \, dS - \int_V q(\gamma_w \dot{\varepsilon}_w) \, dV. \tag{6.17} \]

In the finite element formulation we consider the same elements as in the mechanical problem, and we approximate \( p, q, \) and \( \dot{\varepsilon}_w \) by

\[ p = [N^P] p, \]

\[ q = [N^P] q, \tag{6.18} \]

and \( \dot{\varepsilon}_w = [N^P] \dot{\varepsilon}_w. \]

By summing over all of the \( J \) elements in the domain, equation (6.17) can be written as
\[ q \sum_{e=1}^{J} \left[ \int_{V_{e}} \left( \frac{\partial \mathbf{N}^P}{\partial x_i} \right) \mathbf{k}_{ij} \left( \frac{\partial \mathbf{N}^P}{\partial x_j} \right) dV_{e} + \int_{S_{e} - S_{ve}} \mathbf{k}_{ij} \left( \frac{\partial \mathbf{N}^P}{\partial x_i} \right) \nu_j dS_{e} \right]_{p} \]

\[ = q \sum_{e=1}^{J} \left[ \int_{V_{e}} \gamma_w [\mathbf{N}^P]^T \mathbf{N}^P dV_{e} - \int_{S_{ve}} [\mathbf{N}^P] \nu_j dS_{e} \right] \quad (6.19) \]

where \( V_{e} \) is the volume of the element, \( S_{e} \) the surface of the element, and \( S_{ve} \) the part of \( S_{e} \) which coincides with \( S_{v} \). Since \( q \) is arbitrary, the equation reduces to

\[ \sum_{e=1}^{J} \left[ [K_e] + [P_e] \right] p + \sum_{e=1}^{J} f_e = \gamma_w \sum_{e=1}^{J} \left[ [L_e] \right] \dot{e}_w, \quad (6.20) \]

where

\[ [K_e] = \int_{V_{e}} \left( \frac{\partial \mathbf{N}^P}{\partial x_i} \right) \mathbf{k}_{ij} \left( \frac{\partial \mathbf{N}^P}{\partial x_j} \right) dV_{e}, \]

\[ f_e = \int_{S_{ve}} \mathbf{N}^P \nu_j dS_{e}, \]

\[ [P_e] = \int_{S_{e} - S_{ve}} [\mathbf{N}^P] \nu_j dS_{e}, \]

and

\[ [L_e] = \int_{V_{e}} [\mathbf{N}^P]^T \mathbf{N}^P dV_{e}. \]

It follows from continuity considerations that \( \sum_{e=1}^{J} [P_e] p = 0 \) at interelement boundaries [32] and there is therefore no need to evaluate these zero contributions. The matrix \( [P_e] \) is only evaluated if pore pressure is specified on the element boundary, and thus the global equation follows:

\[ [K^w] p + f = \gamma_w [L] \dot{e}_w \quad (6.21) \]

where

\[ [K^w] = \sum_{e=1}^{J} \left[ [K_e] + [P_e] \right]. \]
6.4 COUPLING THE MECHANICAL AND SEEPAGE PROBLEMS

It is necessary to introduce a time integration scheme to couple equations (6.13) and (6.21). Using the relation $\Delta g = [L] \Delta \varepsilon_w$ we can write

$$\Delta \varepsilon_w = \int_{t_{n-1}}^{t_n} \dot{\varepsilon}_w \, dt \quad (6.22)$$

This can be approximated as

$$\Delta \varepsilon_w = \Delta t \dot{\varepsilon}_w(n-1+\beta) \quad (6.23)$$

where

$$\dot{\varepsilon}_w(n-1+\beta) = (1-\beta) \dot{\varepsilon}_w(n-1) + \beta \dot{\varepsilon}_w(n) \quad (6.24)$$

with $\dot{\varepsilon}_w(n-1)$ and $\dot{\varepsilon}_w(n)$ being the discrete values of $\dot{\varepsilon}_w$ at times $t_{n-1}$ and $t_n$ respectively. In order to be compatible with the integration of the constitutive equations, $\beta$ is set to be unity and this choice is defined as the Euler backward integration scheme [2]. Rewriting equation (6.21) as

$$\dot{\varepsilon}_w = \frac{1}{\gamma_w} [L]^{-1} \left[ [K^w][P(n-1) + \Delta p] + f \right] \quad (6.25)$$

and substituting in equation (6.24), $\Delta g$ becomes

$$\Delta g = \frac{\Delta t}{\gamma_w} \left[ [K^w][P(n-1) + \Delta p] + f \right] \quad (6.25)$$

Substituting equation (6.25) into equation (6.13), we obtain the global set of equations
where
\[
\Delta g' = \frac{\Delta t}{\gamma_w} [K^w] \rho_{(n-1)} + f_n
\]  
(6.26b)

6.5 INCREMENTAL SOLUTION PROCEDURE

The process starts off with an initial water strain field \( \varepsilon^0_w \) which will normally be zero at \( t_0 = 0 \). The solution algorithm is then summarised as follows:

1. Time increment \( n - 1 \rightarrow n \)
   1.1 Set \( i = 0 \)
   1.2 Evaluate \( \Delta P \) from the applied loads data.
   1.3 Iteration loop \( i = i + 1 \)
      1.3.1 If \( i = 1 \) and \( (n-1) = 0 \) then
         solve equation (6.13) with \( \Delta g = [L] \varepsilon^0_w \).
         Evaluate the residual forces and set \( \Delta P \) equal to the out of balance forces.
         Go to 1.3
      1.3.2 If \( i = 2 \) and \( (n-1) = 0 \) or \( i = 1 \) and \( (n-1) \geq 1 \) then
         solve equation (6.26) with \( \Delta g' = \frac{\Delta t}{\gamma_w} [K^w] \rho_{n-1} + f_n \).
         Evaluate the residual forces and set \( \Delta P \) equal to the out of balance forces.
         Check for convergence.
         If no, go to 1.3
         If yes, go to 1.4
1.3.3 If \((i \geq 3\) and \((n-1) = 0\)) or \((i \geq 2\) and \((n-1) \geq 1\)) then

\[ \text{solve equation (6.26) with } \Delta g' = 0. \]

Evaluate the residual forces, and set \(\Delta P\) equal to the out of balance forces.

Check for convergence.

If no, go to 1.3

If yes, go to 1.4

1.4 If \(t_n\) is the last time value go to 2.

Set \(n = n + 1\), go to 1.

2. Exit the increment loop.

6.6 NUMERICAL IMPLEMENTATION

The formulation presented here has been implemented in NOSTRUM to solve plane strain and axisymmetric problems. For \([N]\) to be an order higher than \([N^p]\), nine-noded Lagrangian elements are used to approximate the displacements, and 4-noded bilinear elements approximate the pore pressure field for elements containing pore fluid. It is assumed that the soil is orthotropic with respect to its permeability, and hence we set \(k_{ij} = 0\) for \(i \neq j\).

For the purpose of modelling the response of the soil skeleton, the linear model or any of the plasticity models described in the previous Chapters are available. The Drucker-Prager cap model best represents the volumetric behaviour of the consolidating soil [20], and its relevance to this formulation can be appreciated.
A simple dynamic time-stepping algorithm which increases the time step length \( \Delta t \) during the solution procedure has been included. Each time increment is set to

\[
\Delta t_n = \theta \Delta t_{n-1}
\]  

(6.27)

where \( \theta \) is the time increment multiplier. The choice of \( \Delta t_0 \) and \( \theta \) will determine the discrete time values of the solution procedure.

6.7 NUMERICAL EXAMPLES

In order to illustrate the effectiveness of the algorithm, a series of examples is presented. The results are compared with available closed form solutions, examples drawn from literature, and the numerical results obtained using ABAQUS [8].

6.7.1 One dimensional consolidation

The simplest case of consolidation is the one dimensional problem in which the total stress is constant with time, and drainage occurs at the top of the consolidating stratum of depth \( H \). Under these conditions a closed form solution, which is used for comparison with the numerical solutions, can be obtained [33]. This problem can be modelled by using a vertical strip of plane strain elements which are restrained horizontally. The drainage is effected by setting the pore pressure to zero at the top of the strip where a uniform pressure is applied. This pressure \( P_0 \) is applied instantaneously at \( t=0 \) and kept constant throughout the analysis. The finite element mesh and the boundary conditions are shown in Fig. 6.1(a). The load and material parameters used in the linear analysis are as follows:
\[ P_0 = 47997, \]
\[ E = 287400, \]
\[ \nu = 0.4, \]
and
\[ k_{11} = k_{22} = 1.22 \times 10^{-4}. \]

We define the dimensionless time factor

\[ T_{vl} = \frac{C_{vl} v_1}{H^2} \]

where

\[ C_{vl} = \frac{E(1-\nu)}{(1+\nu)(1-2\nu)} \frac{k_{11}}{\gamma_w} \]

is the coefficient of consolidation. The numerical subscript refers to the dimension of the coefficient.

Additional parameters required for the cap model are as follows:

\[ k = 12000, \]
\[ \alpha = 0.11, \]
\[ R = 0.0, \]
\[ \sigma'_0 = -30000, \]
\[ \sigma''_m = -3 \times 10^{-5}, \]
and
\[ D = -3 \times 10^{-5}. \]

Fig. 6.1(b) shows the pore pressure profiles for the analytical and numerical solutions at discrete time intervals. In Figs. 6.1(c) and 6.1(d) the pore pressures are plotted against time, and in Fig. 6.1(e) displacements at the surface and in the centre of the layer are plotted against \( T_{vl} \).
Figure 6.1(a) : One-dimensional consolidation.

Figure 6.1(b) : Pore pressure vs depth.
Figure 6.1(c): Pore pressure vs time.

Figure 6.1(d): Pore pressure vs time.
In general, the numerical solutions compare very favourably with the analytical solution. By comparing the results obtained with the cap model to those quoted by Siriwardane and Desai [27], (where a Cam Clay model was used for the soil behaviour), we see that our results follow the same trends.

6.7.2 Triaxial sample

The problem of the radial consolidation of a triaxial sample is modelled using axisymmetric elements. Since no displacement occurs in the direction of the axis, we need only consider a thin disc with the top and bottom restrained. The finite element mesh and corresponding boundary conditions are shown in Fig. 6.2(a). We assume linear behaviour for the soil skeleton, and the numerical results obtained are compared with analytical solutions quoted by Christian and Boehmer [22] who present a detailed discussion of the problem. A uniform radial pressure $P_o$ is applied instantaneously around the circumference of the sample at $t = 0$, and the pore pressure is set to zero for drainage to occur.
The load and material parameters used in this example are as follows:

\[ P_0 = 1, \]
\[ E = 1, \]
\[ \nu = 0.33 \text{ or } \nu = 0.0, \]
\[ k_{11} = k_{22} = 1, \]
\[ T_{v1} = \frac{C_{v1}}{R^2} t, \]
and \[ T_{v2} = \frac{C_{v2}}{R^2} t \]
with \[ C_{v2} = \frac{E}{2(1+\nu)(1-2\nu)} \frac{k_{11}}{\gamma_w}. \]

At discrete time intervals for which analytical solutions are available, pore pressures vs radius of the sample are plotted in Fig. 6.2(b). The pressure at the centre of the sample is plotted against time in Fig. 6.2(c). In both cases \( \nu = 0.33 \) and the numerical results compare well with the analytical solution.

**Figure 6.2(a)**: Triaxial sample problem description.
Figure 6.2(b): Pore pressure vs radius.

Figure 6.2(c): Stresses vs time.
Fig. 6.2(d) shows the total volumetric stress, the effective volumetric stress and the pore pressure both near the surface and near the edge of the sample for \( \nu = 0.0 \). The results near the centre are identical to those obtained by Boehmer and Christian. The results near the surface follow the same trend as those of Boehmer and Christian, but differ numerically as they are not at the same distance from the surface. The phenomenon of redistribution (total stresses nearly constant with changing effective stress) and the Mandel-Cryer effect (effective stresses nearly constant with changing total stresses) are illustrated in this example, and are discussed in some detail in Boehmer and Christian's paper.

6.7.3 Mesh size and time incrementation analysis

In this example we illustrate an important issue in consolidation problems, namely the dependence choice of initial time step on the mesh size. For this purpose we consider Terzaghi's one dimensional consolidation and model it as before. The generic layout of the meshes used is depicted in Fig. 6.3(a). The element at the free surface has the dimension \( \ell \).

The following load and material parameters are used:

\[
E = 1.0, \\
\nu = 0.3, \\
k_{11} = k_{22} = 1.0, \\
\gamma_w = 1.34615, \\
P_o = 1.0, \\
T_v = \frac{C_v}{H^2} \times t \quad \text{with} \quad C_v = \frac{E(1-\nu)}{(1+\nu)(1-2\nu)} \frac{k_{11}}{\gamma_w} = 1.0.
\]

For the case where \( \ell = 1 \), the form of solutions at three time steps is sketched in Fig. 6.3(b). The parameter \( t_c \), referred to in the sketches, is defined by
\[ t_c = \frac{\gamma d^2}{6\varepsilon k_{22}} \quad (6.28) \]

The significance of this parameter is discussed in [34]. Because the governing equations are parabolic, the initial solution is a local "skin effect" solution. With the progression of time this "skin effect" reduces as can be seen in Fig. 6.3(b).

Fig. 6.3(c) shows the time at which the numerical solutions differ by less than 0.05 \( P_0 \) from the analytical solutions for the first time. These are plotted for different values of \( \ell \) and are close to the locus of \( t_c \).

Finally we consider the effect of the time step multiplier \( \theta \) in equation (6.27). Using an initial time step \( \Delta t_0 \) of 1.0 with \( \theta = 1.1 \), \( \theta = 1.5 \), and \( \theta = 2.5 \), full consolidation is achieved in respectively 36, 14, and 9 steps. The results obtained using the mesh with \( \ell = 1 \) are compared to the analytical solution in Fig. 6.3(d). It is seen that as \( \theta \) decreases the solution improves, but more steps are required to reach full consolidation.

---

**Figure 6.3**

(a) Generic Mesh  
(b) Profile of Pore Pressure
**Figure 6.3(c)**: Time to stabilise vs element dimension.

**Figure 6.3(d)**: Effect of $\theta$. 

[Graph of Time to Stabilise vs Element Dimension]

[Graph of Effect of $\theta$]
6.7.4 Two dimensional analysis

In this example we consider a footing of width 2B on a soil layer of thickness 4B. Drainage occurs at both the top and the bottom of the layer. Plane strain elements are used, and the finite element model is shown in Fig. 6.4(a). The load on the footing is increased linearly to reach full value at 25 days. The surface displacements at different time intervals are plotted in Fig. 6.4(b) for both linear and nonlinear solutions.

The material parameters for the linear part of the example are:

\[ E = 622700, \]
\[ \nu = 0.4, \]
\[ k_{11} = k_{22} = 1.22 \times 10^{-5}, \]

and \[ T_v = \frac{C_{v1}}{H^2} x t. \]

Additional parameters required for the cap model are:

\[ k = 12000.0, \]
\[ \alpha = 0.11, \]
\[ R = 0.0, \]
\[ \sigma_m^o = -10000.0, \]
\[ W = -0.10, \]
\[ D = 7 \times 10^{-6}, \]

and \[ T = 70000. \]
Figure 6.4(a): 2-D consolidation problem description.

Figure 6.4(b): Surface displacement.
The results for the elastic case are in exact agreement with the numerical results obtained with ABAQUS. When comparing the nonlinear case to similar examples in the literature [27], we see that our solution follows the same trends.

6.8 CONCLUSION

The consolidation formulation described in this chapter provides results which are consistent with closed form solutions, and with results obtained by other authors, as well as results obtained with ABAQUS. The main objective here has been to develop a formulation which would fit into the framework of the incremental procedures described in the previous chapters, and more specifically, one that would complement the Drucker-Prager cap model. It has been shown that this can be effected by the defined migration water strain which couples the mechanical and seepage problems. The water strain is equivalent to the volumetric strain of the soil. Since the cap parameters depend on the volumetric strain, this formulation is especially suited to the cap model.
CHAPTER 7

CONCLUSION

The formulations of the incremental problem for elastic-plastic materials presented in this thesis have provided valuable insights into how existing numerical techniques are linked to the governing variational principles. The use of imposed inelastic strains in particular has facilitated the formulation and implementation of both the secant approximation algorithm and the consolidation algorithm. In addition to this, the inelastic strains have been helpful in understanding the mechanics of the physical problems. A summary will be presented of the conclusions drawn at the end of Chapters 3 to 6.

The application of mathematical programming techniques to incremental elastic-plastic analysis has revealed that certain Newton-Raphson methods do in fact have a parallel in mathematical programming. It has been shown that the secant approximation algorithm which involves the successive minimisation of quadratic potential functionals can be formulated as a Newton-Raphson method. This secant algorithm is guaranteed to converge, but since it is not very efficient the applicability is limited to comparison solutions. A Newton-Raphson technique which utilises both a backward difference scheme for the integration of the plastic constitutive equations as well as a tangent predictor which is consistent with the corrector algorithm has provided numerical solutions which exhibit a quadratic rate of convergence. This is true for most of the yield conditions considered, except in the case of the Drucker-Prager cap model when yielding takes place on the nonlinear hardening cap.
In general, the numerical results obtained with the algorithms presented compare well with available analytical solutions and with results obtained with other finite element packages. In a case where a forward difference scheme is used for the integration of the constitutive equations, great difficulty is encountered in obtaining solutions to a particular problem. The solution to the same problem however, can be easily calculated using the backward difference approach with either the secant approximation for a predictor, or the consistent tangent predictor. The convergence rate of the consistent tangent algorithm is far superior to the other predictor algorithms considered, and would therefore be recommended for use in commercial packages.
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