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Abstract

Modern communications systems still use traditional spectrum licensing methods which assign spectrum as an exclusive-use commodity to an entity. While this approach guarantees no interference, it has been shown that most entities transmit information in bursts rather than continuous streams which has consequently led to the inefficient use of radio spectrum. Cognitive radios aim to correct this problem by utilising the spectrum of the licensed users when the licensed users themselves are not using it. In theory, this is an optimal solution as it would allow non-licensed users to exploit the inefficiencies of the licensed users while maintaining a 'transparent' appearance to the users by changing their frequency band when the cognitive radios detect that the licensed user has resumed the use of their own frequency band.

The implementation of cognitive radios is widely proposed through the use of Orthogonal Frequency Division Multiplexing (OFDM) modulation. In the special case of cognitive radios however, the OFDM modulation scheme cannot simply be implemented without modification due to the huge change in the basic laws of the transmission paradigm. The main reason behind this is that the modulation scheme can no longer assume the contiguousness of its band as well as the interference that may be caused by the cognitive radio users operating in such close proximity to the licensed users. The research presented in this thesis namely identified two areas of cognitive radio which addressed these issues. These were the power loading and channel estimation areas.

The power loading aspect of cognitive radios dictates how power should be assigned during modulation such that the interference caused by the cognitive radio to the licensed users is kept below a fixed threshold. The power loading algorithm also aims to maximise the throughput achieved by the cognitive radio given the fact that the licensed users nearby the cognitive radio would be interfering with it. The channel estimation aspect on the other hand aims to maximise the cognitive radio throughput through more accurate estimation of the communications channel given the cognitive radio conditions employed. Both algorithms are designed to solve the problem of introducing the aspect of non-contiguity inherent in cognitive radios to their traditional counterparts in OFDM where the modulation may be considered contiguous (i.e. no cognitive radios).
The work presented in this thesis describes the research conducted in these two areas and analyses the currently existing, optimal solution for these two individual areas. More importantly, however, is that it also identifies a contradiction between these two areas. The contradiction is then addressed by providing a scientific and mathematical description of the problem. An engineering solution is also provided with the derivation and development of the optimal solution to this contradiction. The document shows an analysis of how the solution would solve the imposed problem as well as exploring alternative venues of possible solutions.

The document also shows an analysis of the proposed solution in terms of related research. It was found that no other solution to this problem was posed. This is due to the fact that in all the research done, this problem does not seem to have been identified by any other research or related works. It is therefore believed that a novel approach and solution have been proposed by the research work presented in this document to a critical implementation problem which does not seem to have been discovered as of yet.

This thesis also presents the practical implementations possible of this optimal solution as well as simulation results of these solutions. The optimal solution itself is well documented and a general algorithm which may be used is demonstrated. The thesis however also demonstrates sub-optimal solutions which may be used in place of the optimal solution for practical situations where computing power or the amount of available device power is limited. From simulation results, it was found that when using the optimal, proposed solution the accuracy of the channel estimator could be increased (i.e. a decrease in error) by as much as 10 dB relative to the current, static pilot patterns currently employed when using the MMSE estimator. The results obtained when simulating the LS estimator were observed that the overall estimator MSE did not significantly improve (reduce) when utilising the proposed solution algorithm. The algorithm did however achieve its primary purpose of placing the dynamic pilot symbols in the best position such that interference from the secondary users to the primary users is kept below a specified threshold.

The document also proposes future avenues of research work which could be conducted to further improve and build upon the proposed optimal and sub-optimal solutions as well as any possible implementations and performance analysis.
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Foreword

The research work which has been concluded and summarised in this thesis originally commenced in January 2010. The work originally started as a Masters degree project (MSc) under the supervision of Neco Ventura. Since its commencement, the work involved intensive literature study which eventually led to the discovery of a contradiction in the areas of pilot patterns and power loading in NC-OFDM cognitive radios.

During May 2011, an application was made to the Doctoral Degrees Board of the University of Cape Town to upgrade the Masters degree to a Doctoral (PhD) as per the recommendation of Neco deeming that the research work conducted would satisfactorily meet the requirements for a doctoral degree. The upgrade was approved that same month.

For the whole duration of the research project, it was conducted at the University of Cape Town in the Centre for Broadband Networks and Applications. Side-projects were also undertaken during the duration of the research such as the familiarisation with the OpenEPC system by invitation of the Fraunhofer Institute at TU Berlin as well as the design and mentoring of final-year projects to be performed by undergraduate students at the University.

The research conducted then allowed for scientific progress, specifically in identifying, modelling and solving the contradiction which would exist should an NC-OFDM cognitive radio be implemented using both the optimal pilot pattern algorithms and optimal power loading algorithms currently proposed for implementation.

The research resulted in several publications during its progression. These are elaborated in later sections.
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1. Introduction

Modern communications systems are characterised by an ever growing need for higher transmission rates. Through the use of many innovative techniques such as multi-carrier modulation, we have reached a point where most modern communications systems are described as capacity-approaching as they are very close to a theoretical limit (known as the Shannon Limit) on the maximum possible information rate over a noisy medium. This means that in order to be able to support the ever-growing demand for higher information transfer rates, there has been great pressure to utilise the practically available spectrum more efficiently. This has led to the development of a family of technologies known as cognitive radio (CR).

Cognitive radios attempt to address the inefficiencies associated with the current licensing models where an entity obtains an exclusive right to use a fixed bandwidth of the spectrum. This means that when the licensed entity is not using its band, it remains empty and unused as no other entity is by law allowed to use the band. Cognitive radio aims to address this problem by developing devices which are able to utilise the licensed bands when the licensees themselves are not using them. This is one aspect as defined in the description of a cognitive radio which is defined by Mitola by stating that cognitive radios are devices which are "sufficiently computationally intelligent about radio resources and related computer-to-computer communications to detect user communications needs as a function of use context and to provide radio resources and wireless services most appropriate to those needs" [1]. From the description, the cognitive radio would adjust its modulation parameters to meet the needs of its users. The main aspect of the cognitive radio which would provide a promising solution to the problem of spectrum crowding is the channel access paradigm known as Dynamic Spectrum Access (DSA).

Dynamic spectrum access is a design principle whereby the radio device is designed around the premise of adaptability and agility in terms of the centre frequency of operation used for modulation. This means that instead of utilising a fixed frequency band for operation, the radio is able to adapt and change its centre frequency of operation to a more suitable band of operation or a random one (for the purposes of security) to achieve a more efficient utilisation of spectrum. As such, if the goal of a cognitive radio is defined to be spectral usage efficiency, it could be used to alleviate and even solve the problem of spectrum
shortage. The DSA aspect of a cognitive radio device could then be used to access licensed spectrum when the licensee of the band of interest is not using the spectrum themselves.

As CR devices would imply a whole paradigm shift from traditional fixed spectrum access to dynamic spectrum access, there are a big number of challenges associated with them. Two of these problems concern the aspects of controlling the interference between legacy, licensed users and cognitive, unlicensed users as well as co-ordination such that the maximum data rate can be obtained from the unused spectrum that is available. The research presented in this document addresses a problem identified with both of these aspects and a detailed explanation is presented in subsequent sections.

The research methodology is then explained with the focus on describing the research statement, the research goals and a comparison to existing solutions. These were used to provide a systematic framework for the expectation of deliverables as well as to identify which challenges had the highest need to be addressed and consequently to aid in the efficient allocation of research time and effort.

1.1. Cognitive Radios as a Solution to Spectrum Crowding

The problems inherent in spectrum crowding, licensing and under-utilisation have created a unique problem where a paradigm shift is needed to ensure that the information transfer rate demands of future applications are met. Cognitive radios are in fact a paradigm shift from the old ways of communication where the intelligence is centralised (i.e., at the network management level) to a new paradigm where intelligence moves to the edges of the network (the end-user devices) [1]. This means that the consumer devices are enabled to perform cognition as well as take action in changing their parameters dynamically as the user's requirements change whilst doing it transparently of the user.

As the main aspect of focus in this research is the DSA component of a CR system, there are two types of DSA for CRs, namely underlay access and overlay access. These two aspects are both unique in their approach but both of their goals involve for the cognitive radio users, also known as the Secondary Users (SUs), to be able to access the spectrum of the licensed users, also known as Primary Users (PUs) without causing any interference noticeable to the PUs.
Overlay access involves the CR sensing unused (also known as 'white') spaces in the spectrum and opportunistically accessing them when their licensed users are not. This means that the unlicensed entity has full access to the spectrum when it isn't being used and is the sole entity transmitting in that band for that time instance. When visualising overlay access, it is akin to the transmission 'hopping' (note well that this is not the same as Frequency-Hopping Spread Spectrum (FHSS) as FHSS has deterministic hops and no cognition) into spectral holes in between transmissions. This process is visualised in Figure 1.
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Figure 1. This figure visualises the overlay dynamic access method. The darker blocks represent the primary users whom have priority (licensed) access while the lighter blocks represent the secondary users who use opportunities (white spaces) to access the PUs' bands when the PUs themselves are not using them.

Underlay spectrum access differs immensely from overlay access in that the system does not make extensive use of opportunistic access. The system instead spreads the signal, usually through an Ultra-Wideband (UWB) modulation scheme, such that its transmitted power is low enough not to cause any significant interference to the licensed user while its bandwidth increases to several times the modulating signal's bandwidth. This means that the system requires very little cognition and is deterministic in its nature but also requiring very fine transmission power control so as to keep the interference to the licensed users below a defined threshold. The underlay access scheme is shown in Figure 2.
Figure 2. This figure shows the underlay DSA scheme. The darker blocks represent the PU transmissions while the lighter blocks represent the SU transmissions. It is evident how the SU transmissions are at the same frequency and time as the PU transmissions but are lower in power and as such below a fixed interference threshold to the PU.

The focus of the research conducted was on an overlay DSA scheme as the issues found were deemed of critical importance to the field due to the way the overlay scheme operates with relation to aspects like power loading and pilot patterns. It should however be noted that both dynamic access schemes allow the CR device to exploit and use PU spectrum without causing any noticeable interference to the PU.

1.2. Non-Contiguous OFDM

As discussed in Section 1.1, it may be seen that OFDM is a great modulation scheme allowing the transmitter-receiver pair to efficiently 'beat' the wireless channel for wireless broadband communications. It also trivialises the equalisation which needs to be performed by allowing it to be done in the frequency rather than the time domain. It was also discussed how OFDMA is the multiple-access extension of the OFDM modulation scheme and how sets of sub-channels could be efficiently used to transmit different information to multiple devices at the same time while using different frequencies (sub-channels).

Seeing the success of OFDM and OFDMA, a highly favoured overlay modulation scheme for the implementation of cognitive radio devices known as Non-Contiguous Orthogonal Frequency Division Multiplexing (NC-OFDM) has been developed as a modification of the standard OFDMA modulation scheme. The idea behind NC-OFDM is
such that a frequency band designated for use by CR devices is implemented using OFDMA and sub-channels which interfere with Primary User (PU) transmissions at any instant would be disabled when a PU is transmitting. This scheme therefore allows any 'gaps' in the frequency band of operation to be utilised by Secondary Users (SUs) as well as the PU bands in the frequency band of operation to be used when the PUs themselves are not transmitting. An illustration showing the basic principles of operation of NC-OFDM is shown in Figure 3.

Figure 3. This figure visualises how OFDM sub-channels may be disabled (modulation by 0) such that they do not interfere with overlapping transmissions by the PU (denoted by a dark overlay).

The figure above demonstrates how the OFDMA transmission may have the sub-channels which interfere with the PU disabled. This makes the signal non-contiguous (hence the name
NC-OFDMA) in the frequency domain, allowing for optimal utilization and exploitation of any unused spectrum in both the time and frequency domains.

1.3. Interference Concerns and Power Loading

In the overlay DSA scheme as described in Section 1.1, it is expected that for optimal spectral utilisation the SU transmission will be adjacent to the PU transmissions in the frequency domain. As all systems are non-ideal, this means that some energy from the SU will roll-off into the PU as well as energy from the PU to the SU. This in turn means that there will be an increase in PU-to-SU as well as SU-to-PU interference. Since the principles of cognitive radio require that the SU keep the interference to the PU below a fixed, design specified threshold this means that power should be assigned intelligently to different sub-channels of the SU signal such that the interference to the PU is kept below the specified threshold in order to ensure that the interference effects imposed on the PU are negligible.

The aspect of assigning the transmission power per sub-channel according to a defined algorithm is known as power loading. There are many power loading algorithms which have been proposed but there exist optimal algorithms for both OFDM and NC-OFDM modulation schemes.

The optimal power loading algorithm for contiguous OFDM signals is known as the water-filling algorithm. The purpose of this algorithm is to maximise the information rate while maintaining total power loaded within the maximum power constraint. This algorithm is most often represented as the solution to a multivariate optimisation problem where the channel capacity is maximised with the Channel Frequency Response (CFR) given while keeping the total transmission power equal to or below the specified maximum EIRP as per regulation. The result of this is that less power tends to be assigned to sub-channels with a lower Signal-to-Noise Ratio (SNR) and inversely, more power is assigned to sub-channels with a higher SNR [15]. The power allocation done by the water-filling algorithm is demonstrated in Figure 4.
Figure 4. This figure demonstrates the contiguous water-filling power loading algorithm. The darker coloured bars indicated the inverse of the Carrier-to-Noise Ratio (CNR) while the lighter coloured bars indicate the power allocated per sub-channel. The flat line atop the power allocation bars indicates the maximum 'water level' which represents the maximum level allowed such that the sum of the power allocation is equal to the maximum transmission power allowed.

The optimal power loading algorithm for NC-OFDM schemes is actually a modification of the water-filling algorithm [19]. The optimal algorithm for NC-OFDM is also represented as a multivariate optimisation problem but with the major difference being that PU-to-SU as well as SU-to-PU interference are both added as a constraint (SU-to-PU) and a consideration (PU-to-SU) alongside the total transmission power. The addition of interference between the SU and the PU as a constraint in the algorithm results in the algorithm dictating that the closer the SU sub-channel is to a PU transmission, the less power that will be loaded to it. The reason for this is that the non-ideal transmissions of both the PU and the SU mean that the pulse-shaping filters have some roll-off, this results in the transmission having some energy outside its designated band. For non-orthogonal systems, this energy translates as interference between the different bands and if the systems employ FFT-based, multi-carrier modulation, this error may be even further exacerbated by a phenomenon known as spreading or smearing as described further in Section 3.2.
Figure 5. This figure demonstrates the spectral roll-off present in a normalised raised cosine pulse-shaping filter. The roll-off is indicated by the shaded area demonstrating the effective out-of-band interference.

Figure 5 demonstrates the non-ideality present in pulse-shaping filters. The magnitude of the raised cosine filter with a roll-off factor of 0.2 is demonstrated in Figure 5 with the areas that are outside the transmitted band being shaded [16]. The shaded areas effectively represent the interference caused to other bands adjacent to the band of transmission in which this pulse-shaping filter is applied. It is evident that the interference caused by the non-ideal pulse-shaping filter is not negligible for nearby frequencies and is indeed a serious consideration to the implementation of any communications system. Although not easy to see, in theory, the interference caused by the time-limited pulse-shaping filter will extend all the way to infinity on the frequency scale. This is due to the fact that by definition, any time-limited signal will have an infinite bandwidth and vice-versa [17]. The interference energy however decreases rapidly with frequency and may be regarded as negligible at frequencies much farther away from the centre frequency of the transmitted signal upon which the pulse-shaping filter is applied.

The NC-OFDM power loading algorithm is visualised in Figure 6, for readability, the CFR is ignored and instead the approximate power loading for interference control is shown.
Figure 6. This figure approximately demonstrates how the optimal power loading algorithm for NC-OFDM signals works. It is evident how the power level of each sub-channel decreases as the sub-channel's distance between it and the PU also decreases. This is attributable to the interference created by non-ideal filtering and non-orthogonality of both the PU and SU transmissions.

It should also be noted that another important aspect that exists in the field of power loading for OFDM systems is that of the Pilot-to-Data Power Ratio (PDPR). The PDPR determines the ratio of power which should be loaded to pilot symbols versus the power which should be loaded to data symbols. Much research has been done to find the optimal PDPR for different scenarios including different mapping constellations, SNRs and interpolations [18]. It has however been found that in most practical cases the optimal PDPR which maximises the Bit Error Rate (BER), that is the probability of error per bit transmitted over the channel and received by the receiver, is greater than unity [18]. This is especially true for cases where the SNR is particularly low. As such, in a lot of practical situations the power loading algorithm will need to assign more power to pilot symbols than data symbols, it was found however that the optimal power loading algorithm for NC-OFDM cognitive radios as specified in [19] does not consider the different types of symbols. This meant that the optimal power loading algorithm as specified by [19] would violate the PDPR, especially for low-SNR situations such as sub-channels near to the PU transmission bands.
1.4. Channel Estimation and Equalisation

As information is transmitted at a bandwidth higher than the channel coherence bandwidth, ISI will occur. This means that the channel frequency response for the band of interest will be non-flat and will differ over the band of interest. In order to obtain the correct transmitted symbol in each sub-channel before any fading effects imposed by the channel, it is necessary to negate the non-flat fading effects through a process called equalisation.

As ISI introduced by the channel is a multiplicative effect, the simplest way it may be negated is by multiplying the OFDM symbol by the inverse of the CFR. This process is known as Zero-Forcing (ZF) due to the fact that it brings the ISI down to zero in a noise-free environment as the multiplicative effect of the non-flat fading would be ideally cancelled by a division done during the equalisation process.

The ZF equalisation method is ideal and optimal in a noiseless environment [4]. In terms of regression analysis the channel frequency response, which is inverted to perform the ZF equalisation, needs to be estimated. This estimate is known as the Least Squares (LS) estimate.

There are two methods of channel estimation, namely blind estimation and Pilot Symbol Assisted Modulation (PSAM). Blind channel estimation attempts to estimate the channel's frequency response without any \textit{a priori} information. This means that no information is transmitted for the purpose of channel estimation and as such all transmitted information is data and the full time-frequency grid of the OFDM transmission is used for data symbols. On the other hand, PSAM involves the transmission of some \textit{a priori} information placed in a specific pattern on the time-frequency grid of the OFDM frame. Known pilot symbols would be inserted into positions and as such a pilot pattern would form which is known by the receiver \textit{a priori}. This means that the receiver can gauge the exact effect plus noise the channel had on the symbol and therefore form a channel estimate.

An alternative way in estimating the channel frequency response and performing equalisation is known as the Minimum Mean Squared Error (MMSE) estimate. When performing LS estimation, the channel frequency response is attempted to be obtained by dividing the received pilot symbol by the transmitted pilot symbol, as such this would provide us with the multiplicative component caused by ISI as well as a noise component added by AWGN. As the ZF equalisation involves multiplying the received OFDM symbol...
by the inverse of the estimated channel response, it could result in greatly increasing the additive noise component of the estimate for points where the CFR is very small due to the very large inverse. The MMSE estimator attempts to mitigate this issue by not attempting to completely eliminate ISI through division but rather to minimise the total power of both the multiplicative ISI and additive noise components imposed on the transmission by the channel due to the effects of ISI and AWGN manifesting as an increase in estimator Mean Squared Error (MSE) through the use of channel statistics [20].

As both types of estimators and equalisers may be applied to both blind estimation and PSAM, it is worth noting that the research conducted was exclusively in the domain of PSAM. The addition of pilots to channel estimation opens up a new design aspect which is called the pilot pattern. Much research has been done into both optimal and sub-optimal pilot patterns for different scenarios however the general consensus is that the pilot patterns may be arranged in two different ways, namely block and comb types [21].

Block type pilot patterns involve the transmission of pilot symbols for a whole OFDM symbol at a fixed time interval. This means that all frequencies are estimated at a known time interval and subsequent OFDM symbols will only contain data symbols until the same pilot interval is reached again. The advantage of this arrangement is that all frequencies are estimated at once and as such frequency dispersive (also commonly referred to as frequency selective multipath channels), time-invariant channels may be accurately estimated [22]. The disadvantage to this arrangement however is that should a time-varying channel be encountered, the pattern will not be able to estimate the channel with sufficient accuracy, especially if there is significant Doppler shift due to moving terminals. An example of a block type pilot pattern has been visualised in Figure 7.
Comb type pilot patterns are essentially block type pilot patterns but with the pilot symbols arranged in frequency rather than time. Where block type pilot patterns would transmit only pilot symbols for one OFDM symbol, a comb type pilot pattern would interleave pilot symbols at a fixed interval along with data symbols, in the OFDM symbol. This means that the estimator has to interpolate between frequencies rather than time as compared to the block pattern but due to the possibility of continuous pilot symbols in the time direction, the comb type pattern may estimate time-varying channels with good accuracy. A comb type pilot pattern is shown in Figure 8.
As of recently, there exist a third type of pilot pattern which is a combination of both, these are usually known as diagonal or scattered pilot patterns. The design of these pilot patterns is not aimed at a fixed pattern as is with block and comb type but rather with the estimation accuracy for the most commonly used application scenarios. As such, many standards such as DVB-T2 [23] employ rectangular patterns where the pilot symbols are either arranged at a fixed frequency interval similar to comb type but with the interval not being a multiple of the OFDM symbol length. This essentially results in the pilot symbols shifting or drifting along the OFDM frame to provide a compromise of the frequency-dispersive channel estimation accuracy of block arrangements with the time-variant channel estimation accuracy of comb arrangements. Another commonly employed variation is a sparse pilot pattern. This pattern is employed especially for low-mobility, high rate applications and involves the pilot symbols being arranged at an interval in both the time and the frequency domain so as to minimize the overhead caused by the introduction of known symbols (pilots) into the OFDM frame.
Figure 9. This figure demonstrates both the diagonal (above) and sparse (below) pilot patterns. The pilot symbols are represented by the hatched overlay.

In all cases shown above, it is evident that for non-CR systems the pilot patterns are static and do not need to take into account or consider the scenario should the OFDM frame become non-contiguous. The estimators are proven to be optimal when analysing the estimation problem from both LS and MMSE perspectives but are known to become sub-optimal when applied to an NC-OFDM cognitive radio scenario [24]. The main situational difference between CR and non-CR systems affecting channel estimation and pilot patterns is attributed to the non-deterministic nature of the NC-OFDM modulation scheme that goes with a CR system. This means that at any point in time a set of sub-channels may need to be disabled by the SU due to the unpredicted appearance of PU transmissions in those sub-channels. It is quite likely that some sub-channels which are pilot symbol bearing will be part of the set of sub-channels which need to be disabled and as such the estimator would effectively lose channel samples at the pilot symbol locations. Due to this very different and non-deterministic nature of CR systems, an adaptive pilot pattern algorithm needed to be developed so that the lowest estimator MSE could be achieved for CR systems.
An adaptive pilot pattern for NC-OFDM CR systems is investigated by [25] and proposed by [24]. In both cases, the optimal solution is attained by converting sub-channels adjacent to the disabled sub-channel set (PU transmission overlap) to pilot-bearing sub-channels. This is equivalent to shifting the pilots which needed to be disabled, due to an overlap with the PU transmission, to the edge of the PU transmission. The proposed pilot pattern has been shown to be optimal for NC-OFDM scenarios and assumes a worst-case, non-deterministic PU interference [24]. Figure 10 is a visualisation of the optimal algorithm proposed in [24], it may be seen how the pilot symbols adapt and follow the edge of a PU’s transmission such that they are always adjacent on either side of the PU band.
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Figure 10. This figure demonstrates the optimal, adaptive pilot pattern for NC-OFDM cognitive radio systems as proposed in [25] and [24]. The hatched overlay indicates pilot symbols, the dark overlay indicates PU symbols and the plain symbols with no overlay indicated SU data symbols.

The optimal pilot pattern demonstrated in Figure 10 provides the advantage of the reduction of the channel estimator error and hence the increase in the estimator accuracy. This is chiefly due to the decrease in interpolation distance when using the least squares estimator or a reduction in pilot symbol auto-correlation and an increase in data symbol to pilot symbol cross-correlation when using the minimum mean squared error estimator.
1.5. Research Statement and Goals

A number of research questions were initially posed which led to the identification of a unique problem combining the areas of pilot patterns and power loading for cognitive radios. These questions are described in detail in Section 1.5.1.

The questions initially posed were refined and a solution was proposed along with the requirements needed to develop a practical solution which could be implemented successfully and efficiently. This is described in Section 1.5.2.

An investigation was then done regarding the existence of any solution to the proposed problem. The results were described in Section 1.5.3.

Finally, the thesis contributions are outlined in detail in Section 1.5.4 with the research methodology used to derive said contributions described in Section 1.5.5.

1.5.1. Research questions

During the initial stages of the research work, an extensive literature study was conducted. Several questions were posed as to the possible implementations of cognitive radio devices in the future. It was then discovered that two of the main aspects needed for a successful implementation, namely power loading and pilot patterns, turned out to be, upon further investigation, contradictory research findings.

It was noted that research done into optimal power loading algorithms for NC-OFDM cognitive radios did not consider or differentiate between different symbol types, i.e. pilot or data, and instead considered all symbols to be of the same type and with the same requirements. This was found to be a very interesting omission especially after factoring into account previously investigated research regarding the optimisation of the PDPR in OFDM based systems. As explained in later sections, in many practical situations the PDPR is greater than unity. This means that more often than not, the amount of power loaded to a pilot symbol will be greater than the amount of power loaded to data symbols.

When the literature review on optimal pilot patterns for NC-OFDM CR systems was conducted, it was found that the aspects of power loading and pilot patterns become contradictory when needing to be implemented in an NC-OFDM cognitive radio system. This is due to the fact that the work concerning optimal pilot patterns states that to achieve the
lowest estimator MSE, the sub-channels next to PUs should be converted to pilot-bearing sub-channels to allow compensation for edge effects due to the PU. This however clashes with research conducted into optimal power loading as in the research it is stated that the closer a sub-channel is to a PU, the less power it should have allocated to it such that interference to the PU may be kept under control as well as to compensate for the reduced channel quality due to PU-to-SU interference. This meant that should the optimal pilot pattern algorithm and optimal power loading algorithm both be implemented, it would be necessary to place the pilots at the worst possible positions in terms of SNR so as to improve the channel estimate, or conversely to place the pilots with their higher power loading requirements adjacent to the PU and as such creating high SU-to-PU interference and more than likely going above the design interference threshold.

The identified contradiction was then documented in the research proposal for the project along with a set of research questions of which the purpose was to be addressed as the outcome of the research conducted. The research questions were as follows:

- Do any solutions exist for the identified contradiction?
- For which situations does the contradiction exist?
- Are there any special cases where the contradiction does not exist or apply and how often do they occur?
- How can the optimal solution be described mathematically?
- How does the solution differ between 1-dimensional and 2-dimensional pilot patterns?
- Are there any sub-optimal schemes or can any be developed?

1.5.2. Requirements of proposed solution

In order to properly develop the solution to the identified problem, several requirements needed to be outlined such that the problem could be addressed efficiently as well as to make sure that the solution was well developed for both ideal-case and practical-case implementations.

The requirements of the outlined solution were as follows:
• A general solution needed to be developed which could be modified by simple substitution of heuristic functions or formulae depending on the implementation scenario.

• The solution had to consider both LS and MMSE estimators as they were deemed to be the most commonly used and both provided unique advantages and disadvantages in implementation.

• The optimal solution needed to consider both 1-dimensional and 2-dimensional pilot pattern arrangements such that it could be used to optimise a single OFDM symbol at a time (1-dimensional) or a whole OFDM frame (2-dimensional).

• The computational time of the optimal solution would be analysed and a sub-optimal solution would be proposed.

1.5.3. Comparison to current solutions

With any problem it was necessary to investigate whether it had been previously solved. As such an extensive literature study was done in the initial stages of the research duration in order to find whether any solutions to the identified problem were published in online databases. As of the time of writing, no solutions were found concerning the problem specification or even the identified contradiction. It was therefore impossible to compare the solution proposed by this research to any existing solutions due to the fact that no solutions other than the one proposed in this thesis were found.

It is was however expected that the solution to the identified problem would dictate a different pilot pattern and pilot symbol placement due to the immense effect the power loading algorithm has on the estimator MSE. And therefore, it was expected that in many cases, the optimal pilot position for the new pilot symbol as specified by [24] would actually not be the proposed optimal pilot symbol placement position. This was due to the fact that the optimal pilot pattern proposed by [24] dictates that the dynamic pilot symbols be placed adjacent to the PU transmission bands. These sub-channels however experience great amounts of PU-to-SU interference and also cause significantly large amounts of SU-to-PU interference due to their close proximity to the PU. As such, the power loading conditions of these sub-channels will be really poor due to the optimal power loading algorithm's interference control purpose. The expectation was that the new optimal pilot symbol position would actually be a few sub-channels farther from the PU rather than adjacent to it.
1.5.4. Thesis Contributions

The contributions of this thesis may be listed and described as follows:

- The identification and modelling of the contradiction between optimal pilot patterns and optimal power loading algorithms for NC-OFDM cognitive radios.
- The proposal of an optimal solution method to the contradiction so that the two necessary algorithms may be optimally applied together.
- A generalised solution algorithm is also developed and presented so that the implementation of the solution is identical between for implementations using different channel estimators.
- Heuristic functions were developed for use with the generalised solution algorithm so that they may interchangeably be used for either the optimal or sub-optimal solution.
- The computational complexity of the proposed solution algorithm was investigated, leading to the development of a sub-optimal version of the solution algorithm which sacrifices accuracy for computational speed.

1.5.5. Research Methodology

Due to the theoretical nature of the problem identified and addressed by the proposed research topic, the research methodology focused on theoretical and simulation-based data instead of empirical, measured data.

The research, being theoretical in nature, involved a large portion where theoretical aspects and solutions were considered. For these situations, the simplifications and reductions of equations were performed either by hand or utilising Wolfram Mathematica to obtain the symbolic, simplified solutions.

For simulating the proposed solutions using realistic system parameters, the MATLAB numerical computation package was used in conjunction with the provided Communication Tools blockset and functions. The data obtained from simulations were repeated for 10 000 runs such that a statistically significant sample size was obtained and an average was performed to derive the finalised figures such as MSEs and error function values.
1.6. List of Publications


1.7. **Thesis Structure**

The structure of this thesis is segmented into four major sections. The section layout and content is described as follows.

Section 1 describes a summary of the literature review conducted during the duration of research. The section aims to provide an introduction and serve as a primer on multi-carrier modulation systems, cognitive radio systems as well as the main research fields of concern in NC-OFDM cognitive radio systems.

Section 2 contains an analysis of the current state of the art and research work done with relevance to the basics research problem identified in Section 1. This is of specific interest as it describes the basics needed to understand the research problem as well as a thorough description as to how and why the identified research problem has arisen.

Section 3 describes the system and mathematical models used to model the problem as well as in developing the solutions to the identified problem. Section 3.1 describes the mathematical models as well as the signal processing chain used for OFDM transmissions. The section also gives a mathematical description of how ISI is mitigated through the use of low-rate, orthogonal sub-carriers. Section 3.2 elaborates the models used for describing and analysing the transmission channel as well as the interference between PU and SU transmissions.

Section 4 describes the optimal solution developed for the stated problem. The section includes the optimal solution for both LS and MMSE estimators in both the 1-dimensional and 2-dimensional pilot pattern scenarios. The section also describes the computational run time complexity analysis of the proposed optimal algorithm as well as methods to reduce computational complexity through sub-optimal methods.

Section 5 describes the simulation methodology which allowed the solution devised as part of the research to be modelled and simulated so that evaluations of its performance could be conducted. The section also describes the parameters used to simulate practical implementations of the proposed solutions as well as motivating the use of said simulation parameters. Lastly, Section 5 shows the results obtained from running the simulations to test the proposed solution to the identified problem, allowing the reader to observe to what extent the proposed solution requirements were met. There is also a detailed discussion and
interpretation of the demonstrated results so that the reader is aided in understanding the way the problem is solved by the proposed solution as well as to quantify the improvements which the proposed solution may bring upon future implementations of cognitive radio systems.

Section 6 contains several conclusions about the results stemming from the optimal algorithms developed in this research work. There is also a discussion on what the practical implications of this research are and a general conclusion on the work done. A few suggestions are also mentioned in Section 6 as to what topics could be addressed in future research work in order to expand and improve the identified problem as well as the problem solutions developed during the period of the research presented in this thesis.

Lastly, there is a section containing appendices of work used and described in the sections preceding them. The purpose of the appendices is to describe in detail concepts mentioned in the preceding sections which were deemed important but did not warrant or require explicit, detailed explanation and/or derivation. The appendices serve to allow the reader a better understanding of how the concepts relied upon by this research are derived so that the way in which the research documented in this thesis uses these concepts as well as their properties/implications may be better understood.
2. Background

This chapter focuses on describing the current advances and progress as well as the state-of-the-art in NC-OFDM based cognitive radio systems. There is specific focus on how the origins of multi-carrier modulation have advanced the current data transfer speed capabilities of modern communications systems as well as why this has become a problem in terms of the rising demand for ever-increasing speed and accessibility.

2.1. Single/Multi-Carrier Modulation and the Shannon Limit

As the boundaries are ever pushed for higher transmission rates, the impediments caused by factors such as the channel and noise are more prevalent and are in fact the limiting factors to the information rates possible by communications systems.

The first wireless communications used were based on the simple principle of single-carrier modulation. This meant that a modulating signal containing the information required to be transmitted would modulate a carrier signal at a desired pass-band frequency. This signal would then be transmitted by the transmitter over a channel or medium with certain effects imposed on the signal by the channel. The signal would then be received by the receiver and consequently the modulating signal would be extracted from the modulated signal through the removal of the carrier. While this approach works for low-rate transmissions where the signal bandwidth is less than the channel coherence bandwidth, when the transmitted signal bandwidth is greater than the channel's coherence bandwidth, inter-symbol interference (ISI) occurs. It is this ISI that is one of the major impediments to modern communications systems due to the high-rate nature of the information needing to be transmitted.

Today there are still many communications systems which apply the principles of single-carrier modulation. These usually tend to be systems where a high data rate is not required but rather in applications where a low passband bandwidth is required as well as simple transmitter/receiver implementations.

One of the most common uses of single-carrier modulation is in the analogue broadcasting of terrestrial television. Television broadcasts are divided into two, differently
modulated signals. The video signal performs Amplitude Modulation (AM) on the desired carrier while the audio signal is Frequency Modulated (FM) on an adjacent carrier at a frequency higher than the video signal carrier [2]. Both of these methods are considered to be of a single-carrier modulation type where in the AM modulation (a type of linear modulation) sense the baseband signal is simply multiplied by the carrier signal to obtain the final, modulated signal shifted to the desired passband frequency. More specifically, the signal itself actually undergoes a special type of AM known as Vestigial Sideband Modulation (VSB). VSB is in itself a special case of Single-Sideband Modulation (SSB) where it has the same property of having only one side-band transmitted in the passband as SSB but with VSB the sideband is only partially suppressed and a small vestige of the second sideband also exists. This allows the passband signal to utilise approximately the same bandwidth when modulated but is notably susceptible to the noise effects introduced to it by the transmission channel. The audio signal however is used to modulate the frequency of a carrier instead of its amplitude as in AM. This means that frequency modulation (a type of non-linear modulation) allows a much higher resilience to the noise imposed on it by the channel but at the expense of a greatly increased passband bandwidth.

These characteristics of AM and FM therefore provide a trivial explanation into their choice for modulating the different signals. The much greater baseband bandwidth of video signals necessitates that AM modulation be used due to the fact that enormous frequency bands would be required were it to be frequency modulated. On the other hand, the audio signal is of a relatively low baseband bandwidth and may therefore exploit the greatly increased noise resilience of FM at the expense of increased passband bandwidth due to the much smaller effect it would have.

As of recent, there has been a revival of single-carrier systems for the purposes of high data rates. In particular, Single Carrier Frequency Division Multiplexing (SC-FDMA) is a method in which the standard OFDM system is precoded by a Discrete Fourier Transform (DFT) [3]. The main purpose behind the use of SC-FDMA is that OFDM-based systems tend to have a very high Peak-to-Average Power Ratio (PAPR) due to the individual modulation of sub-carriers [4]. The result of this high PAPR translates to an increase in the power consumption in power amplifier electronics in the device due to their finite linearity. The high PAPR also results in a loss of fidelity in the amplifiers' output due to the region of non-linearity at the extreme ends of the amplifier's gain/transfer function causing a phenomenon known as clipping or saturation [4]. This means that the SC-FDMA scheme is a great
replacement for OFDMA in scenarios where the terminal used has a limited source of power. The most common scenario for this is in mobile telephone user equipment where the phone is limited by a finite battery life and as such needs to have an energy efficient method of transmitting information back to the base station. It is because of this property of SC-FDMA that the modulation scheme has become a part of the next-generation Long Term Evolution (LTE) cellular communications standard as formed by the 3rd Generation Partnership Project (3GPP) [5] in defining the modulation scheme for transmission from the user terminal to the base station governing the cell.

In order to combat the ISI created by most practical channels, the one major development which has had the most profound effect is the utilisation of multi-carrier modulation. Instead of transmitting a single, high-rate (and hence high-bandwidth) modulating signal on a single carrier, the modulating signal is divided into several, low-rate signals which modulate the same amount of sub-carriers. This means that instead of having one channel experiencing frequency-selective fading, which in turn is difficult to equalise, the data are transmitted through the use of many, lower bandwidth sub-channels which individually experience flat fading and are therefore much easier to equalise.

As the Shannon limit is achieved only when there are no ISI components present in the system and only an Additive White Gaussian Noise (AWGN) component remains as an impediment to the system, it means that through the removal of the ISI a communications system's information rate may approach, and ideally achieve, the Shannon limit. However, in order to achieve an ISI-free transmission, many aspects need to be exactly ideal between the transmitter and receiver, such as the synchronization for the signal centre frequency. While this may be practically achieved, it will not be a perfect synchronization as some small error will always exist due to oscillator drift, phase noise and other real-world imperfections. In practise though, these errors and imperfections tend to be very small and there are many designs which factor in these imperfections and mitigate them, resulting in very good rates, albeit not ideal, of ISI mitigation and cancellation.

Due to the significant advantages of multi-carrier systems described above (the main one being ISI mitigation for a relatively low computational complexity increase) many modern communications systems have adopted Multi-Carrier (MC) modulation as the modulation scheme of choice. These systems tend to be prevalent in situations where large data rates are required and design complexity constraints are not as severe. It is therefore evident that these
situations tend to be more complex systems such as IEEE 802.11 (WiFi) and next-generation cellular phone standards like LTE.

The most widely-spread example of the successful application of MC modulation (and OFDM in specific) is the IEEE 802.11a/g/n (WiFi) standards for Wireless Local Area Networks (WLAN). In the three standards, the most widely used one is the IEEE 802.11g standard. It defines a modulation scheme where a 20 MHz channel is divided by an OFDM MC modulation scheme with the channel divided into 64 sub-channels, each with a sub-channel bandwidth (equivalent to sub-carrier spacing due to the orthogonality of OFDM) of 312.5 kHz. [6]. The small number of sub-channels and the large sub-channel bandwidth lead to a very resilient modulation configuration in terms of the ability to handle time-variance in the transmission channel. The ease with which equalisation may be performed once moved from the time to the frequency domain by the use of OFDM has also shown to be a major deciding factor in the formulation of the standard. These immense increases in efficiency have contributed greatly to the success and adoption of IEEE 802.11 as the de facto standard for consumer-grade, wireless local area networks. The latter iterations of IEEE 802.11 (specifically, IEEE 802.11g) allow the system to conduct transmissions with data rates such as 54 Mbit/s in a passband bandwidth of 20 MHz [6].

However, there are also many examples where the IEEE 802.11 standard has been successfully repurposed for use in long-range, outdoor transmission systems. The most notable example of the adoption of IEEE 802.11 for long-range, outdoor transmissions is Wireless Internet Service Providers (WISPs). While this use is contrary to the design purposes of the IEEE 802.11 standard, its efficiency and resilience as well as its low-price hardware due to its large-scale adoption for indoor WLANs mean that it has become a very popular choice for transmission hardware in WISP situations.

Another very important use of OFDM is in the design and drafting of the Digital Video Broadcast (DVB) standard destined as the replacement modulation scheme (DVB-T & DVB-T2 specifically) for current, analogue terrestrial television transmissions as discussed a few paragraphs earlier. The most recent version of the DVB standard for terrestrial broadcasts is the second iteration, known as DVB-T2., which is designed for the transmission (broadcast) of very high data rate information such as high-definition video. This means that the modulation scheme needs to be able to support these high data rates while also providing
resilience to the effects imposed by the channel due to the very large areas covered by the broadcast transmitter.

Due to the high information content present in the main use purpose of DVB-T2, the standard needed to support high data rates comparable to the ones provided by IEEE 802.11g while making use of even smaller passband bandwidths due to the traditional analogue terrestrial television transmissions making use of 8 MHz channels for broadcast [2]. DVB-T2 was therefore developed to be even more spectrally efficient than IEEE 802.11g and, on two extremes, provides data rates as high as of 45.24 Mbit/s while utilising a maximum passband bandwidth of 10 MHz with an FFT size ranging anywhere from 1K (1024) to 32K (32768) [7]. This means that DVB-T2 presents an even higher increase in spectral efficiency, further enforcing the practical utility of OFDM transmission.

The ubiquitous popularity of OFDM has however not only been limited to wireless applications. OFDM modulation has been successfully used for wired, digital data transmissions over the standard telephone lines which are used simultaneously for analogue voice in many homes. This technology is commonly known as Digital Subscriber Line (DSL) such that the telephone line in the Plain Old Telephone Service (POTS) is utilised to the extent that any higher frequencies than the baseband (used for voice) are used for the transmission and reception of digital data. In the wired scenario, the OFDM modulation scheme is referred to Discrete Multitone (DMT) modulation which forms the core of the ITU G.992.1 (also known as G.DMT) standard. The G.DMT standards achieve high-data rates over the wired channel by utilising OFDM modulation to divide the upper frequency band (25+ kHz) above the POTS baseband (0-4 kHz) into a large number of orthogonal bins (sub-channels). This allows G.DMT devices to achieve data rates of up to 8 Mbit/s [8]. Further improvements have resulted in the formation of ADSL2 and ADSL2+ standards which allow downstream rates as high as 24 Mbit/s using the same telephone copper line.

In many countries, DSL has been the technology of choice for providing high-speed broadband with the fixed-price, always-on capability not traditionally present in legacy, dial-up systems. This technology has allowed for the dramatic increase in the broadband penetration of many countries due to its very high data rates as well as the fact that the infrastructure needed for its proliferation (the analogue, telephone service) was already available in most countries. In order for service providers to provide a DSL service, the only requirements were that the subscriber has the necessary Consumer Premises Equipment
(CPE) on their service (usually a modem and router integrated into one unit) and that the service provider installs Digital Subscriber Line Access Multiplexers (DSLAMs) on the other end of the local loop. This meant that no new infrastructure needed to be rolled out other than installing DSLAMs on street-level cabinets which served tens of users at once. The price of providing a DSL service was therefore of a significantly low cost when compared to alternative access methods at the time of its introduction. This led to the technology becoming widely adopted for the provision of broadband internet access to both homes and businesses [9].

The great advantage of OFDM almost completely mitigating ISI has proven to be popular also in its extension to the multiple-access scenario. Orthogonal Frequency Division Multiple Access (OFDMA) is a technique that is essentially identical to OFDM with the major exception that instead of using all sub-channels for the transmission between two devices, sets of sub-channels may be assigned to different devices and as such different data may be transmitted to multiple devices at the same time through the independent use of different frequencies. This therefore allows highly efficient multiple-access communication systems to be implemented utilising the minimum amount of spectrum possible due to the orthogonality of the sub-channels allowing for transmissions without any guard bands in between the sub-channels themselves. The naming conventions used when describing OFDM-based modulation systems are described in Figure 11 below.
2.2. Current Spectrum Licensing and Spectrum as a Commodity

As advanced wireless technology has evolved rapidly over the last century, our methods for licensing and allocating spectrum have not kept up and as such have remained almost the same since the inception of wireless communications. The current methods of licensing spectrum involve granting sole use of a fixed frequency band to an entity by a licensing authority where the entity remains the sole user allowed to use the band while their license is valid (or even invalid given how in most situations a license needs to be obtained before an empty frequency band may be utilised by some entity). This traditional spectrum usage and allocation paradigm has remained virtually unchanged since the time of its inception with the only improvements or advancements being in how the spectrum blocks (bands) are allocated to entities instead of how entities may access them. This may indeed be attributed to the extremely high demand for practically usable spectrum. As such, spectrum may in fact be considered a rare commodity which, due to ever increasing amounts of information which is generated and consumed, will only become even more rare and expensive in the future should our licensing methods not progress and evolve.

In recent years, spectrum has generally been allocated based on several approaches as decided by the relevant governments or institutions controlling the spectrum allocation in the nation of concern. These methods include need-based allocation and geographic/location-
based allocation. The most common of these methods however is auction-based allocation where entities are invited to submit monetary bids for the assignment of a desired block of spectrum. The entity with the highest bid for the spectrum block of concern at the closing time of the auction is then considered the winner and granted the license to use the spectrum block upon which they bid. One such example of a spectrum auction occurring in recent times is the auction of 15 frequency blocks, a total of 190 MHz, in the 2.6 GHz band in Sweden. The total sum paid for all the frequency blocks was approximately 2.1 billion SEK, or equivalently €226 million in 2008 Euros [10]. This figure is equivalent to a price of €1.12 million per MHz.

Another example of such spectrum auctions also occurred in the USA which commenced in January 2008. The auction was officially known as Auction 73 by the United States Federal Communications Commission (FCC) [11]. The auction involved the selling of 5 blocks of spectrum, all of them totalling 60 MHz. The auction proceeded to result in a combined selling price after all bids were finalised of approximately $19.592 billion [11]. This spectrum auction therefore resulted in an even more extreme equivalent price of approximately $326.5 million per MHz. This only serves to highlight how extremely rare and valuable of a commodity spectrum may be. This is especially true for spectrum which is in very practical frequency bands of interest such as the 700 MHz spectrum auction as mentioned above. This spectrum is deemed especially valuable due to its relatively good channel size and excellent propagation characteristics, allowing the same areas of coverage to be achieved with a much smaller amount of base-stations and capital expenditure.

In compounding the problem of the lack of practically usable spectrum, research has also shown that currently licensed spectrum is grossly underutilised. Surveys conducted have shown that temporal spectrum utilisation may be anything from 15% to 85% for spectrum in a wide geographic and time dispersion [12]. This figure may be even lower as sub-urban environments have shown that for frequencies between 100 MHz and 3 GHz the temporal spectrum utilisation may be as low as 7% [13]. It is therefore easy to conclude that there is a large amount of licensed spectrum exclusively used a very small amount of the time by its respective licensed entity. A CR system could therefore easily provide the required bandwidth for new technologies by effectively and respectfully using the licensed entities’ spectrum when it is not in use.
Figure 12. This figure demonstrates the average power level (and hence utilisation) for the urban survey conducted in [13] for frequencies from 0 GHz to 3 GHz. This figure has been sourced from [13].

In Figure 12 the utilisation for spectrum in bands from 0 GHz to 3 GHz is shown. It's interesting to note how the temporal utilisation is very low for most bands with exceptions in the Industrial Scientific & Medical (ISM) and high-power terrestrial bands where high utilisation efficiency may be noted. This is because the ISM bands themselves are unlicensed and as such have a much greater number of devices utilising them due to the lack of prohibitive laws requiring licenses for operation in the bands. The high-power bands also reflect as high utilisation due to their high Effective Isotropically Radiated Power (EIRP), for applications such as trunked radio, allowing them to spread over very large geographic areas.

In other research done on spectrum occupancy, it has been found that the spectrum use inefficiencies are generally present for long-term periods as well. The research conducted in [14] demonstrates the spectral occupancy and use efficiency over the frequency band of 30 MHz to 3 GHz all conducted over a relatively long observation period of 3 years. The research also very interestingly included spectrum occupancy measurements from the times before the analogue to digital switch-over in the USA for terrestrial television broadcasting. The research was conducted in the Chicago area of the USA and may therefore be regarded as spectrum occupancy measurements for urban areas.
Figure 13. This figure demonstrates the spectrum occupancy percentage, analogous to the spectrum temporal usage efficiency, as conducted by [14] for the year 2008. Extracted from [14].
Figure 14. This figure demonstrates the spectrum occupancy percentage, analogous to the spectrum temporal usage efficiency, as conducted by [14] for the year 2009. Extracted from [14].
Figure 15. This figure demonstrates the spectrum occupancy percentage, analogous to the spectrum temporal usage efficiency, as conducted by [14] for the year 2010. Extracted from [14].

The spectral occupancy measurements for different applications for the monitored frequencies of interest are summarised by Figures 13 – 15. The most evident difference between the three figures is the decrease in spectral occupancy on the TV channels around 54-87 MHz as well as the significant drop in occupancy in the 700 MHz band which was auctioned off.

A very important and most interesting observation however is that on average, most channels seem to have very low spectrum occupancy consistently throughout the duration of the study. It may be seen that the spectrum occupancy of almost all bands during the duration of the 3 year study lies below the 60% mark. This means that at a worst-case scenario there is usually licensed spectrum which remains idle and unused on an average of 40% of the time. This of course is a very low figure and proves to be very inefficient.

When looking however at the average spectrum occupancy figures, the results are even more extreme. The average of all the spectrum occupancy of all the bands observed over the duration of the study are 18% for 2008, 15% for 2009 and 14% for 2010 [14]. This is an

<table>
<thead>
<tr>
<th>Application</th>
<th>Frequency Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLM, amateur</td>
<td>30-54 MHz</td>
</tr>
<tr>
<td>TV 2-6</td>
<td>54-87 MHz</td>
</tr>
<tr>
<td>FM</td>
<td>87-108 MHz</td>
</tr>
<tr>
<td>Amateur</td>
<td>108-174 MHz</td>
</tr>
<tr>
<td>TV, maritime</td>
<td>174-225 MHz</td>
</tr>
<tr>
<td>Fixed, mobile, others</td>
<td>225-406 MHz</td>
</tr>
<tr>
<td>LMR, others</td>
<td>406-475 MHz</td>
</tr>
<tr>
<td>TV</td>
<td>475-698 MHz</td>
</tr>
<tr>
<td>700 MHz auction</td>
<td>698-798 MHz</td>
</tr>
<tr>
<td>SMR</td>
<td>798-840 MHz</td>
</tr>
<tr>
<td>Cellular</td>
<td>840-902 MHz</td>
</tr>
<tr>
<td>Unlicensed</td>
<td>902-928 MHz</td>
</tr>
<tr>
<td>Paging Systems</td>
<td>900-1000 MHz</td>
</tr>
<tr>
<td>IFF TACAN GPS etc</td>
<td>1000-1240 MHz</td>
</tr>
<tr>
<td>Amateur, radar, military, GPS</td>
<td>1240-1710 MHz</td>
</tr>
<tr>
<td>PCS cellular, Asyn Iso</td>
<td>1710-2010 MHz</td>
</tr>
<tr>
<td>TV aux, Common carriers, Private</td>
<td>2.01-2.2 GHz</td>
</tr>
<tr>
<td>Space, Operations, Amateur</td>
<td>2.2-2.4 GHz</td>
</tr>
<tr>
<td>ISM</td>
<td>2.4-2.5 GHz</td>
</tr>
<tr>
<td>WiMAX, ITFS, MMDs</td>
<td>2.5-2.7 GHz</td>
</tr>
<tr>
<td>Surveillance Radar, others</td>
<td>2.7-3.0 GHz</td>
</tr>
</tbody>
</table>

![Spectrum Occupancy Diagram](image)
extremely low spectrum occupancy ratio and effectively means that licensed spectrum is on average being used less than 20% of the time while the other 80% of the time the spectrum remains open and unused. This finding shows how compounded the problem of spectrum crowding as described earlier is.

Figure 16. This figure demonstrates the spectrum occupancy percentage, analogous to the spectrum temporal usage efficiency, as conducted by [14] for the year 2009 on a daily basis over the frequencies of 1710 MHz to 2010 MHz. Extracted from [14].

On a more detailed view, Figure 16 demonstrates the spectral occupancy of the frequency range from 1710 MHz to 2010 MHz on a weekly scale over the period of one year (2009). An obvious trend may be seen where the spectral usage and occupancy increases during business hours. This however has little bearing on the efficiency of the technology at use due to the fact that it is a user-defined variable rather than the product of system design. On the other hand however, it may be seen that while there are situations where spectrum occupancy fluctuates, the maximum spectrum occupancy at any time during the day and year never
exceeds a value above 21%. This means that even during worst-case usage scenarios, the current licensing method of single-entity use only for a band of spectrum is still extremely inefficient due to its result being that there is a huge demand for spectrum in order to allow new technologies and businesses to emerge but at the same time the licensing frameworks and methods currently used do not allow these new entities to utilise existing, licensed spectrum when the spectrum licensees are not using it. As it has been shown that the licensees are very inefficient in using their spectrum, this could only mean that a great deal of effective spectrum could be gained by allowing new entities to use the licensed spectrum of the current licensees when the licensees themselves are not using it.
3. System Models

As with the design of any system, NC-OFDM cognitive radio systems may be broken down into several sub-components. These components as well as the effects imposed on the transmission need to be modelled correctly such that simulations and appropriate solutions may be obtained for different usage scenarios and applications.

This chapter introduces the OFDM system model for multicarrier transmissions in more detail in Section 3.1 and explains the mathematical and practical aspects of it. In Section 3.2 channel and interference models are introduced to the reader such that the effects and impairments caused during the transmission and reception of signals may be understood. Section 3.3 introduces the concept of the optimal power loading algorithm for NC-OFDM CRs which is used to solve interference issues while maximising the transmission rate. Sections 3.4 & 3.5 then introduce the concept of estimation error for both the LS and MMSE channel estimators and demonstrate how crucial channel estimation is to obtaining much higher information transfer rates than would be possible without channel estimation. Section 3.6 then describes the optimal pilot pattern algorithm proposed by previous research which allows the NC-OFDM cognitive radio system to maximize its information transfer rate by reducing the channel estimator MSE to be as small as possible.

It should be noted that Sections 3.3 & 3.6 are important aspects for the implementation of a communications system as both are deemed necessary in modern systems. As such, these algorithms are central to the research conducted and their combination together in a new environment/paradigm is in fact the problem addressed by this research.

3.1. OFDM-based System Models

OFDM systems allow for no guard-bands in between the data transmission sub-channels, which when combined with frequency-domain equalization allow the communications system to approach the Shannon limit in terms of channel capacity at a specified SNR. The mathematical description and theory of OFDM modulation as well as its characteristics are explained in detail in this section. The practical modulation parameters and techniques such as Cyclic Prefix (CP) are also considered in this section.
3.1.1. **OFDM modulation theory**

An OFDM system needs to be implemented using an orthogonal set of basis functions. This allows the sub-channel spacing to be exactly the inverse of the symbol duration ($T_s$) and as such allows for successful transmission and reception without the use of guard-bands in between every sub-channel. The set of basis functions used for the OFDM system are the complex multipliers established by the Discrete Fourier Transform (DFT) in the DFT matrix. The DFT may then be computed as [4]

$$X_k = \sum_{n=0}^{N-1} x_n \cdot e^{-j2\pi nk/N}$$  

where $X_k$ is the size $N$ DFT transform of the input $x_n$. The DFT may be more simply represented by the symbol $\mathcal{F}$ allowing the DFT to be more easily rewritten as

$$X_k = \mathbf{X}$$

$$= \mathcal{F}(\mathbf{x})$$  

where $\mathbf{x}$ denotes the vector or matrix form of the complex input signal $x$.

The computationally efficient implementation of the DFT, the Fast Fourier Transform (FFT), may be represented in matrix form where the FFT matrix is calculated based on what is known as the twiddle factors. The most commonly used FFT algorithm is the Cooley-Tukey algorithm [4]. As the DFT/FFT matrix is the implementation of a DFT/FFT as matrix multiplication, the DFT may be represented in matrix space as

$$\mathbf{X} = \mathbf{F}\mathbf{x}$$

and the $N$-size DFT matrix may be computed as [26]

$$\mathbf{F} = \begin{bmatrix} W_N^{00} & \cdots & W_N^{(N-1)} \\ \vdots & \ddots & \vdots \\ W_N^{(N-1)0} & \cdots & W_N^{(N-1)(N-1)} \end{bmatrix}$$  

where

$$W_N^{nk} = \frac{1}{\sqrt{N}} e^{-j2\pi nk/N}$$
The factor $W$ shown in (5) above is commonly known as the twiddle factor when implemented as an FFT and is in fact an $N^{th}$ root of unity. The division by the normalisation factor $\sqrt{N}$ is added such that the energy of the output is equivalent to the energy of the input. A very important aspect about the DFT is that the twiddle factors all form an orthogonal basis as the inner product of all the twiddle factors is in fact zero.

Using the orthogonality provided by the FFT, we may exploit this to allow modulation of symbols into multiple, overlapping sub-carriers. This means that the overlapping, out-of-band, transmissions of the sub-carriers negate each other at the sample points, allowing for a no guard-band requirement. This then implies that the modulated symbols will be spaced at exactly the inverse of the symbol duration and therefore allowing maximum utilisation of the band of operation due to the lack of overhead and inefficiency introduced by guard-bands. The orthogonality provided by the DFT also allows the Inter-Channel Interference (ICI) caused by other sub-channels into a given sub-channel to cancel out completely at the exact centre (integer) sampling point of the sub-channel considered. This property is visualised for five sub-channels in Figure 17.
When employing the FFT to achieve OFDM modulation, we may mathematically model the modulation process as [26] [27]

\[
y = \text{DFT}_N \left( \text{IDFT}_N(x) \bigotimes \frac{h}{\sqrt{N}} + w \right)
\]

(6)

where \( h \) is a vector containing the sampled Channel Impulse Response (CIR) and \( w \) is the vector representing the AWGN component. The modulation may alternatively be rewritten in matrix representation as

\[
Y = XFh + Fw = XH + W
\]

(7)
where $\mathbf{H}$ is the channel frequency response vector obtained by the FFT of the channel impulse response. This allows us to demodulate the received signal by dividing it by the estimated CFR as

$$
\mathbf{X}_R = \frac{\mathbf{Y}}{\mathbf{H}} = \frac{\mathbf{XH} + \mathbf{W}}{\mathbf{H}} = \mathbf{X} \epsilon_\mathbf{H} + \epsilon_\mathbf{H} \mathbf{W}
$$

(8)

where $\epsilon_\mathbf{H}$ is the estimation error between the actual CFR and the estimated CFR. It should be noted that the estimator has some effect on the noise level in the signal after demodulation; this is explained in detail in Section 3.4.

It may therefore be seen that through the use of the IDFT before transmission and the DFT after reception, the OFDM modulation converts the transmitted symbols from a sequence in the time domain to a sequence in the frequency domain. As such, instead of using the complex Maximum Likelihood Sequence Estimator (MLSE) to estimate the most likely sequence in which the symbols arrived, the channel ISI effect is converted into the frequency domain which may be trivially equalised by linear division or multiplication and inversion.

While the orthogonal modulation of OFDM allows us to ideally mitigate the effects of ISI imposed on the signal completely, it does not however guarantee the mitigation of ICI or ISI in between OFDM symbols. As such, a technique involving the addition of a cyclic prefix to the OFDM symbol is necessary. The cyclic prefix involves copying a given amount of sub-channels of length $L_{CP}$ from the end of the OFDM symbol and prefixing them at the front of the OFDM symbol. This means that the OFDM symbol length is extended by $L_{CP}$ symbols. The purpose of this extension is to allow for the channel ISI effects from the previous OFDM symbol to subside and as such has to be chosen so that the length of $L_{CP}$ is greater than or equal to the channel delay spread (this concept is explained in detail in Section 3.2). This means that the OFDM symbol at the current time only receives ISI from itself at the actual start of the OFDM symbol. [4].

Only using a prefix (or even a suffix) for an OFDM symbol would suffice to combat ISI between OFDM symbols, however this does not mitigate the effects of ICI. In order to combat ICI effects, there needs to be specifically a cyclic prefix rather than a null prefix/suffix. The cyclic prefix allows the convolution performed on the OFDM symbol by
the channel to become circular and therefore allowing the mitigation of ICI as per the circular convolution requirement of (6).

Figure 18. This figure demonstrates how addition of the cyclic prefix is performed for an OFDM symbol as well as the aim of cyclic prefix in allowing for the channel convolution to become circular.

Having described the main theoretical principles employed by OFDM-based modulation to achieve high information rates, the whole process may be described at the system level through the utilisation of a signal flow diagram as shown in Figure 19. This diagram elaborates the fundamental signal processing steps involved in converting the source data to a multi-carrier modulated signal followed by the effects imposed on the data during transmission by the channel. The effect of the channel is separately modelled as multiplicative (ISI and ICI) component and an additive white Gaussian noise component. Finally the figure demonstrates the demodulation process in converting the received, noisy signal through the process of channel estimation and symbol de-mapping.
3.2. Channel and Interference Models

In order to demonstrate and derive the topics of concern in this thesis, the basic system models for the transmission channel as well as the interference to and from the PU and the SU are explained in detail in this section. The models concerned are of critical importance as much research effort has been concentrated on correctly modelling the effects that a channel imposes on a transmitted signal such that more efficient coding and modulation schemes
could be developed. The same applies to research conducted on interference between different frequency bands, also known as out-of-band or OOB interference, due to the limit of practically usable spectrum enforcing designers and engineers to minimize guard-bands between transmission bands to be as small as is absolutely necessary.

3.2.1. Power density spectrum of signals

In order to successfully model interference from transmissions, one has to be able to obtain the Power Density Spectrum (PDS) of the transmitted signals. The PDS is the measure of the signal power or energy, depending on the signal type, for all the spectra of a signal. The PDS is usually described in Watts/Hz or more conventionally dBm/Hz where dBm is the decibel power measurement relative to one milliwatt. The PDS therefore allows us to model the signal power for all the spectra and with the sum of the PDS at all spectra providing the total transmitted power or energy.

As it is assumed that at no point does the CR system have any information about the PUs’ transmissions other than the transmission power, a naïve assumption may then be made by the SU that the PUs employ a rectangular pulse-shaping function. This means that the PDS of a PU transmission will be described as [30] [19]

$$
\phi_i(f) = P_i T_s \left( \frac{\sin(f \cdot \pi \cdot T_s)}{f \cdot \pi \cdot T_s} \right)^2
$$

(16)

where $P_i$ is the power loaded to the $i^{th}$ sub-channel and $T_s$ is the symbol duration (i.e. the inverse of the sub-channel bandwidth).

While the PDS used to model the transmitted signals in the system is one for a rectangular pulse-shaping function, it may be easily interchanged for the PDS of any pulse-shaping function required. The PDS of the required function is easily obtainable as the
Fourier transform of the auto-correlation of the pulse-shaping function of interest. The reason a rectangular pulse-shaping function is assumed is that it is the ideal-case pulse shaping filter due to its sinc-based PDS allowing for zero ISI while other, practical filters have non-zero ISI as a trade-off.

3.2.2. PU-to-SU interference

As no a priori information about the PU is assumed at the SU, the signals between the PU and the SU are assumed to be non-orthogonal. As such, the PU signals will 'leak' energy into the SU bands due to the non-ideality of the PU’s pulse-shaping filter. The interference from the PU to the SU also has the effect of being 'smeared' due to the FFT performed by the SU [19]. The expected value of the power density spectrum of the PU's signal after an FFT of size $N_{\text{FFT}}$ is performed on it by the SU may be written as [19] [30]

$$E[I_{N_{\text{FFT}}}^{(\omega)}] = \frac{1}{2\pi N_{\text{FFT}}} \int_{-\pi}^{\pi} \phi_{\text{PU}}(e^{j\omega}) \left( \frac{\sin(\omega - \psi) N_{\text{FFT}}/2}{\sin(\omega - \psi)/2} \right)^2 d\psi$$

(17)

where $\omega$ represents the angular frequency which has been normalised to the sampling frequency and $\phi_{\text{PU}}(e^{j\omega})$ represents the power density spectrum of the PU’s pulse-shaping filter.

The interference energy imposed on the SU by the PU may then be obtained by integrating the PDS of the interference over the region of interest, namely the SU bandwidth. The integral showing the interference from the $u$th PU may therefore be expressed as

$$I_{\text{PU}}^U(d_i^u, P_{\text{PU}}) = \int_{d_i^u - \Delta f/2}^{d_i^u + \Delta f/2} E[I_{N_{\text{FFT}}}^{(\omega)}] d\omega$$

(18)

where $d_i^u$ is the spectral distance between the SU sub-channel of concern ($i$) and the edge of the $u$th PU's transmission, $P_{\text{PU}}$ is the $u$th PU's transmission power and the SU and $\Delta f$ represents the bandwidth of one SU sub-channel (i.e. the inverse of the SU's symbol duration, $T_S$). It should be well noted that while the integral in (18) may be multiplied by the channel gain between the $u$th PU and the SU as is demonstrated in [19], it is not a valid in this research due to the fact that we assume no prior knowledge or co-operation with any PU which would be needed to estimate the channel between the PUs and the SU. The only scenario when no PU co-operation would not be needed to estimate the channel is when blind
channel estimation is used, however this out of the scope of the research conducted as all
systems are assumed to be utilising PSAM.

It is evident in (18) that the interference energy imposed on the SU by the PU is highly
dependent on the integration limits. Combined with the fact that the pulse-shaping function
PSD in (16) as well as the FFT smearing in (17) and the interference PSD integration in (18)
will always be positive one is able to deduce that the larger the difference between the
integration limits, the larger the total interference imposed on the PU by the SU.

3.2.3. SU-to-PU interference

The interference introduced to a PU from the SU may be modelled by using simpler
mathematics. Due to the fact that we assume to have no prior knowledge about the PU’s
modulation scheme and transmission properties other than the bandwidth and transmitted
signal power.

The interference from the SU to a PU may then be simply described by the integration of
the PDS of the SU’s pulse-shaping function, which in our case is rectangular. The pulse-
shaping function PDS from (16) may then be used and integrated to formulate the SU-to-PU
interference equation as

\[ I_{SU}^u(d_{PU}^u, P_l) = \int_{d_l^u-B/2}^{d_l^u+B/2} \phi_i(f) df \]  

where \( B \) is the \( u^{th} \) PU's transmission bandwidth. It is important to note how the integer
spectral distance (i.e. a multiple of SU sub-channels) serves as an offset for the integration
limits such that the energy of the PDS is calculated at the appropriate region.

As in (18), the integral presented above would be multiplied by the channel gain between
the SU and the \( u^{th} \) PU but as we assume that we do not have any prior knowledge or co-
operation for channel estimation between the SU and PU and the fact that the system does not
use any blind estimation, the factor has been dropped from the equation.
3.3. Optimal Power Loading Algorithm

Once the interference from the PU to the SU as well as interference from the SU to the PU have been modelled, it is possible to then determine the optimal power loading algorithm. The algorithm is derived in [19] where it is based on a modification of the optimal water-filling algorithm with the additional consideration of SU-to-PU and PU-to-SU interference. The optimisation function itself is derived at the interference threshold as this maximises the throughput due to the proportional relationship between an increase in interference as well as an increase in transmission power and channel capacity.

It is demonstrated in [19] that the interference threshold is indeed the optimal point for the power loading algorithm as the sub-channel capacity is maximised as part of the optimisation goal. The algorithm is expressed as a constrained, non-linear optimisation function as follows:

\[
P_i^* = \max \left\{ 0, \frac{1}{\lambda \sum_{u=1}^{U} K_i^u} \left( \frac{\sigma^2 + \frac{I_{PU}^u}{|h_i|^2}}{|\frac{1}{2} \sum_{i=1}^{N_{FFT}} I_{SU}^u(d_{i}^{u}, P_i)} \right) \right\}
\]  
\[ (20) \]

where

\[
K_i^u = \frac{\partial I_{SU}^u(d_{i}^{u}, P_i)}{\partial P_i}
\]  
\[ (21) \]

and

\[
\sum_{u=1}^{U} \sum_{i=1}^{N_{FFT}} I_{SU}^u(d_{i}^{u}, P_i) \leq I_{th}
\]  
\[ (22) \]

In the equations above, \( I_{th} \) is used to denote the interference threshold parameter as specified by the system design due to regulatory and/or other concerns such as power consumption and required transmission distance while \( \lambda \) is the optimisation constant. The double summation in (22) is used to constrain the interference threshold created by all SU sub-channels to all PUs, namely \( U \) of them.

It may be seen in (20) that the optimal power loading indeed follows the optimal water-filling algorithm with the addition of interference parameters to both the denominator of the first term and the numerator of the second term. From a general point of view, a conclusion can be drawn that the SU-to-PU interference is integral to establishing the water-filling line (the first term) and both the SU-to-PU and the PU-to-SU interference (second term) play a
part in determining the final level per sub-channel. This power loading scheme is optimal in an unbiased sense, while not necessarily so when per-user scheduling needs to be considered. Related work has shown that a different solution exists when data and scheduling needs to consider user priorities (as demonstrated in [56]) however this is out of the scope of the research conducted and does not pertain to the research question being answered as it focuses purely on the signal processing aspects.

3.4. LS Estimator Error

In order to obtain a solution as to where the best pilot placement could be achieved while maintaining power loading constraints, the pilot pattern fitness needs to be quantified. As such the mean squared error (or MSE) is used to assess the error associated with an estimator. The MSE is then used to compare the fitness of an estimator while maintaining constraints.

The least squares estimator's MSE may be divided into two components, namely the pilot symbol error and the interpolation error. The pilot symbol error is the estimation error at the pilot symbol positions and the interpolation error is the error with which the channel gains are interpolated upon data symbols to obtain the estimated channel gains at data symbol positions.

3.4.1. Pilot symbol error

The pilot symbol error for the least squares estimator may be modelled through the principle of the ZF equaliser. During the process of OFDM equalisation, the received pilot symbols are divided by their known, transmitted values. This allows the system to gauge what the multiplicative effects the channel had imposed on the transmitted pilot symbol. The LS channel estimate at pilot positions may then be derived from (8) as [31]

$$\hat{H}_{p}^{LS} = H_{p} + P^{-1}W_{p} \quad (23)$$

where $\hat{H}_{p}^{LS}$ is the LS channel estimate at pilot positions $p$, $H_{p}$ is the channel gain vector/matrix at pilot positions $p$ and $P$ is the pilot symbol vector/matrix. The pilot symbol locations $p$ are a subset of all the symbols, be it the OFDM symbol for 1-dimensional estimators or OFDM frame for 2-dimensional estimators. It may therefore be stated that $p \subseteq i$ (1-dimensional) or $p \subseteq i,k$ (2-dimensional) and is of maximum size $P$ which is the total...
number of pilot symbols in the OFDM symbol for 1-dimensional estimators or OFDM frame for 2-dimensional estimators. It is important to note that the dimension $k$ depicting the OFDM symbol may be a maximum value of $N_{OS}$ which is the number of OFDM symbols in an OFDM frame.

The error at pilot symbols can then be trivially derived from the LS estimate in (23) by comparing it to the channel vector/matrix $H_p$ as follows

$$e_{p}^{LS} = \hat{H}_p^{LS} - H_p = P^{-1}W_p$$

(24)

A few important observations may be made from the pilot symbol error, namely that the error will always be positive due to the measurements of both the noise and pilot symbol happening in the PSD periodogram since the PSD of a WSS stochastic process is always positive [17] due to the Wiener-Khinchin theorem. The other important observation is that the error of the LS estimate at pilot symbols is equivalent to the inverse of the SNR of the same pilot symbols.

3.4.2. Interpolation error

As the channel may be estimated at the pilot symbol positions by the ZF equaliser, interpolation is then required to obtain the channel estimates at data symbol positions. This is necessary due to the fact that pilot symbols themselves contain no information but are only needed to obtain channel estimates so that data symbols may be equalised to obtain the information from them.

There exist several types of interpolants which may be combined to form a numerous amount of interpolant combinations which are deemed optimal for certain applications. It would therefore be an exercise in futility in attempting to model all of them due to the sheer amount of combinations possible. It was therefore decided that the most basic interpolants be used for the purposes of the research such that a proof-of-concept is demonstrated. Should there be any need for application-specific interpolants to be utilised in the optimal solution, it would prove to be pretty simple to just substitute the interpolation error function with the one desired.

The existence of many interpolants necessitates an investigation into the most commonly used orders of interpolants as well as an analysis of their performance. The detailed
investigation and results of these higher-order interpolants is demonstrated in Appendix C which importantly compares the interpolator performance in terms of error bound.

It was decided that the interpolant used for the LS system model should be the most simple and ubiquitous one, namely the linear interpolant. Due to the fact that exact error for the linear interpolator may not be known \textit{a priori}, the error used to quantify the performance of the interpolant needs to be a bound rather than an exact value. This also allows us to gauge the worst-case performance of the estimator which would subsequently allow the algorithm to assign pilots for the same, worst-case scenario. The error bound for the linear interpolator may then be mathematically described as [32]

\[
\varepsilon_{\text{int}}^{\text{LS}} \leq \frac{d_{i,k,i',k'}}{8} \cdot \max \left| \frac{\partial^2 H(i,k)}{\partial (i,k)^2} \right| \tag{25}
\]

where \(d_{i,k,i',k'}\) is the integer distance as a multiple of sub-channels between the pilot symbols located at \((i,k)\) and \((i',k')\) which need to be interpolated and \((i,k)\) is a co-ordinate pair consisting of the sub-channel \(i\) and OFDM symbol \(k\) such that the second derivative of the channel gain may be obtained in the region between \((i,k)\) and \((i',k')\).

It may be noted in (25) that the interpolation error for the linear interpolator is highly dependent on the distance between the pilot symbols and as such increases exponentially. The other aspect is also that it relies on the second derivative of the CFR, meaning that the more variant the CFR is, the higher the error bound will be for the interpolator.

It is important to observe that the LS interpolation error bound for the linear (i.e. first order polynomial) interpolator is a special case of the generalised interpolator error bound for an interpolator of order \(c\). The error bound for any polynomial interpolator of order \(c\) is represented as [32]

\[
\varepsilon_{\text{int}}^{c} \leq \frac{d_{i,k,i',k'}^{(c+1)}}{4(c + 1)c^{c+1}} \cdot \max \left| \frac{\partial^{c+1} H(i,k)}{\partial (i,k)^{c+1}} \right| \tag{26}
\]

The generalised interpolation error bound for polynomial interpolants as shown above in equation (26) is interesting to note in terms of how the error bound for higher order polynomials reacts. When analysing only the first term of the equation, it is evident that the denominator will dominate the numerator for higher polynomial orders, \(c\), and with lower sampling point distances \(d\). There is however a practical limit in terms of computational
speed and memory requirements for implementing higher-order polynomial interpolators and as such the linear interpolator is commonly used in practice. A detailed analysis on the polynomial interpolator error bounds is presented in Appendix C, explaining concepts such as the distance $d$ at which a higher polynomial order for the interpolator will not improve or lower the polynomial interpolator error bound. Other topics in Appendix C also cover the importance the second term of the equation has to play in determining the polynomial order of choice for the interpolator and as to how higher-order derivatives react to the 'curviness' of the function representing the channel frequency response as well as a computational time analysis of the higher order polynomial interpolators.

3.5. MMSE Estimator Error

The optimal Wiener Finite Impulse Response (FIR) filter allows us to achieve the MMSE conditions while also providing the function of an interpolator which minimises the estimator MSE. The filter utilises two main statistics about the channel, namely the cross-correlation and the auto-correlation.

The MMSE Wiener filter needs to know the cross-correlation between data and pilot symbols as well as the auto-correlation between pilot symbols themselves. This is a result of the estimator's requirement in minimising the estimate MSE by utilising the channel statistics. These statistics may then be used for the Wiener FIR filter and as such perform interpolation between pilot symbols conforming to the MMSE criterion (minimising the total MSE). This is essentially the difference between the LS and the MMSE estimator and when demonstrated mathematically (in Appendix B), it may be seen that the MMSE estimator is in fact a FIR filter applied to the LS estimates at the pilot symbol positions.

Since the channel statistics are necessary to the operation of the MMSE estimator, there arises the question of how they would be obtained. The two possible ways of obtaining the channel statistics are either by measurement or by estimation. If one were to utilise the measurement of channel statistics, it would require significant effort and sampling to achieve reliable estimates through a procedure usually known as channel sounding. As this is a very lengthy and computationally intensive process, as well as the fact that channel statistics usually change with a change in environment, the general approach is to usually assume the worst-case scenario for the channel statistics such that the MMSE estimator will perform
sufficiently well for all channel scenarios and is independent of the environment in which it is used. When employing an MMSE estimator with worst-case scenarios, the estimator is then termed to be a robust estimator. The detailed derivation of the MMSE estimator as well as the formulation of the robust estimator is explained in detail in Appendix B.

The auto-correlation and cross-correlation functions for the MMSE estimator may be described in both 1-dimension (frequency) and 2-dimensions (frequency and time). The 1-dimensional MMSE estimator cross-correlation can then be mathematically described as [29]

$$\theta(d_{dp}) = \frac{\sin(2\pi \tau_{\text{max}} \Delta f d_{dp}(f))}{2\pi \tau_{\text{max}} \Delta f d_{dp}(f)}$$

(27)

where $\tau_{\text{max}}$ represents the maximum expected delay of the channel (the delay spread) and $d_{dp}(f)$ represents the integer distance (i.e. multiple of symbols) between the pilot and data symbols of concern in the frequency dimension.

In order to obtain the MMSE estimator’s MSE for 2-dimensional estimators, the cross-correlation between data and pilot symbols is mathematically described as [29]

$$\theta(d_{dp}) = \frac{\sin(2\pi \tau_{\text{max}} \Delta f d_{dp}(f))}{2\pi \tau_{\text{max}} \Delta f d_{dp}(f)} \cdot \frac{\sin(2\pi T_{S} f_{d} d_{dp}(t))}{2\pi T_{S} f_{d} d_{dp}(t)}$$

(28)

where $T_{S}$ is the OFDM symbol duration and $d_{dp}$ is extended to represent the integer distance between the data and the pilot symbol in both the time ($d_{dp}(t)$) and frequency ($d_{dp}(f)$) dimensions.

The MMSE estimator's MSE also depends on the auto-correlation between pilot and data symbols as it is necessary to compute the optimal Wiener FIR filter coefficients. As the auto-correlation depends on the cross-correlation between two pilot symbols and their SNR, the 1-dimensional and 2-dimensional formulations are the same with the only aspects being different are the distance values and the cross-correlation which is noted above in equation (28). The auto-correlation between two pilot symbols is given as [29]

$$\Phi(d_{pp'}) = \theta(d_{pp'}) + \frac{\sigma_n^2}{E\left\{ |P_{p,p'}|^2 \right\}}$$

(29)

where $d_{pp'}$ represents the integer distance between the two pilot symbols of concern (sub-channel multiples), $\sigma_n^2$ represents the mean noise variance between the pilot symbols and
$E[|P|^2]$ is the mean power of the pilot symbols between which the auto-correlation is being calculated. It should be noted that due to the WSSUS assumption of the channel, the mean of the pilot symbol SNR will remain the same provided no external interference or change to the system [33] allowing us to use the per-symbol inverse of the SNR.

As in the case of the LS estimator, it's very useful to note how the auto-correlation between two pilot symbols as described in (29) is dependent on the inverse of the SNR at those pilot symbols. This means that in symbol positions where there is excessive interference from the PU or there is less power loaded to them due to interference constraints, the pilot symbol auto-correlation will be higher.

For the implementation of the MMSE Wiener filter, the derivative of the MSE function needs to be set to zero such that the filter coefficients which minimise the MSE may be obtained. The MMSE for the Wiener filter at symbol position $(i,u)$ may then be calculated as [29]

$$J_{i,u} = E[|H(i,k)|^2] - \theta_{i,k}^T \Phi^{-1} \theta_{i,k}$$  \ (30)

where $\theta$ is the length $P$ cross-correlation vector consisting of the cross-correlation concerning the data symbol at position $(i,k)$ and all pilot symbols in the OFDM frame and $\Phi$ is the $P \times P$ auto-correlation matrix consisting of the auto-correlation between pilot symbols in the OFDM frame for all pilot symbols.

An important observation may be made from (30). Since the MSE is by definition always positive, it is clearly evident that the optimal MMSE estimator will maximise the second term which results in maximising the data and pilot symbol cross-correlations while minimising the pilot symbol auto-correlations. From equations (28) and (29) it is clearly evident that the cross-correlations will be maximised when pilots are spaced at certain points due to the sinc-based shape of the cross-correlation while the auto-correlation will be minimised when the SNR for pilot symbols is higher rather than lower.

An important aspect to note is that due to the fact that the pilot pattern might not change very often for some systems, it is possible to compute the auto-correlation matrix in advance since it is unaffected by channel conditions. For CR systems however, the existence of PUs is non-deterministic and as such the auto-correlation matrix might need to be recalculated any time the pilot pattern changes which could possibly be invoked by the appearance or disappearance of a PU.
3.6. Optimal Pilot Pattern Algorithm

Upon investigating the MMSE and LS error functions, it is possible to obtain an optimal pilot placement algorithm so that the lowest possible MSE is achieved. The optimal pilot pattern is proposed in [24].

The optimal pilot pattern as described in [24] states that in order to minimise estimator MSE when a new PU appears, the sub-channels which are adjacent to the PU transmission need to be converted to pilot-bearing sub-channels. This result is achieved due to the fact that the appearance of new PUs in the SU band means that the sub-channels which overlap with them need to be disabled. Due to the fact that the PU may appear at any frequency and overlap any number of sub-channels, there is the possibility that pilot-bearing sub-channels might need to be disabled. It is therefore possible that the pilot pattern violates the arrangement rules defined by [29]

\[ d_{pp'}(t) \leq \frac{1}{f_D T_S} \]  \quad (31)

where \( d_{pp'}(t) \) is the maximum separation in the time dimension in the OFDM frame between any two consecutive pilots and

\[ d_{pp'}(f) \leq \frac{1}{\tau_{max} \Delta f} \]  \quad (32)

where \( d_{pp'}(f) \) is the maximum separation in the frequency dimension in the OFDM frame between any two consecutive pilot symbols.

In order to prevent the violation of the pilot symbol placement conditions, the optimal pilot pattern algorithm as proposed by [24] converts the sub-channels adjacent to the PU to be pilot-bearing. This is demonstrated in Figure 20.
Figure 20. This figure shows the adaptive, optimal pilot placement algorithm as proposed by [24]. It is interesting to note the difference in terms of how many pilots are allocated for the wideband scenario (2, one on either side) versus the narrowband scenario (1, on any side).

The optimal pilot placement algorithm may also be combined with virtual pilot symbols [34]. Virtual pilot symbols are pilot symbols which are obtained by interpolating two consecutive pilots to obtain an 'estimated' pilot symbol in the space between them. This allows the estimator to effectively double the rate at which the channel sampled and as such produce a better estimate.

It should be noted that in both cases the proposed addition of pilot patterns adjacent to the PU is not only required for maintaining the pilot symbol placement constraints specified in (31) and (32) but also to minimise the edge effects caused by the sliding window filtering done by the Wiener MMSE FIR filter [24][34]. This is an especially important aspect when applied to the NC-OFDM cognitive scenario since the whole premise of the NC-OFDM modulation scheme is to use every possible gap in the spectrum to maximise frequency use. This means that accurate channel estimation is required over the whole OFDM symbol such
that all sub-channels may be used to conduct transmissions between the different devices implemented as the SUs.

3.7. Contributions

The models presented in this chapter were essential to the development of the proposed solution. As the solution needed to be modelled, the first contribution presented here is the identification of the contradiction problem presented by the optimal pilot pattern and optimal power loading algorithms for NC-OFDM cognitive radios.

This chapter specifically focuses on the mathematical models and characteristics used by the optimal pilot pattern and power loading algorithms such that an optimal solution may be derived for their contradicting nature. The models are then used further in Chapter 4 to develop and derive new models whereby the identified problem of their contradiction is solved using the new models.
4. **Optimal Pilot Patterns Using Optimal Power Loading**

The system model described in Section 3 may be used to formulate a constrained multivariate optimisation problem. The problem however also needs to be constrained by limits such as the maximum power available for transmission as well as the maximum amount of interference which may be introduced to the PUs by the SU. The formulation and description of the constrained multivariate problem is described in Section 4.1.

Once the problem is correctly formulated, an appropriate solution may be offered. This process and the solution itself are described in Section 4.2. Section 4.2 also elaborates on the different approaches to solving the optimisation problem when dealing with a 1-dimensional and a 2-dimensional estimator. The approaches are compared and a generalised algorithm is derived for both cases such that a simple, practical implementation may be easily obtained.

Sections 4.3 and 4.4 go on to describe the implementation of the generalised solution algorithm in situations where the LS (Section 4.3) and the MMSE (Section 4.4) estimators are utilised. Both sections describe the estimator-specific solution for both the 1-dimensional and 2-dimensional estimator implementation in terms of how the heuristic function differs in application to the generalised solution algorithm.

Section 4.5 contains a description as well as analysis of the computational complexity of the algorithm used to solve the constrained multivariate optimisation problem. The algorithm computational complexity is analysed from both a computational time and memory requirement aspects. The analysis is then further broken down for several sections of the algorithms; implementation-stage optimisations are then proposed. Finally, a sub-optimal algorithm is proposed as a variant of the generalised optimal algorithm while factoring in any sub-optimal versions of the power loading algorithm.

4.1. **Formulation as a Constrained Multivariate Optimisation Problem**

The solution to the problem may be looked at from two points of view depending on the degrees of freedom; these are whether to obtain an optimal power loading such that the optimal pilot pattern is satisfied or to obtain an optimal pilot pattern such that the optimal power loading is maintained.
In the former approach this translates to applying the optimal pilot pattern as specified in Section 3.6 and then power loading the pilot symbols such that the lowest MSE is achieved. This approach favours the estimator MSE instead of the overall transmission capacity and does not take into consideration more stringent interference and transmission power limits.

The latter approach involves the application/calculation of the optimal power loading algorithm as described in Section 3.3 such that the power loaded to each symbol in the OFDM symbol of interest is calculated. The pilot patterns are then calculated depending on the lowest MSE achievable when the pilot symbols are placed at all possible positions given the power loading assigned to those positions. This approach favours the overall transmission capacity as the optimal power loading algorithm is a solution to a constrained optimisation function where the chief goal is to maximise transmission capacity [19]. Due to the inherent interference constraints caused by the SU to the PU superseding the SU information rate [1], this was the approach chosen as the objective function in order to achieve the optimal solution to the constrained optimisation problem.

Since the primary function of a cognitive radio is to control its interference to licensed users, followed by its secondary function of maximising its data rate, the approach followed as described in the previous paragraph allows us to obtain the constrained, multivariate optimisation problem. The mathematical description is

$$\varepsilon_0^* = \min \sum_{k=1}^{N_{OS}} \sum_{i=1}^{N_{FFT}} E\{|\Lambda(P_{ik}, p)|^2\}$$ \hspace{1cm} (33)

such that

$$\sum_{u=1}^{U} \sum_{i=1}^{N_{FFT}} I_{SU}^{u}(d_{i,u}, P_i) \leq I_{th},$$ \hspace{1cm} (34)

$$P_{ik} \geq 0,$$ \hspace{1cm} (35)

$$0 \leq |d_{i,k}| \leq d_{pp'}(t)$$ and \hspace{1cm} (36)

$$0 \leq |d_{i,k}| \leq d_{pp'}(f)$$ \hspace{1cm} (37)

where $\Lambda$ denotes the heuristic function associated with the estimator in use such that the error is described as a function of power and pilot position.

From the equations listed above, the objective function in (33) may be seen to be the minimisation of the estimator MSE as a function of the optimal power loading algorithm.
applied to all symbols in the OFDM frame. The purpose of this is such that a candidate pilot placement/pattern may be chosen and the constrained, multivariate objective function is used to determine the overall MSE of the estimator in the given OFDM frame.

Due to the fact that all estimator MSE functions depend on the distance pilot arrangement/pattern and hence the distance between the pilot symbols nearest to a PU and the PU edge itself, the heuristic function $\Lambda$ is indeed shown to be a function of the pilot positions $p$. When factoring this with the fact that there is a limit to the total power that may be loaded to all symbols due to transmission power regulations as well as the placement of pilot symbols dictated by the arrangement rules for sampling the channel in (31) and (32), the optimisation problem is indeed a case of constrained, multivariate optimisation. The problem is however also one of non-linear optimisation due to the presence of non-linear terms used to describe the error of both the LS and MMSE estimators as well as the non-linear terms used in the integrals modelling the out-of-band interference from both the PUs and SUs when considering the optimal power loading algorithm.

Most non-linear, constrained optimisation problems may be solved through the utilisation of the Karush-Kuhn-Tucker (KKT) conditions. The solution of a problem through the use of the KKT conditions allows for an optimal, proven solution of the non-linear optimisation problem [35]. The use of the KKT conditions is indeed the best approach to determining the analytical solution to the optimisation problem, as mathematically stated in equations (33)-(37), however it is hindered by a major property inherent in the estimator error functions, which is the presence of transcendental functions in the estimator error functions.

Transcendental functions are ones which are unable to satisfy any polynomial equations whose coefficients are polynomials themselves [36]. These functions are therefore not able to be represented as a finite series of algebraic operations. Examples of transcendental functions include the trigonometric functions, the exponential function as well as the logarithm.

Due to the presence of trigonometric, specifically sinusoidal (and hence transcendental) terms in the pulse-shaping function used to model both the PU and the SU transmissions, the optimal power loading algorithm, specifically the interference components, will contain periodic functions. This presents a unique challenge when attempting to find the global minimum, and hence the optimal solution, for the multivariate optimisation problem. In the case of how the optimal power loading solution was obtained in [19] there is indeed an analytical solution able to find the global minimum and hence the optimal solution while
using the same sinusoidal-based pulse-shaping functions to model the interference. There is however one major difference and that is the fact that symbol position/placement is not a direct constraint requirement in the optimisation function. This means that the solution could, and indeed does, have a unique global minimum due to the periodic nature and hence multiple global minima not being present as a prerequisite. The detailed mathematical derivation of this may be found in Appendix A. Upon further investigation, it was therefore decided that the problem would prove to be infeasible to solve analytically through the use of the KKT conditions due to the presence of transcendental functions in the constraint conditions [37]. Even though the existence of transcendental functions in the constraint conditions meant that an analytical solution would not be feasible, several attempts were still made at obtaining an analytical solution, including the use of Wolfram’s Mathematica package for computer-based symbolic equation solver. The Minimize function was used in Mathematica which specifically attempts to find the symbolic, global minimum of a set of provided functions and constraints but none could be found by the software package. It was therefore decided that the best solution was through the use of numerical methods and computation because an analytical approach was deemed highly infeasible due to the required constraints providing an ambiguity in finding the global minimum.

The optimisation problem specified by equations (33) – (37) is the generalised optimisation function which allows the whole pilot pattern to be determined. This algorithm allows us to find the optimal solution for the pilot placement for all pilot symbols in the OFDM frame while maintaining the necessary power loading so as to constrain interference. However, due to the possibly limited presence of PUs in the SU band, the interference to and from the PUs would not necessarily pose any significant effect on all of the SU’s sub-channels, rather only the ones relatively close to the PUs. This means that the algorithm need not be calculated over the whole OFDM symbol but instead a classic, static pilot pattern may be maintained for the SU. It is therefore only necessary to perform the computation in the regions between the PU transmission edges and the nearest unaffected, static pilot symbol. This is in accordance with the optimal pilot pattern as proposed in [24][34] such that the focus is on mitigating the effects of the lost channel samples (pilots) where sub-channels needed to be disabled in order to affect overlapping with a PU.

The calculation constraint on the algorithm allows the optimality to be maintained due to the insignificant effects by the PU on sub-channels farther away as well as significantly decreasing the computational time and effort required to find the optimal pilot placement.
This is demonstrated in Figure 21 where the interference from the SU to the PU is shown as a normalisation relative to the amount of power loaded to the SU sub-channel.
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Figure 21. This figure demonstrates the normalised SU-to-PU interference for a sample system. The regions where the normalised interference is 1 are the regions where a PU transmission exists.

The point made in the previous paragraph may be seen above in Figure 21 where the normalised interference from the SU to the PU is shown. It is easy to see how the factor by which the power of the sub-channels decreases drastically with distance. For example, the interference from an SU sub-channel only 5 sub-channels away from the PU implies an SU-to-PU interference by that sub-channel of less than $100^{th}$ of the same SU sub-channel's power. This therefore demonstrates the extremely quick drop-off in interference contribution by individual SU sub-channels as the distance between them and the PU increases. It is therefore a good assumption that the algorithm may be easily constrained to a small working region so as to reduce computational time and effort.
An important aspect which may be observed is that the minimisation problem as described in (33) – (37) may be implemented as a different solution for 1-dimensional and 2-dimensional estimators. For 1-dimensional estimators, i.e. ones which focus only on the frequency dimension and have no memory in terms of the time dimension, the optimisation problem may be implemented as a memory-less algorithm. This means that for every OFDM symbol, the pilot placement for the sub-channels of interest could be determined such that the optimal pilot symbol is found. For the next OFDM symbol however, the memory-less algorithm would not consider the pilot placement in the previous OFDM symbol and as such would only consider the current estimator MSE and power loading for the current OFDM symbol. This approach is the most trivial but there is an alternative approach where the pilot placement for previous OFDM symbols is kept in memory an utilised for the current OFDM symbol. The memory based approach for the optimal solution to the optimisation problem would require the algorithm solving the optimisation problem to consider the pilot placement in the previous OFDM symbols such that the estimator MSE is minimised in the sense of the OFDM frame rather than just the OFDM symbol in the memory-less approach. It would therefore make sense to implement a 1-dimensional solution for 1-dimensional estimators and correspondingly a 2-dimensional solution for 2-dimensional estimators.

4.2. Generalised Solution and Algorithm

In order to develop a solution to the constrained, non-linear multivariate optimisation problem, a generalised algorithm needed to be devised such that the optimal pilot position could be calculated. The optimal solution algorithm could then be implemented in the cognitive radio devices such that the optimal pilot pattern could be computed for the current situation in terms of the transmissions of PUs in the SU's band. The algorithm would also need to be executed any time the state of the PU transmissions in the SU band change. In other words in situations such as when a PU appears or disappears, or when the transmission power of a PU changes, or when the bandwidth of any PU transmission changes, the algorithm will need to compute the new, optimal pilot pattern to utilise for future transmissions.

The generalised, optimal solution algorithm would need to be independent of the estimator type in so far as that an error, or more appropriately heuristic, function could be substituted into the algorithm where necessary. This heuristic function would be used as a
measure of the desired estimator's (i.e., LS or MMSE) fitness and would allow the algorithm to maintain its optimality. The heuristic function being a measure of the fitness of an estimator, it would therefore be trivial to have it represent the MSE of the estimator of concern due to its suitability for comparing an estimate's accuracy.

The use of a heuristic function to describe the fitness of a proposed pilot pattern given the power-loading and channel state information was deemed as a vital approach to solving the research problem in a structural and methodical way. By describing the fitness of the proposed pilot patterns as one function, this allowed the solution-searching algorithm to be generalised and described as one, unchanging algorithm for different estimator types. In practical implementations, this means that the same algorithm may be used for several different types of estimators whereby the only change necessary would just be the formula/function used to decide on the fitness of the proposed pilot-pattern.

A side-benefit to the use of heuristic functions is also that they provide a fitness measurement which does not have to be used with the proposed, generalised solution algorithm but with any search algorithm decided to be implemented due to the heuristic functions' independence and modularity of the search algorithm.

The optimal solutions for both the 1-dimensional and 2-dimensional estimators are proposed in this section. Section 4.2.1 proposes a solution for the optimisation problem described in (33)-(37) when a 1-dimensional estimator is utilised. This demonstrates how the solution would be used to find the optimal pilot placement for the current OFDM symbol without considering any past or future OFDM symbols. Section 4.2.2 then demonstrates how the 1-dimensional estimator solution can be generalised and therefore used for 2-dimensional estimators. This provides us with an algorithm allowing the optimal pilot placement to be found when considering the current and previous OFDM symbols. This means that the algorithm may then be extended to any number of OFDM symbols and consequently providing us with the general solution to the constrained, multivariate optimisation problem.

4.2.1. 1-dimensional implementation

The most trivial and simple implementation of the solution to the proposed optimisation problem of finding the optimal pilot placement for the adaptive pilot symbols given the optimal power loading is one where each OFDM symbol is considered independently of one
another, meaning that the solution is considered and run one OFDM symbol at a time. The optimal, 1-dimensional estimator solution would then be mathematically written as

$$\min \epsilon^* = \sum_{i=1}^{N_{\text{FFT}}} E\{|A(P_i^*, p)|^2\}$$  \hspace{1cm} (38)

The solution would then simply compute the objective function specified in (38) and place the adaptive pilot symbols at the candidate pilot positions with the lowest objective function value.

The 1-dimensional solution could therefore be implemented as an outer loop for all the candidate pilot positions which iterates through them while the inner loop then simply iterates through all the symbols in the OFDM symbol to obtain what the overall estimator MSE of the OFDM symbol would be if the adaptive pilot were to be placed in the candidate position currently being investigated.

4.2.2. 2-dimensional implementation

To be able to solve the optimisation problem stated in (33)-(37) for the 2-dimensional estimator scenario, a generalised optimal algorithm needed to be developed. The algorithm itself is stated as Algorithm 1 and is assumed that the optimal power loading algorithm has already been executed for the current OFDM symbol and that the power loaded to each symbol is known so that the heuristic function may be computed.
Algorithm 1. This algorithm implements the proposed optimal solution.

$k$ denotes current OFDM symbol (time)

Place pilots in traditional, fixed/static pattern

for each candidate pilot symbol position $p'$ do
    set accumulator = 0
    for $x = k$ down to 1 do
        for $y = 1$ to $N_{\text{FFT}}$ do
            Compute error heuristic $\varepsilon^*$ between candidate position $p'$ and $(x, y)$
            accumulator = accumulator + $\varepsilon^*$
        end for
    end for
end for

Place new, adaptive pilots at two candidate positions with lowest accumulator value

The demonstrated algorithm is computed in 3 major, nested loops. The outer loop is used to cycle through all the candidate positions for the pilot symbol. The outer loop of the algorithm is used to iterate through the possible pilot symbol positions which could be used for the placement of the adaptive pilot symbols. This would be the region between a PU's band edge and the nearest, enabled static pilot symbol as stipulated by [24]. The two loops nested in the outer loop are then used to calculate the error/heuristic function for the candidate pilot symbol (i.e., if the pilot symbol were to be placed at the candidate position) for every symbol in the current and previous OFDM symbols. This is done due to the fact that the pilot symbols are placed at the optimal position in the current OFDM symbol since an OFDM transmission is conducted one symbol at a time as well as the fact that any future OFDM symbols might have different characteristics in terms of PU transmissions. As we assume that we do not have any knowledge of what the future OFDM symbols in the OFDM frame will be or that we cannot predict when and where PUs will appear in the future, we may only test against pilot positioning in the current and previous OFDM symbols. This is also done so as to exploit the correlation present in slowly-varying channels where the CFR for each OFDM symbol will change slowly relative to each OFDM symbol.

It is also necessary when allocating the optimal pilot symbol positions that the validity is checked according to equations (31) and (32) such that the chosen pilots do not invalidate any
channel sampling rules. If they are found to, the cognitive radio may then simply move on to the candidate position which had the next lowest accumulation/error heuristic which is also valid. Should there be no position where the candidate pilot symbol will maintain the sampling rules, it would mean that the search area (i.e. candidate positions) is too small.

It is necessary to note that the algorithm described as Algorithm 1 is the generalisation of the 1-dimensional estimator solution to the 2-dimensional scenario. If the 2-dimensional scenario is computed on a per OFDM symbol basis with no memory component, Algorithm 1 will become the optimal solution for the 1-dimensional channel estimator.

4.3. LS Estimator Heuristic

In order to utilise the optimal, general algorithm for LS estimator-specific situations, a heuristic function needed to be developed for the LS estimator such that the estimator MSE could be quantified as a function of pilot placement and power loading. The function heuristic function developed needed to quantify the estimator fitness as a function of the current, candidate pilot pattern as well as the power loaded to all symbols in the OFDM symbol (for 1-dimensional estimators) or the OFDM frame (for 2-dimensional estimators).

When deriving the heuristic function for the LS estimator, the different estimator types need to be considered as well. The 1-dimensional estimator would trivially provide us with a simpler heuristic function as a smaller search area is utilised, that is the current OFDM symbol is the search area instead of the current and all previous OFDM symbols in the OFDM frame for 2-dimensional estimators.

Due to the possible use of several types of interpolators, the heuristic for the LS estimator will vary with each different type of interpolator used for channel estimation. The most basic type of interpolator is the linear interpolator and as such was deemed necessary for demonstration as it forms the basis for all higher-order interpolation as described in Section 3.4. The 1-dimensional heuristic function for the LS estimator with a linear interpolator is therefore
The equations in (39) are derived from previously mentioned equations, especially the second derivative of the multipath channel; therefore allows us to quantify the fitness of the estimator. This includes the placement of the adaptive pilot symbols at candidate positions given the optimal power loading already calculated for all the symbols in the OFDM symbol. This is done due to the fact that it is independent of whether the symbols are pilot or data but instead the optimal power loading algorithm is only limited by the interference from the PU to the SU and vice versa.

The relationship between the LS estimator with linear interpolator heuristic function as described in (39) and the heuristic function denoted by \( \Lambda \) in (33) is that both are used as a metric to quantify the estimator fitness and may be used interchangeably. As such, the heuristic function described in (39) may be used as the estimator heuristic \( \Lambda \) used to describe the optimisation problem described in (33).

It should be noted however that the estimator heuristic described in (39) need not be squared when implemented as the optimal solution for both the 1-dimensional and 2-dimensional estimators due to the fact that the first term will always be positive due to both terms being always positive themselves. The inverse of the SNR in the first term will always be positive due to the fact that the optimal power loading algorithm always loads either zero or a non-negative amount of power to a sub-channel. The interference from the PU to the SU will also always be a non-negative amount due to the fact that a negative interference power or energy is not possible when considering the power spectral density due to the Wiener-Khinchin theorem. This then means that the first term will always be positive since the power of the AWGN noise component is squared.

The second term of the heuristic function in (39) will also always be positive due to the fact that the distance between the candidate pilot position and any symbol position in the OFDM symbol will be either zero (the candidate symbol itself) or a number greater than zero. The distance factor is then multiplied by the maximum of the absolute value of the second
derivative of the CFR between the candidate symbol and the current symbol being iterated. As this is an absolute value, it will also be always positive by definition and as such meaning that the second term of the heuristic function will be always positive itself. This coupled with the fact that the first term is always positive and the addition between the two terms means that the error heuristic function will always be positive. It is therefore not necessary to square the heuristic function specified in (39) as we are only seeking to compare positions according to which one has the lowest error heuristic rather than the actual MSE. This is because the heuristic function squared and then a mean of it at all positions providing us with the MSE means that the estimator MSE is proportional to the heuristic function. As such, a lower heuristic function will translate to a lower estimator MSE. We therefore may simply use the heuristic function provided in (39) to quantify the best candidate pilot positions such that the optimal adaptive pilot pattern may be obtained which minimises the LS estimator MSE when utilising a linear interpolator.

In order to obtain an error heuristic function for scenarios where a 2-dimensional LS estimator is required with the use of a linear interpolator, the 1-dimensional heuristic function for the same estimator could then be extended to a 2-dimensional estimator provided that the correct estimator MSE could be described. The 2-dimensional heuristic function may therefore be described mathematically as

\[
\varepsilon_{LS}^* = \frac{\sigma_{i,k}^2 + I_{PU}(i,k)}{P_{i,k}^*} + \frac{d_{i,k;i',k'}^2}{8} \cdot \max \left| \sum_{i} -4\pi^2 \tau_i^2 \alpha_i \exp \left( \frac{-2\pi j \tau_i \sqrt{i^2 + k^2}}{N_{FFT}} \right) \right|
\]

(40)

The 2-dimensional heuristic function described above in (40) is simply the conversion of the 1-dimensional heuristic function to include distances evaluated in the two dimensions. The major change is through the inclusion of the Euclidian distance parameter in determining the maximum value of the second-order derivative of the channel frequency response. This is accomplished through the use of the standard Euclidian distance obtainable from the Pythagorean Theorem due to the rectangular nature of the time-frequency grid.
4.4. MMSE Estimator Heuristic

The heuristic function for the scenario where the MMSE may be utilised is significantly different from that with the LS estimator. When the MMSE estimator is implemented as a Wiener FIR filter, the estimator also performs MMSE interpolation due to the smoothing property of the Wiener FIR filter [29]. As such, there is no need to consider different interpolator types as the Wiener FIR filter is itself an interpolator as well in the MMSE sense. The MMSE heuristic function therefore only has one possible scenario for implementation in terms of the estimator MSE when it is implemented as a finite impulse response filter. This meant that the estimator heuristic provided in this section may be safely used for all MMSE estimator scenarios which are implemented as a Wiener FIR filter.

The heuristic function for the 1-dimensional MMSE estimator was derived from the pilot symbol to data symbol cross-correlation function in (28) and the pilot symbol to pilot symbol auto-correlation function in (29). These functions allow us to compare the cross-correlation between any pilot and data symbol in the OFDM symbol as well as the auto-correlation between any two pilot symbols in the OFDM symbol [33]. These correlations are then required to calculate the minimum MSE that the estimator would achieve by using equation (30). The heuristic function could then be expressed as the 1-dimensional estimator MMSE as a function of the candidate pilot pattern and the power assigned to all sub-channels by the optimal power loading algorithm. This then allows us to use the 1-dimensional auto- and cross-correlation functions to calculate auto-correlation matrix for all the pilot symbols in the OFDM symbol and also the cross-correlation function to calculate the cross-correlation matrix containing the cross-correlations between every data and pilot symbol in the OFDM symbol. The 1-dimensional correlations functions are described in equations (28) and (29). The heuristic function for the 1-dimensional MMSE estimator is therefore

\[
\varepsilon_{\text{MSE}}^* = -\mathbf{\theta}_i^T \mathbf{\Phi}^{-1} \mathbf{\theta}_i^* \tag{41}
\]

From equation (41) shown above, it may be seen that the MMSE estimator heuristic function is simply the second term of the equation representing the MMSE estimator's minimum MSE as shown in (30). The reason this was chosen is that, as specified in (38), the heuristic function should be one which minimises the estimator MSE and the equation demonstrated in (41) is indeed the minimum MSE of the estimator. Since the estimator's MSE is equivalent by definition to its minimum MSE when the channel taps are modelled as
i.i.d. Gaussian processes [26], the function was chosen to be the second term of its MMSE such that when it is maximised it will essentially minimise the MSE. This holds true due to the fact that the estimator MSE will always be a positive value by definition and applies in this case due to practical concerns, the Wiener FIR filter is designed such that the filter coefficients are real. This reduces computational complexity and furthermore halves the computational effort when the filter is implemented as 2x1-dimensional cascaded filter [29]. The use of real-only coefficients is a very practical assumption also due to the fact that the channel correlation matrix is always a Hermitian matrix which is always positive-semidefinite. These properties mean that the diagonal of the channel correlation matrix has a strictly real diagonal (Hermitian property) which will always be positive (positive-semidefinite) due to the Wiener-Khinchin theorem applying to the channel's PSD and its corresponding gains.

The estimator MMSE mentioned above in equation (30) for the 1-dimensional scenario may then be, through the process of simple substitution, represented as an equation consisting of trigonometric functions. This is because the channel autocorrelation function and therefore Doppler spectrum have to be assumed to be the worst-case due to not knowing the exact values. This is done by design and is in fact the reason and purpose behind the development and use of what's known as robust estimators. The substitution of the sinc functions into the matrix multiplication is also in part due to the fact that in practical implementations, the Wiener FIR filter coefficients are chosen to be real-valued so as to reduce their computational complexity [29] but also due to the fact that the auto-correlation and cross-correlation matrices may be computed iteratively. As such, the error function value may be represented as a function of the trigonometric, robust cross-correlation and auto-correlation functions as

\[
\varepsilon_{\text{MMSE}} = - \frac{\sin^2(2\pi \tau_{\text{max}} \Delta f_{dp}(f)) \theta(d_{pp'})}{\sigma^2_{\text{p}} + l_{\text{p}}}, \frac{\sigma^2_{\text{p}} + l_{\text{p}}}{E\left\{ |p_{p,p'}|^2 \right\}}
\]

\[
= - \frac{\sin^2(2\pi \tau_{\text{max}} \Delta f_{dp}(f))}{\sigma^2_{\text{p}} + l_{\text{p}}}, \frac{\sigma^2_{\text{p}} + l_{\text{p}}}{E\left\{ |p_{p,p'}|^2 \right\}}
\]

(42)
In order to have a heuristic function for the optimal algorithm when a 2-dimensional estimator is utilised, the 1-dimensional heuristic function needed to be extended. Due to the nature of the 2-dimensional solution, the cross-correlation function between the pilot and data symbols needed to be used instead of the 1-dimensional as per the 1-dimensional estimator solution from which it is derived from. The 2-dimensional heuristic function for the MMSE estimator may then be described as [29]

$$\varepsilon_{\text{MMSE}}^\star = -\theta^\top_{i,k} \Phi^{-1} \theta_{i,k}^\star$$

(43)

It's easily noted that the solution described in the equation above is simply the extension of the 1-dimensional heuristic function with the exception that the cross-correlation vector becomes a cross-correlation matrix storing the cross-correlations between the symbol at position \((i,k)\) and all data symbols in the OFDM frame. There is however the added element of the two-dimensional correlation calculations demonstrated below in equation (44). This obviously adds computational complexity and calculation time requirement to the heuristic function.

$$\varepsilon_{\text{MMSE}}^\star = - \frac{\sin(2\pi\tau_{\text{max}}\Delta f d_{dp}(f))^2}{2\pi\tau_{\text{max}}\Delta f d_{dp}(f)} \cdot \frac{\sin(2\pi T_S f d_{dp}(t))^2}{2\pi T_S f d_{dp}(t)} \theta \left( d_{pp'} \right) + \frac{\sigma_n^2 + J_{pp'}}{E \left| P_{p,p'} \right|^2}$$

$$= - \frac{\sin(2\pi\tau_{\text{max}}\Delta f d_{dp}(f))^2}{2\pi\tau_{\text{max}}\Delta f d_{dp}(f)} \cdot \frac{\sin(2\pi T_S f d_{dp}(t))^2}{2\pi T_S f d_{dp}(t)} + \frac{\sigma_n^2 + J_{pp'}}{E \left| P_{p,p'} \right|^2}$$

(44)

4.5. Algorithm Complexity and Sub-Optimal Solutions

The proposed optimal solution algorithm in the previous sections also requires great consideration of its implementation efficiency and general practicality such that the algorithm may be efficiently implemented on current SDR hardware rather than just remain a theoretical concept. It was therefore deemed necessary to analyse the generalised optimal solution algorithm in terms of its memory space and computational time so that it was deemed whether a direct implementation would be feasible or whether a sub-optimal implementation was needed such that a more practical implementation could be achieved.
4.5.1. Algorithm complexity

The algorithm complexity may be analysed in two major aspects, namely the computational time and the memory space requirement. The algorithm may be analysed through the use of Bachmann-Landau notation, specifically the use of the upper-bound limiting notation known as big-O notation [38] such that the limiting behaviour may be described for the generalised optimal solution algorithm in both the calculation time and memory space aspects. This therefore represents the worst-case scenario for the computational time and memory space of the algorithm for asymptotically large input sizes denoted by \( n \).

Upon analysing the general solution algorithm, it may be easily seen that the algorithm's computational time may be written in big-O notation as \( O(n^3) \). This means that as the input data to the algorithm increases to infinity, the calculation time required to compute the solution provided by the general algorithm will be bounded above by the cube of the size of the input data set. This is mainly attributable to the fact that most of the computation time done by the generalised algorithm is spent in iterating through the three nested for loops. This computational time is also commonly known as polynomial time where the big-O notation is \( O(n^c) \) for all \( c > 1 \) and specifically cubic time for when \( c = 3 \) as is the situation for the generalised solution algorithm [38].

The memory space requirements of the generalised solution algorithm may also be represented by the big-O notation to denote the asymptotic upper bound of the memory space requirement needed for computation of the solution through the generalised algorithm given an input of size \( n \). The memory space requirement could therefore be represented in big-O notation as \( O(n) \), this is due to the fact that the generalised solution algorithm only requires a constant amount of extra memory depending on the number of candidate pilot positions. The memory space requirement will therefore be dominated by the linear memory space required for storing the OFDM symbols rather than the constant memory space needed to store the accumulator used for comparison of candidate pilot positions.

It was therefore obvious that the generalised solution algorithm has a good memory space upper bound, \( O(n) \), but also has a high computational time requirement, \( O(n^3) \), for any input set \( n \). This meant that a solution with a lower computational complexity needed to be found since the high computational complexity could prove to significantly slow down the signal
processing done by the cognitive radio devices, resulting in a greatly decreased throughput between all the SUs. Two main aspects were identified which could be changed such that the generalised algorithm would provide a sub-optimal solution but at a much reduced computational time. These methods involved windowing of the algorithm as described in Section 4.5.2 and sub-optimal heuristics as described in Section 4.5.3.

4.5.2. Windowing and sub-optimal algorithm

The optimal, generalised algorithm for solving the problem of optimal pilot placement given optimal power loading as identified by this research involves the computation of the estimator error from the first OFDM symbol to the last one in the currently transmitted OFDM frame for all candidate pilot positions. This algorithm therefore requires a calculation considering all symbols in both the current and previous OFDM symbols up until the start of the OFDM frame and therefore results a computational time upper bound of \(O(n^3)\) as described in Section 4.5.1. It is therefore obvious that the computational time could be significantly decreased if the calculation and search regions were constrained at the cost of estimator error calculation accuracy.

The most efficient optimisation in the generalised algorithm would be to reduce the search area for candidate pilot symbol positions as it is the outer loop of the 3 for-loops. As stipulated in Section 4.2.2 the candidate pilot symbols may be reduced to be the range of symbols between each side of a PU transmission edge and the nearest static pilot symbol. This constraint of the search area also happens to preserve the optimality of the generalised solution algorithm since the optimal pilot placement algorithm as specified in [24] dictates that the estimator would preserve is optimality if a pair of adaptive pilot symbols was added between every PU's transmission band edge and the nearest, static pilot symbols. The special case of this rule is for when a PU transmission is narrowband and as such only occupies one sub-channel of the SU NC-OFDM transmission, the optimal pilot pattern algorithm in [24] then dictates that only one adaptive pilot symbol need to be placed on either side of the narrowband PU transmission. The computational complexity reduction afforded by the reduction of the candidate pilot symbol search area to the generalised solution algorithm will vary depending on the static pilot spacing, FFT size of the SU transmission and the PU transmission bandwidth & position. For example however, a system with 512 sub-channels, 1 PU transmission with a bandwidth of 64 sub-channels and a pilot spacing of 8, allowing for 8 data symbols on each side of the PU transmission could provide a computational complexity
decrease by a factor of 28 or would reduce the number of loop iterations by $28^3 = 21952$. This is due to the fact that only 16 candidate pilot symbol positions need to be considered (8 on each side of the PU transmission) instead of all 448 (7/8 x 512) data symbols.

Another solution reducing the computational time of the generalised algorithm is to constrain the search area of the estimator error calculation done for all candidate pilot symbol positions. This involves constraining the two inner loops of the generalised algorithm such that pilot symbols within a certain area around the candidate symbol are considered. This is known as windowing and is commonly employed during channel estimation as a trade-off between computational complexity and estimation accuracy [29]. The same technique could therefore be used to provide the same computational complexity and positioning accuracy to the generalised algorithm proposed as the solution in this thesis. This would be especially true if windowing is already employed for the implementation of the channel estimator as the solution algorithm (Algorithm 1) does not need to consider symbols outside the estimator's window such that the estimation accuracy may be optimised for the windowed estimator rather than the optimal (no window) estimator which is not employed.
Figure 22. This figure demonstrates the different iteration areas for calculating the heuristic function values for candidate pilot symbol positions denoted by 'p'. The dotted rectangle represents the non-windowed calculation region while the dashed rectangle indicates the windowed/constrained calculation region.

The premise of applying a window constraint to the generalised solution algorithm is demonstrated in Figure 22 where the candidate pilot positions for each OFDM symbol are indicated by the letter 'p'. The iteration region of the generalised algorithm is shown by the dots, demonstrating how the algorithm iterates through the whole of the current and past OFDM symbols to calculate the error heuristic functions for each candidate position. The application of a constrained/windowed iteration region is then shown by the dashed rectangle for the candidate position indicated by the dot in the upper right corner. This shows how the iteration is constrained to be a maximum of 3 symbols in either the time or frequency dimension. The hatched blocks in Figure 22 represent pilot symbols placed according to the static pilot pattern and the blocks with a darker shade represent the disabled symbols which are occupied by a PU.
4.5.3. Sub-optimal heuristics

The sub-optimal generalised solution algorithm as described in the section above may have its computational complexity further reduced by analysing the most computationally intense functions inside it. These functions are namely the power loading algorithm and the error heuristic functions.

The optimal power loading algorithm as derived in [19] also has sub-optimal variants described in the same source. The sub-optimal solutions in [19] can be summarised as exploiting two different facts about the power loading requirements. The first sub-optimal scheme proposed takes advantage of the fact that the power is loaded in discrete steps per sub-channel rather than as a continuous function since every sub-channel has a uniform amount of power transmitted in it.

The second algorithm proposed by [19] as sub-optimal power loading simply exploits the fact that PU-to-SU and SU-to-PU interference both increase as the distance between a PU and a SU decreases and inversely both decrease as the distance between a PU and an SU decreases. The sub-optimal algorithm then proposes that the first term of the optimal power loading equation in (20) is dropped such that the optimisation constant $\lambda$ and the only interference indicator concerned is the derivative of the SU-to-PU interference, $K_i^u$. The sub-optimal power loading algorithm was therefore described as

$$P_i^+ = \frac{I_{th}}{N_{FFT} \sum_{u=1}^{U} K_i^u}$$  \hspace{1cm} (45)

This means that the sub-optimal power loading algorithm does not have to calculate the PU-to-SU interference but even more importantly it means that the optimisation constant does not need to be searched for. This then reduces the algorithm complexity from $O(n \log(n))$ to $O(1)$ since a binary search need not be performed to find $\lambda$ but rather just a simple computation of readily available parameters.

It is very important to note that the generalised solution algorithm as proposed in Algorithm 1 is independent of what type of heuristic function or power loading algorithm is used as long as the power loading algorithm concerns the interference caused between the PU and the SU and so long as the error heuristic function provides the capability to perform a relative comparison between channel estimator accuracies for different candidate pilot symbol positions. This means that the generalised algorithm is therefore versatile enough so
that it may be used successfully for both optimal and sub-optimal power loading and error heuristic functions with no modification to the actual algorithm itself.

The heuristic functions could have their computational complexity further reduced by looking at them from a different perspective. The heuristic functions in the solution to the problem stated by this research serve the purpose of allowing the solution algorithm to compare one candidate pilot position against other candidate pilot positions. This is done through the calculation of the overall estimator MSE for each candidate pilot position. However, realising the fact that we only need to compare candidate pilot positions against each other rather than a certain fixed benchmark, there exists the possibility of utilising simplified heuristic functions which are much easier to compute and do not give a good approximation of the MSE but rather a proportional one. It is therefore possible to use these simplified heuristic functions purely for comparison against one another for different candidate pilot positions as long as they are monotonically increasing when compared to their respective MSE heuristic functions.

4.5.4. Heuristic function approximations

The previously mentioned methods for reducing the computational complexity of the solution algorithm all focus on using the exactly derived heuristics functions for the different application scenarios. There is however one very impacting way in which the computational complexity of the solution algorithm could be changed and that is through the use of approximated heuristic functions. Since the heuristic functions mainly consist of either exponentials or trigonometric functions, the computation of these functions would itself be a complex feat that's ever present in modern computation. In order to reduce the computation however, these functions could be approximated to simpler functions which would be much faster to execute. To some extent, this would be necessary with the optimal functions in any case due to the practice of using look-up tables to compute approximate trigonometric function values in embedded and low-power devices.

The main point to note when simplifying the LS and MMSE estimator heuristics is that the solution algorithm is based purely on determining the candidate pilot position with the best (lowest) estimator heuristic. This means that the actual MSEs of the candidate pilot symbol positions are not relevant but only how they compare relative to other candidate pilot symbol positions. The heuristics functions therefore only have to be comparative rather than
absolute and as such all the simplification of the heuristic functions has to achieve is an accurate representation of the comparative difference between different candidate pilot symbol positions.

The use of approximations to the heuristic functions could therefore centre on the use of look-up tables for trigonometric functions, in this case the sinusoid function due to its prevalence in the heuristic and power loading functions, especially for the MMSE estimator.

Since the error of the heuristic function may be relatively large due to the requirement for only a relative comparison between different candidate pilot position sub-channels, the sinusoids could be trivially enumerated and stored in a look-up table not requiring high resolution due to the fact that inherent tolerance for small errors afforded by the discretisation of the time-frequency grid as well as the nature of the problem only requiring a relative comparison between different candidate pilot symbol positions rather than exact values.

4.5.5. Computational Complexity Implications

Given the computational complexity of the proposed optimal solution algorithm and sub-optimal algorithms, their impact on run-time and accuracy is an important trade-off to be considered for applications where computational time or space is severely limited.

Due to the exhaustive nature of the optimal solution algorithm, the algorithm would be classified as an \( O(n^3) \) algorithm for large \( n \). This means that for applications where computational power is plentiful, for example fixed base-stations, the computational time should not be of much concern. On the other hand, for situations where computational time and power is severely restricted, for example mobile user devices/terminals, the computational complexity of the algorithm is severely prohibitive and could take up a significant chunk of processing time.

It is logical that the sub-optimal algorithm then be used for situations where processing power and computational time are at a premium. The sub-optimal algorithm affords much reduced complexity by replacing sinusoidal computations with direct look-up tables, windowing the search area and possibly using sub-optimal power loading for really extreme cases. Due to the impact of windowing, the search time would by a factor equivalent to the ratio of the window to the frame size combined with the conversion of sinusoidal calculations
to constant time due to the look-up table. This will however cause a reduction in accuracy which is demonstrated in the next chapter.

4.6. Comparison to Similar Solutions

The contributions outlined in this chapter provide the optimal and sub-optimal solutions to the identified problem. There has also been work done on finding the optimal pilot pattern in NC-OFDM cognitive radios while also considering power loading for pilot symbols. This is demonstrated in work such as [51] and [52].

The most critical point to note with regards to solutions proposed in related work however is that they only focus on power loading to pilot symbols in a blind manner without considering interference to and from primary users. This means that the proposed solutions do not consider whether the interference threshold from the SU to the PU is violated due to the proximity of pilot symbols as well as the reduction in channel sampling caused by extra noise on the pilot symbols due to nearby SUs.

This approach is however effective (and indeed optimal) when there are no primary users relatively close to the secondary users or when the SU sub-channels near to the PU are disabled so as to altogether avoid the effects of out-of-band interference to and from the PU. This does however mean that the throughput is reduced since there are now empty frequency bins in the time-frequency grid.

The approaches proposed in [51] and [52] therefore breaks down when an optimal and complete utilisation of the frequency spectrum between PUs is required due to the aforementioned reasons. As such, the demonstrated solution algorithms solve the complete scenario so that PU-SU interference is considered (as well as the power loading implications it would have) when an optimal pilot pattern is calculated.
5. Simulation Details and Results

This section contains details describing the simulations performed to evaluate the validity and performance of the proposed solutions to the identified problem of optimal pilot placement given optimal power loading for NC-OFDM cognitive radios. The section is divided into two sections describing simulation parameters and showing simulation results.

Section 5.1 describes the simulation parameters used when simulating the proposed solutions in this research thesis. The section shows various different aspects and approaches used to simulate the several combinations of solutions possible, namely 1-dimensional and 2-dimensional as well as for all the different types of estimators, as proposed in this document.

Section 5.2 then demonstrates in detail the simulation results for various different parameters deemed important to the performance and validity evaluation of the proposed solutions. The section also provides an overview of the performance of the generalised solution algorithm as well as a comparison to the proposed sub-optimal solutions such that the implementation factors and concerns like the computational time and memory space requirements may be evaluated so that the performance/MSE trade-off may be better gauged.

5.1. Simulation Parameters

This section contains the simulation parameters used when designing simulations used to benchmark the performance and validity of the different proposed solutions. The section is divided into two major sub-sections, namely the simulation parameters for the 1-dimensional solutions and the simulation parameters used to simulate algorithms designed for 2-dimensional solutions.

It was decided that the channel model used for the simulation of the proposed solutions would be based on the modified Stanford University Interim (SUI) channel models as specified by the Institute for Electrical and Electronics Engineers (IEEE) 802.16 working group [39]. The channel models proposed by the IEEE 802.16 working group include various considerations in terms of signal propagation characteristics for both Line of Sight (LOS) and Non-Line of Sight (NLOS) channels. The modified SUI models as proposed by the IEEE 802.16 working group specifically focus on systems with the following characteristics [39]:

- Transmitter/receiver distance of less than 10 km
Various different terrain and tree density types
Based on infrastructure systems with Base Transceiver Stations (BTS) with a height of 10 m to 40 m
Different models for different building densities

The modified SUI models proposed by the IEEE 802.16 working group were then analysed for their different channel characteristics as well as possible applications. The different modified SUI channel models proposed by the IEEE 802.16 working group are primarily grouped by their suitability for different channel characteristics. The channel characteristics themselves are divided into terrain 3 types, namely Type A, Type B and Type C terrains. These terrain types are mainly differentiated by consider the effect they exhibit on the signal when used as a channel. Type A terrain types are considered to result in the maximum amount of fading and propagation loss for the signal while Type B terrain types would result in intermediate fading and propagation loss of the signal when used as a channel. Therefore, Type C terrain types would be the best given that they are regarded as resulting in the lowest amounts of signal fading and propagation loss. These terrain types are investigated and explained in [40] and details are provided for the reader's convenience in Appendix D.

The SUI model was chosen due to its suitability for differing environments at WiMax frequencies (such as 2.6 GHz) and its large versatility as to the different terrain types it may simulate. As different models were investigated, such as the COST model, before deciding on the SUI channel model, it was imperative that a good decision was made. A literature study was therefore conducted and it was found that the versatility of the SUI model would suit ideally our use case. This is further supported by research shown in [53] where it was found that the SUI channel model is most suitable when comparing it to empirical measurements. When combined with the fact that it is the chosen channel model for the IEEE 802.16 working group, it was decided that the SUI channel models would best suit our simulation requirements.

The terrain types used by [39] are then used to establish a set of six possible channel types which could be used to simulate the multipath fading environments through which the signal is propagated from transmitter to receiver. All six modified SUI channel models as proposed by [39] consider the channel fading to be of Rician type. This is attributed to the fact that the Rayleigh distribution upon which Rayleigh fading is based is in fact a special
case of the generalised Rician distribution [16]. As such, this allows the modified SUI channel models to be all represented as Rician fading with channels which approximate Rayleigh fading to have their Rician $K$-factors set to zero or almost zero. Further details and mathematical explanation is demonstrated in Appendix E.

The six modified SUI channels which are proposed by the IEEE 802.16 working group may be summarised with respect to their applicable terrain types mentioned previously as follows in Table 1 [39].

**Table 1.** Classification of channel models by terrain type.

<table>
<thead>
<tr>
<th>Terrain Type</th>
<th>SUI Channel Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>SUI-1, SUI-2</td>
</tr>
<tr>
<td>B</td>
<td>SUI-3, SUI-4</td>
</tr>
<tr>
<td>A</td>
<td>SUI-5, SUI-6</td>
</tr>
</tbody>
</table>

From Table 1 above, the channel models may be further elaborated in terms of their fading characteristics. Since the modified SUI-1 and SUI-2 channel models are both used to model a channel with a terrain of Type C, the channels will have a low maximum Doppler frequency as well as a low delay spread [39]. This also means that the channels represented by the SUI-1 and the SUI-2 models will also have their fading be approximated by a Rician probability density function with a relatively high $K$-factor [39].

The channel models used for channels with a terrain of Type B are the modified SUI-3 and the SUI-4 channel models. These channel models have a larger difference in terms of properties than the previously compared SUI-1 and SUI-2 channel models. The SUI-3 channel model is considered to have a relatively low delay spread as well as a relatively low maximum Doppler frequency [39]. The SUI-4 channel type on the other hand is considered to represent a channel model with moderate delay spread while also having a relatively high maximum Doppler frequency [39]. It is very important to note that while both channel have two distinctly different properties in terms of maximum Doppler frequency and delay spread, both channels are considered to have a Rician fading probability density function with a relatively low Rician $K$-factor and therefore the channel will fade input signals according to what is approximately a Rayleigh probability density function.
For terrains which are considered to be of Type C, the IEEE 802.16 working group proposes the use of the modified SUI-5 and SUI-6 channel models. These channel models are therefore used for channels with significantly bad fading conditions and as such both channel models, SUI-5 and SUI-6, have the characteristic of a very high delay spread [39]. Both channels also have a very low Rician $K$-factor and as such the probability density function of the fading function will approximate the Rayleigh PDF. The major difference between both channel types however is in the maximum Doppler frequency for each channel model. The modified SUI-5 channel model accounts for a low maximum Doppler frequency, meaning that it is suitable for low-mobility applications/systems. The modified SUI-6 channel model implements a relatively high maximum Doppler frequency for each scatterer [39].

5.1.1. 1-dimensional simulation parameters

The simulation parameters for the 1-dimensional estimator solution were obtained from the proposed channel simulation parameters based on the modified SUI channel models as specified by the IEEE 802.16 working group and described in the previous section. Upon inspection of the channel models proposed by [39], it was decided that the simulation parameters used for the simulation of 1-dimensional estimator scenarios should be based on a compromise between the SUI-5 and SUI-6 channel models. This was chosen such that the worst-case scenario could be assumed for the proposed solution in terms of the low Rician $K$-factor parameter of the fading PDF as well as the relatively high delay spread. The compromise was chosen when considering the difference in maximum Doppler frequencies between the modified SUI-5 and the modified SUI-6 channel models. It was decided that the simulation channel model used should retain the delay spread characteristics of the modified SUI-5 channel with however the relatively high maximum Doppler frequency of the modified SUI-6 channel.

This compromise means that the channel model used for simulation would be described as a Rayleigh fading channel with a relatively long delay spread and a relatively high Doppler frequency to account for worst case scenarios as well as the possible implementation in high-mobility devices.

The system design parameters such as the FFT size for OFDM modulation as well as PU and SU transmit powers were also chosen such that they are based on values from scenarios where widely-used, existing systems are deployed. An example being the default choice of
both PU and SU transmit powers being 20 dBm (100 mW) as this is the commonly used power limit for the 2.4 GHz Industrial, Scientific and Medical (ISM) band as commonly used by the IEEE 802.11 WiFi standard. Other parameters were also in generally chosen to represent worst-case scenarios for the simulated communications device, for example, the noise floor was chosen to be -90 dBm. More commonly, high-performance receivers have a noise floor of less than -110 dBm and noise floors of -90 dBm are considered to be of a poorly performing or designed receiver. The simulation parameters for the 1-dimensional estimator scenario system simulations are therefore presented in Table 2.

Table 2. Simulation parameters for 1-dimensional estimator scenarios

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT Size</td>
<td>128</td>
</tr>
<tr>
<td>Noise Floor</td>
<td>-90 dBm</td>
</tr>
<tr>
<td>OFDM Symbol Duration</td>
<td>288 µs</td>
</tr>
<tr>
<td>Sub-carrier Spacing</td>
<td>500 kHz</td>
</tr>
<tr>
<td>Cyclic Prefix</td>
<td>1/8 (ratio of OFDM symbol)</td>
</tr>
<tr>
<td>PU Bandwidths</td>
<td>[4, 18, 36] sub-channels</td>
</tr>
<tr>
<td>Static Pilot Spacing (frequency)</td>
<td>9</td>
</tr>
<tr>
<td>Channel Fading PDF</td>
<td>Rayleigh</td>
</tr>
<tr>
<td>PU Transmit Powers</td>
<td>[0, 10, 20, 30] dBm</td>
</tr>
<tr>
<td>SU Transmit Power</td>
<td>20 dBm</td>
</tr>
<tr>
<td>Maximum Doppler Frequency</td>
<td>120 Hz</td>
</tr>
<tr>
<td>Channel Delay Spread</td>
<td>10 µs</td>
</tr>
<tr>
<td>Interference Thresholds</td>
<td>[1, 3, 5, 7, 9, 10] mW</td>
</tr>
</tbody>
</table>

5.1.2. 2-dimensional simulation parameters

The simulation parameters for scenarios where a 2-dimensional estimator is employed by the simulated CR devices were based on the simulation parameters of the 1-dimensional estimator scenario. This is due to the fact that the extension from 1-dimensional to 2-dimensional estimators is minimal in terms of system design and has no effect on the channel model whatsoever.
The scenario where a 2-dimensional estimator will not be much different in terms of general channel and modulation system properties when compared to the 1-dimensional estimator scenario but will rather be limited to estimator-specific parameters such as the static pilot symbol spacing in the time dimension. The different or additional simulation parameters used when simulating the communications system employed in a scenario where a 2-dimensional estimator is utilised are listed below in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Pilot Spacing (frequency, time)</td>
<td>(12, 12)</td>
</tr>
<tr>
<td>OFDM Frame Size</td>
<td>16 OFDM symbols</td>
</tr>
<tr>
<td>Guard Interval</td>
<td>1/16</td>
</tr>
<tr>
<td>OFDM Frame Duration</td>
<td>45.333 ms</td>
</tr>
</tbody>
</table>

### 5.2. Simulation Results

This section presents the results of the simulations run in order to evaluate the validity and performance of the proposed solutions to the identified problem. The section also provides detailed discussions as well as interpretations on the results presented. The section is divided into three sub-sections.

The first sub-section, namely Section 5.2.1, demonstrates the simulation results for the generalised, optimal solution algorithm as described in Section 4 when implemented in a simulated system utilising a 1-dimensional channel estimator. The section demonstrates the simulation results for when the LS estimator and the MMSE estimators are employed. The simulation results focus mainly on comparing the difference between the optimal pilot positions as a function of different possible PU transmit power levels as well as PU transmit signal bandwidths.

Section 5.2.2 demonstrates and describes the simulation results for the simulated CR system with the proposed optimal solution algorithm but for the scenario where a 2-dimensional channel estimator is employed. The simulation results are then shown demonstrating the error function values for both the LS and MMSE estimators depending on
different PU transmit signal powers as well as PU transmit signal bandwidths. This therefore demonstrates how the algorithm obtains the optimal pilot patterns and a discussion is developed for each figure demonstrating the usefulness and interpretation of the data in terms of the performance and feasibility of the optimal solution algorithm. The section also quite importantly shows how the optimal solution algorithm adapts when used in a 2-dimensional estimator implementation by demonstrating the OFDM symbol MSE per OFDM symbol while maintaining constant simulation system parameters such as PU transmit power and bandwidth.

The last section, namely Section 5.3.3, allows the reader to compare the suitability of the proposed sub-optimal solution schemes to the optimal solution schemes developed in terms of accuracy as well as computational efficiency. Simulation results are shown comparing the execution time and memory requirements of the optimal solution versus the proposed sub-optimal algorithms, as demonstrated in Section 4.5, for both the LS and MMSE estimators. The section also demonstrates how the computational complexity for the optimal, generalised solution algorithm behaves when parameters of the simulated system (such as the FFT size \( N_{\text{FFT}} \)) are changed.

5.2.1. 1-dimensional, optimal solutions

This section presents the results of the optimal solution algorithm when applied for 1-dimensional estimators as described in Section 4.2.1. The graphs presented below first demonstrate the error function values for the cases when a LS estimator (Section 5.2.1.1) is utilised followed by graphs which demonstrate the error function values when a MMSE (Section 5.2.1.2) estimator is used.

The results shown in this sub-section serve to demonstrate the error function values, equivalent to the heuristic function values for the 1-dimensional estimator case, of the 1-dimensional optimal solution algorithm. This is done so that the reader may easily interpret the way the algorithm works on the most basic level before making decisions (i.e., picking the candidate pilot positions with the lowest error function value).

5.2.1.1. Least-squares estimator
This section demonstrates the simulation results for the optimal, proposed solution when using a 1-dimensional, LS channel estimator.

![Graph showing the error heuristic function value for the LS estimator.](image)

**Figure 23.** This figure demonstrates the error heuristic function value for the LS estimator where the PU bandwidth is fixed to 18 sub-channels while the PU power is varied.

In Figure 23 the heuristic (error) function value is demonstrated for the system when the PU transmit power is varied between a range of 0 to 30 dBm while the PU bandwidth is maintained to be constant at 18 sub-channels. The error function value is plotted for all pilot candidate positions with the set of candidate positions being chosen to be over the range of the whole OFDM symbol for demonstration purposes. In practise, this would be restricted to the set of sub-channels beginning from the SU sub-channel adjacent to the PU transmission and ending at the SU sub-channel adjacent to the first static sub-channel. When interpreting the graph above, it is easy to see that a local minimum exists for the error function value. This means that the candidate pilot position where the error function value is a minimum is the optimal position for placement of the adaptive pilot pattern given the current system parameters.
It is vital to note in Figure 23 above how steeply the error function value increases as the sub-channels approach the PU transmission band. This is due to the fact that the optimal power loading algorithm loads an almost (and in the case of some sub-channels, exactly) no power to those sub-channels, meaning that the estimates at those points will be either extremely noisy/inaccurate or in the case of no power loaded to those sub-channels, no estimates may be done at all in those positions, meaning that those sub-channels are effectively disabled. Another important aspect to note is how the area where zero power is loaded to the SU sub-channels increases as the PU transmission power increases as well. This is due to the increased interference from the spectral roll-off of the PU’s pulse-shaping filter being introduced to the SU’s sub-channels. As such, the error function value minima are farther away from the PU transmission as the PU’s transmit power increases.

The aspect of increasing error function values as a function of PU transmit power as shown above also gives rise to another curious phenomenon where the value of the minimum itself is higher as the PU transmit power increases. This means that the optimal pilot candidate positions for each different PU transmit power provide worse estimates in terms of the overall estimator MSE for scenarios where there are higher PU transmit powers. This may be attributed to the extra amount of noise attributed to the SU sub-channels near to the PU but also to the increased distance between the candidate pilot positions and the PU band due to the larger set of unusable sub-channels due to the power loading algorithm and the increased PU transmission power.
Figure 24. This figure demonstrates the error function value for the optimal pilot placement algorithm for a 1-dimensional estimator where the PU transmission bandwidth is varied and the PU transmission power is set to a constant 20 dBm.

In Figure 24 we can further observe the same phenomena occurring in Figure 23 as noted earlier, namely the increased error function values (i.e., less fit/feasible) as the independent variable (the PU bandwidth) itself is increased. This observation may be trivially attributed to the fact that the PU band becomes wider and hence the transmission edges are at sub-channels farther away from the previous one. As such the curves remain approximately the same with the difference being that they are farther apart to accommodate the wider area of disabled sub-channels and sub-channels with zero power loaded to them.

Another similar observation noted in Figure 24, as was noted as well in Figure 23, is the fact that the minimum of the error function is higher for cases where the PU has a wider bandwidth. This is attributed to the fact that the increased distance between possible candidate pilot positions on either side of the PU’s transmission results in an increased interpolation error bound meaning that the overall estimation of the CFR in the OFDM symbol will be less accurate due to the increased interpolation distance between the pilot symbols as well as the loss of several static pilot symbols. This is due to the need for the SU to disable more sub-channels when the PU transmission bandwidth is increased and as such...
meaning that some extra static pilot symbols would have overlapped with the PU transmission.

Figure 25. This figure demonstrates the error function value of the solution algorithm for the 1-dimensional LS estimator when varying the interference thresholds of the optimal power loading algorithm.

In the figure above (Figure 25) the error function value for the optimal solution algorithm is shown when employing the LS estimator and varying the optimal power loading algorithm's interference threshold. It may be seen how as the interference threshold decreases, the more 'sensitive' the PU is to out-of-band interference due to spectral roll-off by the SU. This situation results in less power loaded to sub-channels nearer to the PU when the interference threshold is lower which in turn results in the optimal dynamic pilot symbol placement position being farther away. This is the expected result as the increased sensitivity by the PU means that the SU needs to allocate more of its power in sub-channels farther away. Trivially, the opposite situation is also true where the increased power threshold results in decreased interference sensitivity by the PU. This then results in the optimal dynamic pilot
symbol position (the place where the error function value is lowest) being closer to the PU so as to minimize the interpolation error component of the least squares estimator heuristic function value as described in equation (40).

5.2.1.2. **MMSE estimator**

This section demonstrates simulation results for the 1-dimensional, optimal solution algorithm when applied to a simulated system using an MMSE channel estimator.
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Figure 26. This figure represents the heuristic function value for the 1-dimensional, MMSE estimator when the PU bandwidth is fixed to 18 sub-channels and the PU transmit power is varied between 0 and 30 dBm.

One set of results for the 1-dimensional MMSE estimator is shown in Figure 26. In this figure, the heuristic function value is shown for the scenario where a PU transmission is fixed at a bandwidth of 18 SU sub-channels and the PU power itself is varied from 0 to 30 dBm, just as in Figure 23. The same results are evident as in Figure 23 with the exception that the results in this figure are inverted for readability. This means that the negative sign was omitted from the error heuristic function for the MMSE estimator as described in (41) for the
purposes of clarity and readability. The same observations may be noted about Figure 26 as may be observed in Figure 23, namely the increase in distance between the optimal pilot candidate position and the PU transmit band edge, with the increase in power.

It may be noted however, that the differences for the case of the MMSE estimator are a lot less pronounced than those of the LS estimator. This may be attributed to the fact that the inverse of the pilot symbol SNR in the MMSE estimator heuristic function equation as described in (42) does not play a dominant role. This is principally due to the fact that the SNR term is a smaller term in the denominator of the heuristic function in (42) when compared to the squared sinc function terms present in both the numerator and the denominator of the equation. In the case of the LS estimator, it is plainly visible in equation (40) that the inverse of the pilot symbol SNR is in fact contained in a separate term, thus having a more significant role in the equation.
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Figure 27. This figure demonstrates the inverted heuristic function value for the candidate pilot symbol position as shown in Figure 26 with the exception that the whole OFDM symbol is demonstrated in order to show the oscillatory nature of the heuristic function for the MMSE estimator.
A very important aspect which may also be noted when taking into account the observations mentioned previously is the fact that the error/heuristic function value tends to be oscillatory in nature when looking at Figure 26. The cause of this may be trivially deduced from the fact that the auto-correlation and cross-correlation functions used to obtain the optimal Wiener FIR filter coefficients for the MMSE estimator are sinc-based functions themselves as demonstrated in equations (42) and (44). This allows one to derive a very important and affirming observation that the MMSE estimator is very sensitive to pilot symbol spacing and that there are situations where the pilot placement is detrimental to the overall estimator MSE. This is demonstrated further in Figure 27 which shows the heuristic function values for the whole OFDM symbol. The figure clearly has locations where the heuristic function value is extremely low (such as sub-channels 26 and 101) which would result in a value significantly higher (seen as lower in this case due to the inversion) than the MSE and therefore resulting in the increase of the estimator MSE.
Figure 28. This figure demonstrates the heuristic function value for the 1-dimensional, MMSE estimator where the PU bandwidth is varied and the PU’s transmit power is maintained to be a constant 20 dBm. This figure is inverted for ease of readability.

Figure 28 demonstrates the heuristic function value for the 1-dimensional MMSE estimator for the case where the PU transmit signal bandwidth is varied and the transmit power is maintained to be a constant 20 dBm. The figure clearly shows the oscillatory nature of the heuristic function but also shows the decline of the heuristic function suitability when the sub-channels are closer to the PU’s transmission.

Figure 29. This figure demonstrates the error function value of the solution algorithm for the 1-dimensional MMSE estimator when varying the interference thresholds of the optimal power loading algorithm.

Figure 29 demonstrates the error function value of the 1-dimensional, optimal solution algorithm for the MMSE estimator with varying interference threshold levels for the optimal power loading algorithm. This is the same concept as shown in Figure 25 where the same
variable is analysed with the exception that the LS estimator solution algorithm is used. The figure shows how the distance between the PU band-edges and the optimal pilot placement (highest value due to the reversed heuristic function value for the purposes of readability) increases as the interference threshold decreases. This phenomenon is attributed to the fact that the interference threshold will be inversely proportional to the amount of power loaded to the SU sub-channels near to the PU. As such, when the PU is more sensitive to interference (lower interference threshold), the optimal power loading algorithm will load less power to the sub-channels nearby to decrease the amplitude of their spectral roll-off and consequently decrease the amplitude of the interference PSD over the integration area. Similarly, when the PU is less sensitive to interference (higher interference threshold) the optimal dynamic pilot symbol position moves closer to the PU band edge.

In order to demonstrate the effects of the variance of the PU bandwidth with a greater exaggeration, the maximum Doppler frequency parameter was temporarily changed from 240 Hz to 420 Hz. The increase in the maximum Doppler frequency results in a faster fading channel which, after the Fourier (FFT) transform is performed in the OFDM receiver, results in increased frequency selectivity. This decreased the period of the auto-correlation and cross-correlation functions so that the roll-off effect could be exaggerated and easily seen. This is demonstrated in Figure 30.
Figure 30. This figure demonstrates the heuristic function value per sub-channel as done in Figure 28 with the exception that the maximum Doppler frequency is increased to 420 Hz so as to allow an easier demonstration of the spectral roll-off effect.

A very interesting observation which can be deduced from the figures shown above is how the heuristic function value seems to be better (lower for LS or higher when inverted for the MMSE estimator graphs) for sub-channels farther away from the PU when the PU bandwidth is increased. Conversely, the heuristic function value seems to be worse (higher for the LS estimator and lower for the MMSE estimator due to the inverted graphs) for sub-channels nearer to the PU when the PU bandwidth is increased. This observation may be attributed to the optimal power loading algorithm. Since for cases where the PU transmission bandwidth is higher there are less SU sub-channels to which the same total power needs to be allocated to. This is necessary so as to maximise the channel capacity for the modulation scheme of use. This means that for cases where the PU bandwidth is higher, there will be a greater difference between the amounts of power loaded to adjacent sub-channels than for cases where the PU transmission bandwidth is lower. As such, this results in a steeper gradient of power loading so as to ensure that the sum of the power loaded to all SU sub-channels (the total SU transmission power) still remains as high as possible without exceeding the interference threshold. As such, channels farther away will have more power...
loaded to them when the PU transmission bandwidth is higher rather than lower. The suitability (heuristic function value) of those sub-channels will therefore increase due to the greater estimation accuracy afforded to the sub-channels by the increased SNR. Conversely, for regions nearer to the PU’s transmission, the heuristic function value will be worse when the PU’s bandwidth is wider due to the increased SU-to-PU interference caused by the integration region as well as the increased distances separating the pilot symbols used by the channel estimators.

It can be seen that in all cases, the interference caused from the PU to the SU as well as the interference caused by the SU to the PU causes the optimal pilot positioning to be farther away from the PU instead of being adjacent. This is easily attributed to the out-of-band interference to and from the PU and the SU which in turn is caused by the pulse-shaping functions of both the PU and the SU transmissions. As was stated earlier, the research work conducted focused on assuming a rectangular (in the time domain, or sinc in the frequency domain) pulse-shaping function. The rectangular pulse-shaping function allows a successful simulation of signal transmissions but is also an ideal pulse-shaping function which means that a practical implementation is not possible. It would therefore be of much interest to investigate the intricacies and changes which would occur should a more practical pulse-shaping function be used for both the primary and secondary users in further research work as the work would be out of the basic requirements and context of the problem statement of the research.

5.2.2. 2-dimensional, optimal solutions

In this section, the simulation results are shown for the case where the optimal solution algorithm is utilised for 2-dimensional channel estimators. This means that the full algorithm as described by Algorithm 1 is utilised in the sense that the algorithm is allowed to iterate over more than one OFDM symbol (i.e. the loop iterating the variable $x$ is utilised) in the OFDM frame unlike the case for the 1-dimensional channel estimator. The simulation results are grouped by channel estimator types, with the results using the LS estimator shown in Section 5.2.2.1 and the results using the MMSE estimator demonstrated in Section 5.2.2.2.
5.2.2.1. **LS channel estimator**

The two-dimensional error function value for the LS estimator is shown in Figure 31. This figure demonstrates the error function value as the transmission of OFDM symbols in the OFDM progresses. It is evident that the optimal pilot position remains constant if the channel and system state does not change itself, however it may be seen that the general error function value increases as the OFDM symbols progress through time. This may be attributed to the fact that the system now has the previous OFDM symbols in the OFDM frame to consider for interpolation. This means that each OFDM symbol now has to consider the distances between its current candidate pilot positions and the pilots placed in all previous OFDM symbols. The chief cause of this is the additive nature of the accumulator used to store the error function values of the current and all previous OFDM symbols. This means that an increasing error function value plot does not mean degradation in MSE over time; rather a linear increase means that the estimator MSE remains constant per OFDM symbol. The scenario demonstrated in Figure 31 however is an unrealistic one as the channel is rarely if never the same for the duration of the whole OFDM frame. The channel impulse response gains and delays change over time and no channel may ever really be considered truly time-invariant. This assumption is used solely for the purpose of visually depicting the mathematical properties of the algorithm and heuristic function in the sense that as the number of OFDM symbols increase in the OFDM frame, so will the average estimator MSE experienced over the OFDM frame due to the increased distances now needed to compute channel estimates between the candidate pilot symbol positions and all other pilot symbols in the current and previous OFDM symbols.
Figure 31. This figure demonstrates the logarithm (base 10) of the error function value for a time-invariant channel with the PU transmission power fixed to 20 dBm when using an LS estimator.
Figure 32. This figure demonstrates the LS estimator logarithmic error function value for the LS estimator when the channel is not considered time-invariant over the duration of the OFDM frame. This demonstrates how the MSE of the channel estimator over the whole OFDM frame may vary depending on the CFR experienced in each OFDM symbol.

In Figure 32, the 2-dimensional, generalised solution algorithm error function value is shown for all sub-channels and OFDM symbols in the OFDM frame. The figure this time uses the more realistic assumption that the channel changes to some extent in between different OFDM symbols. This is the same assumption used when simulating the channel and is specified by the modified SUI channel model chosen. The result of this may therefore be seen in Figure 32 where the sum of the OFDM frame MSE (shown as the error function value in the figure) may at times decrease in between consecutive OFDM symbols. This is easily observable in Figure 32 specifically for OFDM symbols 5 and 7. The cause of this is attributed to the fact that the channel conditions may be more favourable for those OFDM symbols than for previous OFDM symbols, meaning that the average gain of the CFR is higher for the OFDM symbols where the error function value is lower.
An observation which may be made about Figure 32 is that the optimal pilot position still appears to remain at a constant position relative to the primary user. This is simply because the LS estimator's heuristic function is based solely on the distance between pilot symbols and the SNR of individual sub-channels.

Figure 33. This figure demonstrates the LS estimator error function value over the OFDM frame as the previous two figures with the exception however that the PU has been changed to have a uniformly varying bandwidth between 4 and 48 sub-channel for each OFDM symbol.

In Figure 33 the concepts demonstrated in the previous two figures are further expanded in terms of realism. The PU bandwidth was set to be a uniformly distributed, random integer for each OFDM symbol. This meant that the PU bandwidth actively changed and consequently caused the algorithm to readapt the optimal pilot positions with every progression of a transmitted OFDM symbol. It is important to note that the PU transmit power was maintained at a constant 20 dBm.
Figure 34. This figure demonstrates the symbol type map in the OFDM frame. The symbols denoted by a green edge are the static pilot symbols, the symbols denoted by the red edge are the dynamic pilot symbols calculated by the optimal solution developed in this document and the wide symbols in the centre are the PU's transmission band.

Figure 34 demonstrates the symbol types on the time-frequency grid mapping the OFDM frame. The positions with green edges denote the static pilot symbols, the positions with the red edges denote the dynamic pilot symbols as calculated by the optimal, generalised solution algorithm described in this document. The wider positions in the centre indicate the PU's transmissions and all other positions which are flat indicate data symbols. It may be seen in Figure 34 how the optimal pilot position tends to 'stick' to the average PU bandwidth with reluctance to shifting when the PU bandwidth is narrower than usual. This may be easily seen by the greater distance between the PU's band-edge and the dynamic pilot symbols when the PU band is especially narrow (such as in OFDM symbols 3, 6 and 7) while the converse may be observed for situations where the PU's transmission band is wider than usual. In situations where the PU bandwidth is especially large (for example OFDM symbols 1, 2, 10 and 14), it may be seen how the dynamic pilots are almost always adjacent to the PU's band-edge. This is partially because of the increased average distance between all the pilot symbols in those specific OFDM symbols but mainly due to the average increase in distance between the pilot symbols in the current OFDM symbols and those in the previous OFDM symbol. The
converse may be seen for situations where PU transmission band is significantly smaller in the current OFDM symbol than in the previous. In these situations, the dynamic pilot symbols tend to move away from the PU band edges in order to partially minimise the distance between them and their counterparts in the previous OFDM symbol.

5.2.2.2. **MMSE channel estimator**

![Figure 35.](image_url)

Figure 35. This figure demonstrates the logarithmic error function value for the MMSE estimator when the channel is set to be time-invariant over the whole OFDM frame. The PU transmission power and bandwidth also remain constant throughout the OFDM frame.

In Figure 35, the error function value is demonstrated for the case of the MMSE estimator for the case where the communications channel is completely time-invariant over the duration of the OFDM frame. Again, as in the previous figures demonstrating results for MMSE estimator scenarios, the error function value is reversed (i.e., optimal position is maximum
instead of minimum) purely for the purposes of readability. The first and foremost observation which may be made is the areas where the error function value is extremely low. These regions are candidate pilot positions where the cross-correlation between the candidate pilot symbol position and the data symbols is extremely low (practically zero). This is due to the property of the sinc function where the function value itself is zero at integer values for the standard, normalised sinc function. It is therefore of utmost importance to have the estimator avoid these regions since the addition of a pilot there would provide practically no benefit whatsoever to the channel estimator, in fact it would result in an increase in the average MSE of the OFDM symbol & frame, while at the same time using up extra power and throughput which could have been saved by assigning the symbol at that specific location to be a data symbol instead of a pilot symbol.

Figure 36. This figure shows the logarithmic, reversed error function value for the MMSE estimator when the channel has been modified to be, more realistically, time-variant over the duration of the OFDM frame.
Figure 36 demonstrates the logarithmic error function value for the MMSE estimator as done previously in Figure 35 but with the major difference that the channel is now simulated to be time-variant as is a more realistic and practical assumption. The channel varies over the duration of the OFDM frame but remains coherent for the duration of one OFDM symbol. The same phenomenon of really low pilot and data symbol cross-correlation may again be observed in the error function value map with the added difference that the regions near the PU are now differently affected depending on the OFDM symbol. It is easy to see that for the regions near to the PU (i.e. low SNR for the SU sub-channels) the CFR plays a major role in determining the optimal pilot placement. This however plays a smaller role for the MMSE estimator than may be seen for the LS estimator due to the exponentially increasing error imposed on the estimator MSE by the linear interpolation error bound.

Figure 37. This figure demonstrates the time-frequency map of the OFDM frame as decided by the optimal solution algorithm based on the same channel conditions as shown in Figure 36.
In Figure 37 the same concept is shown as in Figure 36 except that the decisions determined by the optimal, generalised solution algorithm are presented in the form of the OFDM frame time-frequency grid. The purpose of Figure 37 is to demonstrate the algorithm and optimal pilot placement in an ideal situation where the channel is time-invariant so that the reader may see the 'natural' behaviour of the algorithm. This allows us to note how even in a completely static channel, the dynamic pilot symbols seem to be shifting with the passing of every OFDM symbol. This movement may also be seen in the error function value in Figure 36 which then translates into the effectively shifting optimal pilot placements.

Figure 38 shows the error function value for all symbols on the time-frequency grid representing the OFDM frame with the exception that the PU now has a uniformly random bandwidth for each OFDM symbol between 4 and 48 SU sub-channels.

Figure 38. This figure demonstrates the logarithmic, reversed error function value for the OFDM frame as done in the previous figure (Figure 37) with the exception that the PU now has a uniformly random bandwidth for each OFDM symbol between 4 and 48 SU sub-channels.
bandwidth varying between 4 and 48 SU sub-channels. This means that for every single OFDM symbol, the PU bandwidth is a random variable translating into different pilot placement in the current OFDM symbol as well as affecting the optimal pilot position for future OFDM symbols due to the large difference in pilot positions in all previous OFDM symbols.

The randomly varying PU bandwidth allows us to determine how the algorithm reacts to changes within its operating environment and holds especially true for cognitive radio systems where there is no knowledge of PU transmission appearances for any future time. From the error function plot shown above in Figure 38, it may be seen that the effect of a randomly varying PU bandwidth do not present such an impact on the optimal pilot placement position for the MMSE as it did for the LS estimator. It may be seen how, other than the areas near the PU transmission, there is a smaller effect on the error function value for the current OFDM symbol due to the vastly different pilot placement in previous OFDM symbol values. This phenomenon is easily shown in Figure 39 which demonstrates the time-frequency grid for the OFDM frame, differentiating between the static pilots (green), dynamic pilots (red) and the PU transmission (brown).
Figure 39. This figure demonstrates the OFDM frame time-frequency grid as decided by the optimal solution algorithm for the same conditions as demonstrated in Figure 38.

As shown previously in Figure 34 demonstrating the time-frequency grid for the LS estimator, the effect of the solution algorithm placing pilots closer to the PU transmission in the current OFDM symbol if follow an OFDM symbol with a wider PU bandwidth, or effectively the 'reluctance' to deviation, of the solution algorithm may not be seen for the MMSE estimator. The optimal pilot symbols seem to be more 'independent' of each other for the MMSE scenario due to the much smaller impact distances between pilot and data symbols make for the MMSE estimator compared to the error bounds for the linear interpolator in the LS estimator. This reiterates the common practise of employing LS estimators for channels which have a CIR with less taps, and hence providing a more linear CFR, so as to take advantage of the reduced complexity of the LS estimator implementation. On the other hand, the MMSE estimator error function value shows how the MMSE estimator is a better choice for channels with more complicated CFRs and hence more resolvable taps in the CIR.
Figure 40. This figure demonstrates the MSE for each subsequent OFDM symbol normalised to the first OFDM symbol in the OFDM frame for the MMSE estimator.

In Figure 40 as shown above, the Normalised MSE (NMSE) is shown for each OFDM symbol in the whole OFDM frame relative to the MSE of the first OFDM symbol. The purpose of the figure is to demonstrate how the adaptive algorithm, as well as the MMSE estimator itself, allows a reduction in the MSE as the number of OFDM symbols increase due to the increase in the number of pilot symbols relative to the coherence time of the channel. This only further shows that the optimised solution algorithm then allows for a decreasing MSE for the OFDM frame as the number of OFDM symbols in the OFDM frame is increased or transmitted. The error floor of the estimator MSE is limited by the coherence time of the channel and is one of the main considerations taken into account by communications systems engineers when designing the wireless communications system.

Building on the relative, NMSE for all the OFDM symbols as shown in Figure 40, the actual estimator MSE per OFDM symbol is shown in Figure 41. The MSE is shown to decrease as the OFDM symbols progress through the OFDM frame. This is in agreement with
the MSE reduction provided by the optimal solution algorithm as well the MMSE estimator for each subsequent OFDM symbol as demonstrated in Figure 40. It may be easily seen how the estimator MSE approaches an error floor as the number of transmitted OFDM symbols transmitted in the current OFDM frame increase.

Figure 41. This figure demonstrates the MSE of the estimator for each OFDM symbol in the OFDM frame for the MMSE estimator.

Several factors cause the existence of an error floor with MMSE estimators with the two major ones being the rounding error/noise inherent when representing small values with fixed-length words and the other being the non-zero variations in the CIR over the duration of one OFDM symbol. In practice, the CIR/CFR of a channel will rarely if ever be completely constant over the duration of one whole OFDM symbol. This means that during the process of transmitting all the symbols which make up the OFDM symbol, some symbols will have undergone slightly different fading compared to others. This in turn causes the individual
symbols to undergo a slight (or moderate depending on whether the channel is slow or fast fading) loss in orthogonality which leads to a phenomenon known as Inter-carrier Interference (ICI) [41]. The result of ICI in terms of the channel estimator means that the overlapping sub-channels now instead present some form of interference to each other rather than having their interference completely mitigated by the ideal orthogonality property [41]. This effectively translates into the addition of extra noise to the symbols which translates into a reduced Signal-to-Interference-and-Noise Ratio (SINR) which in turns means added noise to the channel measurements at the pilot symbol positions.

Figure 42. This figure demonstrates the MSE comparison of the optimal algorithm relative to the static pilot patterns without the optimal algorithm for the MMSE estimator.

In Figure 42 the normalised estimator MSE utilising the solution algorithm is shown per OFDM symbol relative to the same system using the standard, fixed pilot placement for the MMSE estimator. This figure effectively provides us with a benchmark of the proposed
solution compared to the current principle of having static pilot patterns. It may be seen how the instantaneous NMSE per OFDM symbol is consistently lower when using the dynamic pilot pattern (in other words, the proposed solution algorithm demonstrated in this document) by a factor of about 10 compared to the traditional, static pilot pattern.

The finding above effectively allows us to conclude that a significant improvement in estimator MSE may be had when utilising the proposed solution algorithms to solve the contradictive problem addressed in this research compared to rather ignoring the issue and utilising just a static pilot pattern and optimal power loading to maintain interference levels to a desired threshold. It should be noted that the graph above, like most other MSE-based comparisons in document presents the instantaneous MSE for each OFDM symbol which is then plotted as the transmission of the OFDM frame progresses with the transmission of each OFDM symbol. The overall MSE of the OFDM frame would therefore be the mean of each of the instantaneous MSEs for all of the OFDM symbols in the OFDM frame. However, due to the visibly consistent difference in NMSE when comparing the static pilot pattern to the optimal solution algorithm, it may be concluded that the average MSE over the OFDM frame will be about 10 dB lower when utilising the optimal solution algorithm.

The demonstrated MSE improvement shown in Figure 42 however does come at some form of cost. Since the static pilot pattern does not have the addition of two pilot symbols (one on either side of the PU transmission), there are two more data symbols when utilising the static pilot pattern than compared to when using the solution algorithm derived in this document. In the strictest sense, this means that the communications device may load data symbols onto these and therefore provide some increase in transmission capacity. Due to the proximity of these symbols to the PU transmission however, when utilising the optimal power loading algorithm as described in [19] it means that the amount of power loaded to these symbols will be significantly lower than compared to symbols placed a number of sub-channels further away. As such, Adaptive Coding and Modulation (ACM) algorithms will tend to place very small constellation sizes on those symbols due to their low SNR and consequently result in an almost negligible gain in transmission capacity when compared with the increase in estimator accuracy (reduction in MSE) when using the given solution algorithms.

On a very important note, figures were not included showing the NMSE or MSE values for each OFDM symbol for the LS estimator. This is due to the fact that both the MSE and
the NMSE remain constant for the LS estimator over a statistically significant sample of runs and factoring out minor variations caused by measurement noise. This may be mainly attributed to the static nature of the error function for the LS estimator which does not have the kind of ‘movement’ or shifting as noticed in the case of the MMSE estimator because of the presence of sinc functions in the cross- and auto-correlation functions. This directly coincides with the findings of Figure 31 at the beginning of the section where the linear increase in error function value through each progression through the OFDM frame by every OFDM symbol translates into an approximately constant MSE for each of the OFDM symbols in the OFDM frame.

It can be concluded therefore that unlike the MMSE estimator, the LS estimator does not naturally converge to a lower estimator MSE with each transmitted OFDM symbol but is rather much more dependent on the channel characteristics, the channel frequency response specifically for each instantaneous OFDM symbol. This can therefore be interpreted as a much higher independence for the current OFDM symbol from previous OFDM symbols and as such it would make good practical sense to always employ some form of windowing for the optimal solution algorithm when using the LS estimator since the marginal gains which could be achieved by not windowing, and hence using the optimal algorithm, would not justify the exponentially increased computational expense.

It is important to note that the provided optimal solutions solve the contradiction of power loading and pilot patterns while also effectively reducing the estimator MSE when used by the MMSE estimator for the case when a Single Input, Single Output (SISO) system is used. This situation however does not necessarily apply to systems which use multiple antennae (MIMO systems). This means that future research work could focus on investigating the power loading and pilot pattern algorithms for the MIMO scenario as well as how the identified contradiction changes in that situation. This would possibly lead to a different solution to the identified problem which could possibly be adapted to be used in the general-case scenario for any number of transmit and receive antennae. This also means that the estimator MSE metric would have different results when simulating the MIMO-based solution due to the different schemes available in exploiting the transmit and receive diversity resulting in different possible simulation results when comparing the results on the estimator MSE. In fact, this would also require different solutions due to the different MIMO algorithms and schemes resulting in completely different modulator and demodulator schemes and parameters.
5.2.3. Sub-optimal solutions

As MIMO is applied, the algorithm may be iterated over the pilot common pilot symbol locations due to the time-frequency grid being independent of which antenna is used. This however does not mean that the addition of MIMO may be considered as trivial and transparent due to the requirements for precise timing and synchronization requiring adaption of pilot patterns in practical implementations, as demonstrated in [54]. Work would therefore need to be done as to resolve the situation if there is a contradiction between the two algorithms. The computational complexity would, at the worst-case be multiplied again by the number of transmitting and receiving antennas. This is due to the fact that each combination of transmit-receive antenna pairs would experience different channel conditions but it should be noted that this phenomenon already affects current pilot pattern algorithms as well as demodulation since they also depend on channel state information to be executed. This, while computationally inefficient, would however also be the trivial case to applying the algorithm to a MIMO situation so that the sub-channels of interest (the search space) are investigated transmit-receive pair so that the different CSI is accounted for each pair and an aggregate decision is made as to where to place the pilot symbols.

The sub-optimal solution algorithm simulation results are demonstrated in this section, with the results being grouped by the types of estimators being simulated. The results for the sub-optimal algorithm in the LS estimator context are demonstrated in Section 5.2.3.1 and the likewise results but for the MMSE estimator context are shown in Section 5.2.3.2.

5.2.3.1. LS estimator results
Figure 43. This figure demonstrates the MSE for the LS estimator static pilot pattern per OFDM symbol when compared with the optimal solution algorithm as well as two sub-optimal solution algorithms with window sizes of 4 and 8.

The figure above (Figure 43) demonstrates the MSE for the LS estimator per OFDM symbol for the optimal solution algorithm when employed for the 2-dimensional channel estimator and compared to the traditional, static pilot patterns as well as the sub-optimal, windowed versions of the solution algorithm. It may be seen in the figure that the estimator MSE value remains approximately the same for each OFDM symbol as well as for all the pilot pattern arrangement types. This means that the solution algorithm seems to have little difference in the estimator MSE when employed for the LS estimator.

The interesting result of the insignificant MSE decrease for the LS estimator scenario means that in this case, the extra, dynamic pilot symbols need not be utilised. If they are to be utilised, the solution algorithm has to be used however since placing the dynamic pilot symbols adjacent to the PU’s transmission will result in the interference levels to the PU increase above the allowed threshold if the pilot symbols are equipowered.
When looking at the reason for the negligible MSE improvement of the optimal solution algorithm compared to the traditional, static pilot pattern, we can determine the cause to be the really low power loading levels for sub-channels near the PU. This means that the SNR for those same sub-channels will be extremely low compared to the SNR for symbols farther away. This results in higher measurement noise and as such when pilots are placed in that region, the noise translates directly to added measurement noise for the LS estimator. In the case of the LS estimator and its heuristic function, this results in the pilot symbol error component of the equation increasing significantly.

The pilot symbol noise in the LS estimator heuristic function however is balanced out by the interpolation error component when comparing the optimal and static pilot placement algorithms/patterns. The loss of the two pilot symbols has a significantly negative effect on the interpolation error term in the sense that there are now two extra distances between two pairs of pilot symbols which need to be interpolated without any measurements/samples on the other end. In all technically, this means that the positions now either have to be interpolated over the relatively huge distance that is the PU's transmission band or they have to be extrapolated from the previous pilot symbol values. For simplicity, it was assumed that the values would be extrapolated by equating them to the value of the previous OFDM symbol.

The high measurement noise due to the low SNR conditions present in the sub-channels nearby is also compounded by the inversion/zero-forcing property of the LS estimator where the CFR is the multiplication of the received symbol by the inverse of the transmitted symbol. As such, symbols transmitted at a low SNR, due to the power loading algorithm attempting to minimize interference, will in fact multiply the noise in a good number of cases. This was the case in the simulation result noted above and is the reason that the MMSE estimator is a preferred alternative to the LS estimator when complexity and computational time are not of great concern and especially in situations where the channel estimator operates in low SNR conditions.
Figure 44. This figure demonstrates the normalised computation time for the LS estimator when the optimal and windowed, sub-optimal algorithms are utilised. One may easily observe the flattening or 'capping' of the computational time after the window takes effect.

The figure above (Figure 44) demonstrates the normalised computational time required for the optimal and sub-optimal solution algorithms per OFDM symbol for the LS estimator. The linear increase per OFDM symbol may be seen with the optimal algorithm which would result in an exponential increase in cumulative computation time (i.e. to process a certain amount of OFDM symbols rather than the time for each OFDM symbol). It is interesting however to note how a computational time 'ceiling' or 'capping' is achieved when using the sub-optimal, windowed solution algorithm. For example the time required to calculate the optimal pilot position for the 5th OFDM symbol and onwards is approximately the same when using a window of size 4. This phenomenon is simply because the windowing implementation calculates the heuristic function values from the current OFDM symbol up to a certain number of previous OFDM symbols depending on the window size. This means that the computational time will be effectively the same for when the algorithm is at the OFDM symbol equivalent to or greater than the window size since the amount of symbols in total
which need to be iterated for the heuristic function calculation will be exactly the same for each successive OFDM symbol.

Figure 45. This figure shows the computational time gains achieved by the sub-optimal algorithm for the LS estimator for a given OFDM symbol length when compared to the optimal solution algorithm.

Upon modelling the effects that the sub-optimal algorithm has on the MSE of the estimator, the algorithm computational times were analysed for both types of estimators such that a valid comparison could be made between the estimator errors which could be traded off for computational performance gains. This is an especially important comparison because of its necessity when it comes to the design considerations and constraints imposed on the solution by the process of designing for practical systems.

The graph in Figure 45 represents the computational time comparison between the optimal solution algorithm's execution time and the computational time of the sub-optimal solutions involving OFDM symbol windowing of sizes 4 and 8 for the situation where the LS
estimator is employed. In the graph, it can be seen how the computational times follow an exponential, albeit highly scaled down, increase corresponding to the increase in the number of symbols (proportionally increasing with the number of OFDM symbols) in the OFDM frame.

Interestingly enough, it may be observed in Figure 45 that the computational time for the optimal and sub-optimal solution algorithms does not seem to have a big variance due to the very small difference in symbols which need to be processed. This seems to be the case for OFDM frames consisting of 7 or less OFDM symbols compared to the sub-optimal algorithm with a window of 4. It would thus make perfect sense to consider the computational times and utilise the optimal algorithm for very small length OFDM frames (such as 7 OFDM symbols or less) and to use a sub-optimal, windowed solution for larger length OFDM frames when using the LS estimator.

5.2.3.2. MMSE estimator results
Figure 46. This figure demonstrates the estimator MSE per OFDM symbol for the generalised, optimal solution using the MMSE estimator with comparison between the optimal algorithm and the windowed, sub-optimal algorithm for window sizes of 4 and 8 OFDM symbols.

In Figure 46, the estimator MSE is shown as a function of the OFDM symbol for the MMSE estimator. This figure specifically demonstrates the MSE for each OFDM symbol considering the optimal as well as two sub-optimal approaches based on the windowing method as described earlier. The figure clearly demonstrates how the sub-optimal method of windowing has an effect on increasing the estimator MSE due to the limited number of OFDM symbols and sub-channels considered in the calculation of the error function and in turn directly affecting the optimal pilot placement position. This reflects in the estimator MSE as it is evident how beyond the point of the window size, the MSE per OFDM symbol stops decreasing and instead stabilises to a constant value before slowly starting to increase.

The slight increase in MSE after the windowing period has commenced (i.e. 5th OFDM symbol for the window of size 4 and the 9th OFDM symbol for the window of size 8) is shown to be increasing at an accelerating rate towards latter OFDM symbols. This indicates
that as the sliding window of the sub-optimal solution algorithm progresses, it fills up with sub-optimal placements (after the 8\textsuperscript{th} OFDM symbol for window size 4 and after the 16\textsuperscript{th} OFDM symbol for window size 8). This results in the calculation of the dynamic pilot placement for the current and future OFDM symbols being based on sub-optimal dynamic pilot placement from previous OFDM symbols. It is therefore obvious that the windowing constraint size needs to be considered as a trade-off between computational complexity and estimator accuracy as a sufficiently small window size in a large OFDM frame could severely increase the estimator MSE.

Figure 47. This figure demonstrates the normalised computation time for the MMSE estimator per OFDM symbol. The sub-optimal windowing time reduction computation may be easily observed.

In Figure 47, the normalised computation time for the MMSE estimator may be seen. This is the same parameter as was plotted in Figure 45 such that the computation time of the pilot placement solution for each successive OFDM symbol is demonstrated for the optimal
as well as two sub-optimal implementations. The same capping or ceiling effect may be observed where after the window has taken effect, the computational time required to compute the heuristic function for each successive OFDM symbol remains approximately constant. This figure has the same implications in the decision of window sizes for practical implementations of the algorithm which shows that there is a need to constrain the calculation area at some point due to the constantly increasing computational time with every OFDM symbol. There is however also the fact that the computational gains when using the sub-optimal, windowing solution only shows real gains after several OFDM symbols have elapsed since the start of windowing. For example, the reduction in computational time between the optimal solution algorithm and the sub-optimal solution algorithm with a window of size 4 is only about 25% after the 7th OFDM symbol.

Figure 48. This figure demonstrates the computational time gains by employing the sub-optimal, windowed solution for the MMSE estimator for window sizes 4 and 8 relative to the optimal solution algorithm.
In Figure 48, the cumulative computation time is demonstrated for the sub-optimal algorithms employing window sizes of 4 and 8 relative to the computational time requirement of the optimal algorithm for the MMSE estimator scenario. The same phenomenon may be seen with Figure 48 as was noted in Figure 47 where the computational time for both the optimal and sub-optimal algorithms is approximately the same in situations where the OFDM frame is relatively small, i.e. 6 or less OFDM symbols in an OFDM frame. The algorithm behaviour in terms of the computational time complexity and scalability for the MMSE estimator may therefore be applied the same conclusion as that for the LS estimator, namely that the algorithm presents interesting scenarios in terms of suitability.

As was shown with Figure 47, the MMSE estimator based algorithm may be efficiently used optimally for OFDM frames with small sizes such as those consisting of 7 symbols or less. For situations where the OFDM frame exceeds those sizes, the sub-optimal algorithms could then be used. The windowing size would then purely depend on the practical situation where the algorithms would be employed. For example, in situations where a rather large OFDM frame size is employed, it would be more beneficial to use the sub-optimal, windowed algorithm with a relatively smaller window size to ensure that computational time does not become a major concern during the latter OFDM symbols comprising the OFDM frame.

A very important aspect to the solution algorithm which needs to be stated is that the design trade-off between optimal/sub-optimal window sizes and estimator error need not be one based on a fixed, hard decision. Since the algorithm calculation methods for one OFDM symbol are completely independent of the way in which they were executed in all previous OFDM symbols and instead only rely on the time-frequency grid state for previous OFDM symbols, the implementation of the solution algorithm could be done so that the solution method dynamically switches between optimal and sub-optimal windowing sizes in different situations. For example, when considering the MMSE estimator, the computational time relative to the optimal algorithm is seen to be approximately the same for OFDM frames which are 6 OFDM symbols in length or shorter. Significant divergence in relative computational time between the optimal algorithm and the sub-optimal algorithm with a window of 4 only occurs for OFDM frames which have a length greater than 7 OFDM symbols.
When looking at the estimator MSE per OFDM symbol for the MMSE estimator as shown in Figure 46 it may be seen that the constrained, sub-optimal solution for a window of size 4 reaches its effective error floor after the 5\textsuperscript{th} OFDM symbol. This means that when comparing this graph with the computational time as shown in Figure 48, an MMSE-based system may be implemented by using the optimal solution algorithm (i.e. no window or infinite length window) for the first 7 OFDM symbols and then switching to the sub-optimal solution algorithm with a window size of 4. This can be generalised to a solution implementation where a suitable trade-off is chosen for the design requirements such that the instant reduction in estimator MSE provided by the optimal algorithm is combined with the delayed appearance of significant computational time decrease provided by the sub-optimal, windowed algorithm.

Another possible way which the algorithm could also be optimised for computational time during the implementation stage is to use a state comparative approach to the use of the algorithm. This approach involves the comparison of the current OFDM symbol for factors which would influence the optimal pilot positioning relative to the previous OFDM symbol. This approach has been proposed for the use of the optimal power loading algorithm in [19] which involves the logic performing the calculation of the optimal power loading algorithm to consider whether the system state has changed sufficiently (or if at all) to warrant a recalculation of the optimisation constant \((\lambda)\) so as to achieve the new optimal state. In the case of the solution algorithm proposed, the factors influencing this would be the channel frequency response, the appearance/disappearance of PUs (or more technically, the change in the transmission power of PUs, including 0 dBm) or any change in the transmission bandwidth of any of the PUs. Depending on the operating environment, the PU transmissions could change from every OFDM symbol for a very busy environment such as 2.4 GHz to never in heavily regulated spectrum such as terrestrial video broadcasting. Since OFDM modulation based communications systems need to be designed such that the OFDM symbol duration is much shorter than the channel coherence time \((T_{\text{coh}})\) so as to mitigate the ICI phenomenon, in a large number of cases the channel will be slow fading. This means that the channel would remain approximately constant for the duration of several OFDM symbols and the optimal pilot positioning would only need to be recalculated at a certain, fixed interval equal to or less than the channel coherence time in terms of number of OFDM symbols.

In all situations however, it may be seen that the computational time for both the optimal and sub-optimal solution algorithms increase exponentially as the number of OFDM symbols
either indefinitely (optimal solution algorithm) or until the window size is reached (sub-optimal solution algorithm). This means that for systems utilising large OFDM frame sizes, future research could be investigated (outside the scope of this research problem statement) aiming to address the computational complexity by providing an analytical solution by approximating the transcendental functions used for the KKT optimisations. The further work could also aim at reducing the computational complexity by utilising several techniques which could efficiently reduce the computational time by either trading it off for memory space or in fact centralising the computation to a powerful node with less practical restrictions.

5.3. Comparison to Related Work

The simulation results demonstrated in this chapter were carefully evaluated so that they may then be compared to relevant work solving the same or similar problem.

First and foremost, the related works described by [55], [51] or [52] attempt to address the same basic problem of finding the optimal pilot positions for OFDM-based, non-contiguous cognitive radio systems but the major factor missing from them is the identified contradiction presented in this document where the interference between PUs and SUs need be considered for optimal power loading of symbols. This means that in each case, the work either considers just the pilot symbol positioning or it considers the power loading for the pilot symbols as well but without considering the interference this would cause to adjacent and nearby non-orthogonal users.

In [55] we can see that the authors propose a sub-optimal solution to the problem of placing the pilot symbols in an NC-OFDM cognitive radio system as well as deriving the optimal power loading for said pilot symbols. This solution however ignores interference constraints from the SUs to the PUs as well as incoming interference from the PUs to the SUs. This means that should the solution proposed by [55] be implemented in practise, the same contradiction would still exist where the extra power afforded to pilot symbols causes an increase to nearby PUs which could result in said OOB interference increase breaching allowable or legal thresholds. The solution proposed in [55] also provides a sub-optimal solution whereas the solution provided in this research is based on adapting the optimal pilot
placement algorithm to fit within the constraints of the optimal power loading algorithm in the optimal way.

In [51], the same argument may be stated as well as it was for [55]. The proposed solution in [51] again neglects to focus on interference constraints as well as incoming noise to the pilot symbols whereas the work in [52] only addresses the pilot placement without power loading of the pilot symbols themselves or interference caused to and by the pilot symbols.

In terms of results, the work demonstrated in [51], [52] as well as [55] indicate an approximate NMSE improvement factor of between 7-10 times, agreeing with the results obtained from our estimation (a factor of about 9 times). As stated, the other research works do not consider the out-of-band interference due to pilot placement as well as incoming interference affecting the pilot symbol accuracy hence why the proposed algorithm in this research has an NMSE on the lower (better) average of the related works surveyed.
6. Conclusions and Future Work

This section provides subsections which serve the conclusions as well as any recommendations for future work which could expand on the proposed solutions in conducted for the purposes of the research presented in this document.

The research conducted was focused on the principles of the engineering process. A systematic approach to identifying and solving the problem was used such that a well-formed engineering solution was obtained. The process initially focused on identifying the research questions posed upon the commencement of the research work so that the problem could be clearly defined. This meant that a quantitative description of the research problem could be formulated so that a logical problem description with easily quantifiable solution goals would be followed.

The next step required the identification of the requirements which a proposed solution should have so as to be considered as successfully solving the identified research problem. This meant that the research goals were quantified so that the proposed solutions to the research problem could be assessed in terms of their viability as well as their practicality in terms of implementation.

After the proposed solution requirements were quantified, the problem statement was further analysed so that research was conducted into the existence of any already-devised solutions or methods for solving the problem. The primary purpose of this exercise was to determine whether there existed any solutions to the identified problem and if there were, what their shortcomings were when compared with the proposed solution or design requirements. This meant that the progression of the research would focus either on creating new solutions for a previously unidentified problem (which was the case) or to improve upon already-existing solutions so that they could be implemented practically in a more efficient manner.

After the extensive research into the existence of solutions was conducted and it was found that no solutions existed to the (newly) identified problem, the problem solution design was formulated. This was done such that the proposed solution requirements were followed and prioritised so that the design of the solution would be successful when compared to its design requirements. The design was then thoroughly described and documented so that the
design process could be understood as well as the motivation and reasoning behind the decisions made when designing the solution to the identified problem.

The next step involved the simulation and analysis of the proposed solutions to the identified research problem. The developed solutions were simulated for different operating parameters which were relevant to any practical implementations of the problem solution as evidenced when identifying the solution requirements. This meant that the practical feasibility of the proposed solutions could be investigated. This served the purpose of allowing a quantitative analysis of the solution feasibility so that it could easily be seen how the solution solves the identified problem in terms of measureable system performance metrics. This also allowed the observation of if and how much the proposed solution provided an improvement in terms of transmitter/receiver performance metrics when compared with traditional methods which do not identify or resolve the researched problem.

Finally, after obtaining the simulation results as well as performing a quantitative analysis on how the proposed solutions improve on current methods, the research questions originally posed upon the commencement of research were answered. This was necessary so that an objective outcome could be derived when evaluating the success of the proposed research project in terms of the problems it addressed, the solutions it proposed and the viability and practical feasibility of said solutions.

The steps above led in their own right to new conclusions during the research process with the result of a large number of new and interesting results, the most obvious example being that rarely, if ever, is the optimal pilot position adjacent to the primary user when considering the optimal power loading algorithm.

The research which was conducted focused mainly on answer the 6 research questions described in Section 1.7.1. These questions were regarded as a guideline for the progression of the research and conclusions of them were formulated as follows.

*Do any solutions exist for the identified contradiction?* It was found that the identified contradiction did indeed have an obtainable, optimal solution. The solutions were found to be obtained by formulating the problem as a constrained, non-linear optimisation problem which could be minimised so as to find the optimal dynamic pilot symbol placement which would achieve the goal of minimising the estimator MSE while maintaining the power loading profile to an optimal one. The solution was formulated in terms of functions for different
types of estimators (LS and MMSE) which could then be minimised so as to find the optimal
dynamic pilot symbol placement.

*For which situations does the contradiction exist?* The contradiction exists in all cases
where NC-OFDM is used as a modulation scheme and there is the possibility of interference
from PUs manifested as transmissions inside the SU band. As PU transmissions require the
disabling of sub-channels, this means that pilot symbols need to be adjusted as well as the
power loading to all sub-channels so as to avoid interference from both entities as well as to
maximise the transmission capacity given the (new) system conditions. As such, wherever
there are PU transmissions, it is highly likely that the estimator sampling (pilot symbols) will
be disturbed as well as the power loaded to nearby sub-channels. This would then require the
adaptation of the estimator to counteract the estimator accuracy losses caused by having to
disable several sub-channels of which 1 or more were likely to be pilot-symbol-bearing.

*Are there any special cases where the contradiction does not exist or apply and how often
do they occur?* While the contradiction theoretically exists in all such cases as described in
the previous question answered above, it will be significantly less pronounced in situations
where the PU transmission bandwidth is very small (narrowband) and/or the PU transmission
power is extremely low. Another such case would be on the other extreme where the PU
transmit power could be so extremely high that the optimal dynamic pilot placement is farther
away than the nearest static pilot symbol, meaning that the PU transmission negatively affects
nearby static pilot symbols as well. The former situation is of small concern as the dynamic
pilot symbols would naturally converge to be adjacent to the PU transmission bands. However, in the latter scenario, the high PU transmission power and/or bandwidth would
result in very severe degradation in SU throughput and the high-power, wide-bandwidth
interference spectrum would mean that the static pilot pattern itself would need to be
reconsidered. This could be done by adapting the optimal solution algorithm proposed in this
document so as to calculate the pilot pattern as well. This would however be of great
computational complexity with current computing speeds.

*How can the optimal solution be described mathematically?* The optimal solution was
described mathematically through the use of fitness functions (error heuristics) which could
be set as a minimisation objective function so as to obtain the optimal pilot placement which
would satisfy the condition of minimising the channel estimator MSE/error while maintaining
optimal power loading levels such that interference from the SU to the PU was constrained
and kept to a fixed threshold as well as maximising the information throughput rates which could be achieved by the SU.

*How does the solution differ when between 1-dimensional and 2-dimensional pilot patterns?* The developed solution was initially completed for the situation where 1-dimensional (frequency only) channel estimators were utilised. The relevant error/objective functions were developed and tested. When investigating situations where 2-dimensional (frequency and time) channel estimators are used, it was found that the same objective functions that were used for the 1-dimensional estimator scenario could not be used for the 2-dimensional estimator case. The 2-dimensional objective functions were therefore developed so that the problem could be solved for situations where a 2-dimensional estimator is employed. These objective functions were then generalised in the form of an algorithm so that a general solution could be found for any scenario (1 or 2 dimensional) in which any type of channel estimator is used. The solution in finding the optimal dynamic pilot symbol placement could then be obtained by simply utilising the generalised solution algorithm proposed in this document with the error heuristic (objective function) relevant to the application context.

*Are there any sub-optimal schemes or can any be developed?* While the optimal algorithm is indeed the most desirable solution to be used the computational time required in order to obtain the optimal dynamic pilot symbol placement may need to be constrained in practical applications where computing time and power are a constraint such as in embedded devices. An investigation was therefore conducted into the computational time required for practical scenarios such as those set out by the simulation parameters. It was found that the bulk of computational time increase is when a 2-dimensional estimator was employed as this required iterations through previous OFDM symbols in order to determine the optimal dynamic pilot symbol position for the current OFDM symbol. This lead to the idea that the algorithm should be windowed so that the computation of the optimal pilot symbol position for the current OFDM symbol was limited as to how many previous OFDM symbols it would consider and calculate in order to obtain the error function values for the candidate pilot symbol positions.

It was found that when using windowing to reduce the algorithm computational time requirement, the overall estimator error also increased for OFDM symbols after the start of the first window exclusions as expected. This expense however resulted in a significant
computational time reduction for OFDM frame sizes which consisted of a significant number of OFDM symbols. In fact, an interesting phenomenon was observed where the computational time for the optimal and sub-optimal implementations of the solution algorithm were approximately the same for smaller OFDM frame sizes. It was decided that this property could be exploited such that the optimal solution algorithm is used for the first few OFDM symbols and the sub-optimal, windowed algorithm is used for OFDM symbols after which the computational time difference between the optimal and sub-optimal algorithms would be significant.

6.1. Conclusions

From the beginning of the research process when preliminary literature reviews were conducted, it was found that the most popular method of implementing cognitive radios was through the use of NC-OFDM modulation. It was determined that this was so because of the very high spectral efficiency achievable when using OFDM-based modulation schemes as well as the ability to disable arbitrary sub-channel to avoid direct transmissions in primary user bands. This ability also gave rise to another feature which allowed the cognitive radio devices to transmit their modulated signals arbitrarily close to the PUs since only the sub-channels which directly interfered with the PU were disabled and NC-OFDM allows there to be no guard-bands between the different sub-channels, meaning that there is no spectral gap between the SU and the PU transmissions. It was found that while this model provided excellent spectrum utilisation efficiency, it also necessitated the re-working of several important aspects which were needed for the optimal operation of contiguous OFDM modulation to the non-contiguous case. The primary aspects which were investigated were the power loading and the pilot pattern aspects.

It was found that the power loading algorithms needed to be adapted so that interference between the SU and the PU needed to be considered as well due to the close proximity between them when operating in an NC-OFDM cognitive radio environment. The result of this was an optimal power loading algorithm described by [19]. This optimal power loading algorithm was based on the water-filling algorithm which is optimal in the contiguous OFDM sense. The NC-OFDM optimal power loading algorithm however also provides an added control of an interference threshold which the SU needs to observe such that the cognitive radio device is invisible and does not interfere with the licensed spectrum users. Once the
interference observations and constraints were implemented into the algorithm, the resulting effect of this was that the power loaded to sub-channels was decreased as the distance between them and the PU also decreased. This meant that sub-channels nearby to the PU would have very little power loaded to them so as to keep interference levels low due to the spectral properties of non-ideal pulse-shaping filter roll-off.

The other area which was also investigated for the purposes of the research is that of optimal pilot patterns. As channel estimation and equalisation is an important aspect in the optimal operation of OFDM systems, the research conducted into the optimal pilot patterns was also deemed as highly relevant. The traditional forms of pilot pattern arrangement were found to be based on static pilot patterns where the pilot symbols would be spaced at a fixed interval distance in the OFDM frame. However, with the introduction of NC-OFDM, this would result in some pilot symbols being disabled due to the requirement of having to disable sub-channels which overlap with the PU transmissions. This condition meant that the suitability of the static pilot patterns was not directly transference to the NC-OFDM case as a large amount of channel sampling (pilot symbols) would be lost depending on the PU bandwidths and the number of PUs. It was then found that an optimal solution did exist in maintaining the estimator error (MSE) as low as possible in the NC-OFDM scenario. This solution was provided by [24]. It was found that in this proposed, optimal solution the pilot pattern needs to be dynamic in the sense that the symbols adjacent to the PU transmissions need to be converted to pilot symbols so that the increase in estimator error caused by losing the pilot symbols which would have been in the PU transmission is mitigated as much as possible.

A contradiction was then identified where the optimal pilot pattern for NC-OFDM CR devices dictates that the symbols adjacent to the PU transmissions be converted to pilot symbols but the optimal power loading for NC-OFDM CRs dictates that the power of sub-channels close to the PU be drastically reduced to maximise transmission capacity as well as keep interference to the PU under a specified threshold. This resulted in a contradiction where the new, dynamic pilot symbols would be placed in the worst possible conditions (location) in an attempt to reduce estimator error. It was therefore decided that this problem would be researched and an optimal solution would need to be found such that in practical scenarios, where both optimal power loading and optimal pilot patterns need to be employed, there would be an optimal solution so that both aspects could co-exist in an NC-OFDM environment.
It was decided that before developing the solution, a list of requirements which the solution would need to meet had to be resolved. These requirements mainly involved the consideration of a practical implementation and feasibility of the solution which would be proposed such that it is not only a theoretical solution but would also be practically implementable as its whole purpose and existence was based on the solution of a practical, implementation-level problem. These solution requirements are described in Section 1.7.2. They include the development of a generalised solution which could be easily modified for different possible application scenarios, the consideration of the most commonly used types of channel estimators (LS and MMSE), the consideration of the two different types of pilot patterns (1-dimensional and 2-dimensional) and the consideration of the computational time required to compute the optimal, proposed solution.

Before developing the solution with the proposed requirements, an investigation was done into whether any current solutions already existed and if they did what of the proposed solution requirements they covered and which ones they did not. An extensive search was conducted during the commencement of the research for any similar work which could address the problem. There was however no such work found. Much work had been focused on either the pilot pattern/channel estimation aspects of NC-OFDM CR systems as well as the power loading aspects but no work was found which seemed to identify the problem and contradiction originally identified in this document. It was deemed therefore that the work which would be conducted for the purposes of this degree would lead to a novel solution to a new problem were it to be developed.

Throughout the duration of the degree, a continuous search was also conducted for the emergence of any similar research addressing the identified problem. There was however none found. This also applied to the multitude of conferences attended by the student where many fruitful discussions were held about the topic at hand as well as the invaluable feedback received from fellow researchers in the field attending the conference and presentations of the several papers presented. This further reinforced the opinion that the identified problem was an original one with no known, published focus on it prior to this research. Trivially, this also meant that the solution to the unique and unseen problem would also be unique and novel in its own right.

The solution was then developed to coincide with the design requirements set out at the commencement of the research project. Initially, the problem was analysed with the view of
the most simplistic case, namely the situation where a least squares, 1-dimensional channel estimator is used. This allowed the preliminary results and feasibility of the research project to be roughly gauged as it was to determine whether the hypothesis of the existence of an optimal pilot symbol location not equivalent to the adjacent one proposed by the optimal pilot pattern was correct from a rough observation.

The 1-dimensional solution was then extended to the MMSE estimator since it was the next step in terms of the difficulty of the solution development. The MMSE estimator required significantly more effort with respect to the design and development of the optimal solution to the identified problem. It should be noted however that when developing the solution, an algebraic solution was initially attempted through the use of the KKT conditions. This however led to really complex objective functions and constraints which were comprised of transcendental functions, most of which were trigonometric in nature. After several weeks of attempted solutions to the problem of finding an analytical solution through the use of the KKT conditions, it was found that the transcendental nature of the constraints and the objective functions were simply too difficult to solve feasibly as was evidenced in other research facing the same problems [37]. The detailed derivation of the KKT conditions is described in Appendix A. The impractical difficulty in resolving the KKT conditions for the formulated problem and obtaining an analytical solution was also compounded by the fact that the actual search space for the solution, should it be implemented as a numerical search, would be very limited and at worst case would be twice the pilot spacing interval (one for each side of a PU transmission) multiplied by the number of PU transmissions in the SU band. It was decided that the solution would therefore be implemented as a numerical search algorithm.

Seeing as the situation for all cases (1-dimensional, 2-dimensional and MMSE or LS) could ultimately be reduced as a numerical search of the optimal candidate pilot position given some objective or heuristic function, it was decided that a generalised solution algorithm was to be developed such that the algorithm need not be changed depending on the situational context but rather only its parameters. A set of heuristic functions was therefore developed to cater for the different application scenarios such that the same algorithm could be used while only changing the heuristic function and the iteration area depending on the number of dimensions used by the channel estimator.
The proposed generalised solution algorithm and its optimal heuristics functions were then tested to determine their suitability as well as performance. The testing was done by simulating a practical scenario and cognitive radio system which could be employed in future implementations. The simulations were run to gather a statistically significant number of samples and to account for noise for results for which it was necessary.

When analysing the results, it was found that the optimal pilot placement for most situations was contrary to what was described by the optimal pilot pattern algorithm described in [24] when the optimal power loading algorithm was considered. In most practical situations, the optimal position for the new dynamic pilot symbols was actually a number of sub-channels away from the PU transmission band due to the extreme interference and noise conditions present near the PU bands as well as the resulting low SNR conditions posed by the optimal power loading algorithm reacting to the bad noise and interference. The optimal solution algorithm therefore provided different yet intuitive results when compared to the optimal pilot pattern algorithm in [24] and [34] since the optimal pilot symbol positions were not adjacent to the PU transmissions and were expected not to be due to the extremely bad conditions for channel sampling and estimation present there.

The simulations used to evaluate and analyse the solution algorithm's suitability also provided an interesting result in terms of the estimator accuracy improvement provided by them. It was found that the estimator accuracy was increased by an average of 10 dB over each OFDM symbol in the OFDM frame when comparing the optimal solution to a system using a static pilot pattern with no adaptation when using the MMSE estimator. It was found that in the case of the LS estimator however that for most cases the solution algorithm (be it optimal or sub-optimal) did not provide any significant decreases in channel estimator MSE compared to the traditional, static pilot pattern. This result does not invalidate the proposed solution for the LS estimator however since the placement of pilot symbols nearby the PU still needs to consider the optimal power loading algorithm such that interference to the PU does not exceed the specified interference threshold. The solution algorithm would still be necessary then to ensure that the placement of static pilot symbols is done in the optimal way possible such that the estimator MSE is reduced to the lowest possible value while conforming to the optimal power loading algorithm for CR NC-OFDM systems.

With respect to the LS channel estimator, it was found that for the used simulation parameters, the channel estimator MSE did not achieve significant improvements. The
The proposed solution algorithm did indeed provide the optimal pilot placement such that the dynamic pilot symbols may be placed at a distance between the PU and the nearest static pilot symbol so that the interference to the PU transmission band caused by the SU remains below or equal to the specified design interference threshold \(I_{th}\). As such, the requirement of the solution was achieved for the LS estimator in that the optimal position for the dynamic pilot symbols was found but it turned out that for the simulation parameters used, the dynamic pilot symbols did not provide an improvement (decrease) in the estimator MSE. This was principally attributed to the fact that the LS estimator in general is a lot more sensitive and affected by noise than the MMSE estimator. In fact, the whole premise upon which the MMSE estimator is based is to reduce the shortcomings of the LS estimator where the MSE may drastically increase in conditions where a significant amount of noise is present.

Since the LS estimator obtains the estimated CFR by inversion of the transmitted pilot symbols multiplied by the received pilot symbols, for situations where the pilot symbols are in a low-SNR condition, this means that the noise will be significantly multiplied due to the mathematical inversion of a relatively small number resulting in a relatively large number. This was especially true for the simulation scenario that was used due to the optimal power loading algorithm allocating significantly less power to the sub-channels nearer to the PU, thus resulting in a much lower SNR for those same sub-channels. Since those sub-channels were of interest in terms of placing the dynamic pilot symbol, the placement of the dynamic pilot symbols would then have been in a low-SNR sub-channel, resulting in significantly high amount of measurement noise for those specific pilot symbols. The solution algorithm then balanced out the pilot symbol noise components and the interpolation error components of the heuristic error function. While this did not have a significant impact in improving the estimator MSE in the simulation scenario used, it may be hypothesised purely by knowing the workings of the algorithm and heuristic functions that there will be an improvement in situations where any a number of factors such as a larger static pilot symbol interval is used, a lower PU bandwidth is present, a higher interference threshold for the PU is used (albeit impractical due to licensing regulations being strict on interference between adjacent channels belonging to different entities) and lower PU transmission power is present in the system.

The suitability of the solution was then analysed specifically with respect to the computational time requirement for both optimal and sub-optimal implementations. It was found that the sub-optimal implementations provided a substantial decrease in the amount of
computation time required to compute the pilot positions for situations where the OFDM frame consisted of a significantly large amount of OFDM symbols. An expected phenomenon was observed where the use of windowing to provide a sub-optimal solution algorithm resulting in the 'capping' or limiting of the computational time required for the algorithm with each successive OFDM symbol after the window had been filled. This meant that the computational time was effectively constrained for the windowed algorithm whereas the optimal algorithm would have its computational time increase with every subsequent OFDM symbol. This was deemed a necessary and imperative adaptation since for applications where the amount of OFDM symbols in the OFDM frame are significantly large there would be a situation where the computational time of the algorithm would be extremely taxing and prohibitive. The windowing of the algorithm allowed this time to be reduced to a fixed one (dependent on the window size) such that once the window had been filled, every subsequent OFDM symbol would have approximately the same computational time as the previous one.

The advantage in computational speed provided by the sub-optimal algorithm also came with a price however. The estimator MSE was significantly increased when using the sub-optimal solution algorithm compared to the optimal solution algorithm. As the sub-optimal algorithm provided an execution time ceiling it also provided an MSE floor when used for the MMSE estimator. When using the optimal solution algorithm for the MMSE estimator, the MSE was seen to decrease with each OFDM symbol, albeit with a slower rate as the number of OFDM symbols increased. This was however not the same for the sub-optimal solution algorithms since the windowing also provided an MSE floor which was achieved after the window was filled. Like the computational time, this limit was also reached immediately after the window was filled and therefore significantly increased the overall average MSE for the OFDM frame. It is this trade-off that would need to be factored into a system design as the smaller window sizes reached their limits quicker, meaning that the average computational time for an OFDM frame would be much lower but the average estimator MSE for the OFDM frame would also be higher.

In terms of difference between the optimal and sub-optimal solution algorithm performance (estimator MSE) for the LS estimator, it was found that the difference was marginal. This was attributed to the higher sensitivity of the LS estimator to noise and therefore no significant change in estimator MSE per OFDM symbol could be seen as the OFDM frame progressed. It is therefore logically practical to employ the sub-optimal solution algorithm in practical scenarios when the channel and system parameters and
conditions match those used for the simulation parameters. This does not necessarily hold true for all channel and system parameters due to the fact that the LS estimator's high noise sensitivity translates to very 'dynamic' and easily variable results. It is therefore possible (and likely) that in situations where the LS estimator has less measurement (pilot symbol) noise the optimal algorithm would most likely provide an increase in estimator performance (decrease in MSE) and would therefore result in different estimator MSEs per OFDM symbol for optimal and sub-optimal implementations.

In general, it was found that the choice between optimal and sub-optimal implementations of the solution algorithm would need to be made by the engineers designing the practical implementation of the system. This decision may be made by using several proposed optimisations such that either the fully-optimal algorithm is used (usually for situations where small OFDM frame sizes and FFT sizes are to be used and computational time and power consumption are not of priority, such as the proposed use in base-stations for infrastructure-based cognitive radio systems) or a number of sub-optimal techniques. The system designer would then decide on the best compromise of the estimator accuracy loss (MSE increase) and computational speed. In all cases however, the solution algorithm proposed in this research document would be needed should the designers wish to implement the optimal power loading algorithm as well as the optimal pilot pattern algorithm in the same NC-OFDM cognitive radio system.

Ultimately, the proposed solutions (both optimal and sub-optimal) were analysed to determine whether they met their original design requirements as well as how they compared to them. It was found that the derived solutions met and exceeded the proposed design requirements set forth at the commencement of the research project. The solution to the identified problem was successfully modelled and designed into a generalised algorithm with a modular capability. This meant that the algorithm could be easily adapted for whatever situation it needed to be utilised in with minimal modification. The algorithm could also be used for both LS and MMSE estimators as well as proving easy to be adapted for less common estimators such as the Maximum Likelihood (ML) estimator.

The algorithm also proved to significantly increase the performance of the channel estimator when compared to traditional, static pilot patterns. The algorithm was shown to decrease the estimator MSE by as much as 10 dB for the MMSE scenario and, while not decreasing the MSE in the simulation scenario used for the LS channel estimator, did provide
the optimal pilot placement compromise as stipulated in the design requirement for both the LS and MMSE channel estimators. Even for situations where the algorithm provides marginal improvements in MSE it would still be deemed successful and necessary given that if the optimal power loading algorithm and the optimal pilot pattern algorithms were implemented without concern of each other, it would result in either interference levels to the PU beyond the acceptable thresholds or significantly degraded estimator MSE due to the large amounts of noise introduced into the CFR samples (the pilot symbols) due to the pilot symbols being adjacent to the PU transmissions.

The conducted research work may also be analysed from the point of contributions provided by the developed solutions to the described problem. From an initial point of view, it may be seen that the research work first identifies and describes a contradictory problem critical to the implementation of NC-OFDM cognitive radios where none such was found to have been previously described.

Secondly, the research work provides proposed solutions for different channel estimator scenarios to the identified, contradictory problem so that when the need arises to implement an NC-OFDM cognitive radio using optimal pilot-pattern and power-loading algorithms, an algorithm exists which may be used to replace both of these algorithms and provide an optimal pilot-pattern with optimal power-loading so that no contradiction or degradation exists between both.

Thirdly and finally, the research work derives and provides the heuristic functions used to obtain the optimal solutions such that they may be used and implemented in any custom solution algorithm deemed fitting.

While providing several important contributions for the successful implementation of optimal pilot-pattern and power-loading algorithms in NC-OFDM cognitive radios, the proposed solution algorithm also has several drawbacks, the main one being the computational time. As the algorithm requires the iteration over all solution-candidate pilot patterns, of which each entails over all current and previous symbols in the OFDM frame, the computational complexity would fall into the $O(n^3)$ category. This is further compounded by the fact that the heuristic functions are comprised of computationally intensive terms involving trigonometric functions. This could therefore pose to be a big limitation on the algorithm for cases where very large OFDM frames are used.
6.2. Future Work

This section describes ideas for future research work which could be conducted so as to improve the proposed solutions to the identified problem. The future work concerned mainly focuses on reducing the computational time required to obtain the solutions for different scenarios, especially where large OFDM frame sizes are considered.

Section 6.2.1 describes possible future work on a series expansion of the problem formulation. Due to the large number of transcendental functions present in the objective functions, the analytical solution was deemed too difficult to solve through the use of KKT conditions. The objective function could be approximated though using a series expansion. This would allow the objective function to be simplified to a known form which could then be solved to find the analytical solution to a sufficiently accurate approximation.

Section 6.2.2 describes the use of different pulse-shaping functions to model the PU and SU transmissions and consequently their interference PSDs. The use of the rectangular pulse-shaping functions in this research is not practically used due to their implementation requirement necessitating non-causal implementations and therefore limiting them as being ideal pulse-shaping filters. There are however a large number of practically usable pulse-shaping functions which could be used to describe an even more accurate model of the interference caused between the PU and the SU, allowing for even more accurate solutions to the identified problem.

Section 6.2.3 proposes the extensions of the solution algorithms to the MIMO scenario. Since many practical systems today employ MIMO to achieve better information transfer rates without utilising a larger transmission bandwidth. It would be of great practical importance to extend the solution to MIMO systems due to their widespread prevalence and use in achieving higher data rates while utilising the same amount of bandwidth.

Section 6.2.4 deals with further optimisations to the generalised solution algorithm proposed in this document. The section looks at possible practical implementations for cognitive radio systems and how these could be exploited to achieve a lower computational time for the solution algorithm. The concept of offloading the calculation of the optimal pilot patterns is also investigated where the decision making could be moved to systems more suitable and with much more relaxed computational time and power consumption constraints. The section also examines some of the characteristics of the solution algorithm and proposes
ways in which it could be implemented such that the lowest possible estimator error is achieved while keeping the computational time cost at an almost negligible difference.

6.2.1. Series expansion for analytic solution

As identified earlier, determining the analytic solution to the problem would prove useful in allowing a detailed mathematical analysis. It is however very difficult to determine the solution analytically and due to the fact that similar levels of computation will be necessary even for the analytical solution when implemented in practise, the benefit of having an analytical solution seems to be only in the theoretical analysis. The benefits however would still serve well in determining better sub-optimal solutions which could provide the same MSE for even lower computation times.

One possible way of determining an analytic solution is by approximating the KKT conditions and formulation through the use of series expansions. Series expansions allow a usually complicated mathematical function to be approximated by the summation of simpler terms. The degree of accuracy of the expansion is usually dictated by the amount of terms (or alternatively, the amount of summations) present in the series expansion.

One famous example of a series expansion is the Taylor series. The Taylor series may be applied to functions which are infinitely differentiable, or more conveniently known as smooth. This means that any functions which may be derived an infinite amount of times as well as having all of these derivatives be continuous, may also be represented as a Taylor series. Since the functions comprising the KKT conditions and those comprising the actual objective function are primarily characterised by trigonometric, transcendental functions, this criterion should be met by the optimisation problem.

If a successful Taylor expansion may then be obtained for the non-linear optimisation problem and as such an analytical solution could be built around an approximation of a sufficient degree and accuracy. This would then allow a better analysis of the problem solution however at the expense of some accuracy due to the Taylor series approximation.

There also exist other series expansions possible for the trigonometric-based optimisation and constraint functions, an example being Madhava series. An evaluation could be performed determining their suitability and the best one could be chosen based on factors such as accuracy, sufficient series length and computational cost.
6.2.2. *Pulse-shaping functions*

When formulating the optimal power loading algorithm as well as during the analysis of the MMSE estimator, the general consensus is that both PU and SU transmitters utilise rectangular pulse-shaping functions applied as windows to the transmitted symbols. The purpose of this assumption is to achieve a level of simplicity when analysing a different aspect of the system. While this approach is technically valid and is correct in theory, in practise the rectangular pulse-shaping function is very rarely used due to its implementation difficulty and large spectral roll-off characteristics.

The rectangular pulse-shaping function used to model the system could then be replaced with a more practical one like the raised-cosine pulse-shaping function. This would mean that the optimal power loading algorithm has to be essentially re-derived chiefly due to the difference in the PDS of the PU-to-SU and SU-to-PU interference expressions. The MMSE and LS estimator heuristics would however remain the same as they are independent of the pulse-shaping function which is also an aspect applied in later stages of the transmission chain and is therefore transparent to the channel estimator.

The change in pulse shaping function would therefore not affect the optimal or sub-optimal solution algorithms but would change the results provided by them. Due to the generally lower out-of-band interference caused by the raised-cosine pulse-shaping filters compared to the rectangular ones, the interference would in general decrease in SU sub-channels closer to the PU when compared with the equivalent rectangular pulse-shaping function. This means that the error function values will tend to be lower and closer to the PU's transmission band if the PU was modelled as using a raised-cosine pulse-shaping filter. As such, the result of this would be that the solution algorithms would end up placing the dynamic pilot symbols closer to the PU transmissions when using a raised-cosine filter than when using a rectangular pulse-shaping filter, leading to decreased overall estimator MSE.

6.2.3. *Extension to MIMO systems*

Many communications systems nowadays exploit the easily achievable antenna diversity available in mobile terminals. These systems are known as MIMO systems depending on the amount of antennae used to transmit the signal and the amount of antennae used to receive the signal. Through efficient precoding, MIMO systems may be effectively used to increase
effective information throughput of the system sometimes by several factors. It is therefore no surprise that the utilisation of MIMO systems has become widely prevalent to coincide with the higher data rates required with every new generation of digital communications networks. In order to successfully implement MIMO systems however, optimal power loading algorithms and optimal pilot pattern algorithms need to be adapted to include the effects and changes necessary for the MIMO system.

The power loading algorithms needed for MIMO OFDM need to be adapted in order to achieve the same desired optimal power loading allocation as is present in the SISO case. The modified optimal power loading algorithm is based on the SISO optimal power loading algorithm from [19]. The MIMO algorithm itself is described in [42] and may in summary be seen to add an extra degree of freedom in terms of power loading (i.e. how much power to which sub-channel on which antenna) from the traditional SISO scenario. As the power loading algorithm does not affect the solution algorithm proposed by this document directly, it should be trivial to extend the proposed solution algorithm without many modifications, save for the adaptation of the algorithm, to a MIMO scenario. This therefore translates to a generalisation of the algorithm to an even higher degree where any number of antennae could be used by the PUs and the SUs.

The heuristic functions used to characterise the fitness of the proposed or candidate pilot patterns by evaluating their MSE would also need adaptation in order to account for MIMO systems. As the traditional, SISO based LS and MMSE estimators are evaluated in this research, the heuristics functions would need to be updated to evaluate the estimator MSE over the time-frequency grid with the added dimension of the antenna over which the symbols are transmitted. Work on obtaining the optimal pilot pattern (or specifically spacing) for MIMO dynamic spectrum access devices has been done and researched by [43] providing a necessary background on the optimal pilot pattern for situations where pilot symbols are all assigned the same amount of transmission power. As this research does not cover situations where the pilot symbols would need to be assigned different amounts of power (as is shown in the case of the research demonstrates in this document), there is a significant and yet similar contradiction present in that the power loaded to symbols closer to PU transmissions will need to be lower and will therefore always present situations where the location of the pilot symbol will necessitate a different amount of power loaded to it so as to avoid breaching interference thresholds required for the ‘quiet’ and legal operation of a cognitive radio device.
The proposed future work could then build on the principles of the work provided in this document but with the difference being the change in optimal power loading and optimal pilot pattern algorithms. These would then have the necessary constructs extracted from them so as to allow a derivation of new heuristics functions which could be used to objectively benchmark candidate pilot patterns so as to achieve the lowest estimator MSE possible while maintaining interference levels from SUs to PUs at or below a desired threshold level. The generalised solution algorithm would most likely not need to be adapted much other than to add an extra iterator or element in searching through the extra added degree of freedom that is the transmit and/or receive antennae. The algorithm itself however could be prone to added optimisations simply due to the addition of the new degree of freedom allowing for a more efficient approach to the already implemented solutions of both the 1-dimensional and 2-dimensional algorithms.

6.2.4. Algorithm optimisations

Further research based on the work presented in this document would be very useful if focusing on the aspect of computational time for the execution of the solution algorithm. The algorithm proposed in this document at the time of writing could only be realistically implemented on high-performance processors and would consume significant amounts of power. Further research could be conducted into finding more efficient ways of computing the heuristic function values of the candidate pilot symbol positions as the iterations through other symbols to compute auto-correlations, cross-correlations and interpolation error bounds consume a significant amount of time and power, especially when implemented in an OFDM system with large OFDM symbol and OFDM frame sizes.

A common proposal of reducing the computational time in the MMSE scenario is to pre-compute the auto-correlation matrix for the pilot symbols only when the pilot pattern itself changes. While this would save a significant amount of time and power in situations where the system operates in a band with low PU activity, this would not be the case for more popular bands such as ISM 2.4 GHz where PUs' transmissions characteristics could change with an average period of once every 4 OFDM symbols.

Another approach for reducing computational complexity in the device of implementation would be to actually shift or offload the computational effort from the user terminal to the base station in infrastructure-based cognitive radio systems. Since in a lot of cases the NC-
OFDM approach to CR implementation requires the use of an infrastructure architecture with a controlling base station determining the allocation of bands to users as well as scheduling, the task of pilot pattern designation and control would also be ceded to the base station due to the need for co-ordinated channel estimation between all terminals. The optimal pilot pattern would therefore only need to be calculated by the base station and not by the user terminals. Since base stations are by definition fixed transceivers, there is a safe assumption that power usage is not a significant constraint at all in the base station hardware and consequently the available processing power of the base station will be significantly higher than that which is available in the mobile terminals.

As was demonstrated in previous sections, the use of the windowing to create the sub-optimal algorithms afforded significant decreases in the computational time required to compute the solutions. This was however at the expense of estimator accuracy and had a knock-on effect for latter OFDM symbols in the OFDM frame. This situation therefore posed an interesting trade-off where essentially the computational time of the solution could be traded-off for the accuracy of the desired solution and in general the estimator accuracy.

Further research could then focus on a further investigation of the error/computational efficiency trade-off present in the sub-optimal algorithm. This would ideally lead to results demonstrating the optimal window sizes for desired applications.

As proposed earlier as well, there is a trivial situation in terms of the accuracy/time trade-off where the divergence in sub-optimal computational times relative to the optimal computational time seems to significantly diverge only after a certain number of OFDM symbols comprise the OFDM frame. It was thus proposed in Section 5.2.3 that the solution algorithm’s advantage of only depending on symbol layouts in previous OFDM symbols be exploited and that the algorithms be switched from optimal to sub-optimal after a certain number of OFDM symbols have been transmitted. This could be further developed into a solution where the window sizes are dynamically adaptive and as the number of OFDM symbols transmitted in the frame increase, so the algorithm window size decreases to maintain the computational time below a desired threshold. The algorithm or rate for doing this could be investigated in further research and promote better and more efficient solutions in the future.
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Appendices

This section contains any appendices required for deeper understanding into aspects mentioned in any of the sections of this thesis. These aspects are especially useful should the reader be interested in the mathematical or technical descriptions of the aspects which are assumed in the sections above such that a deeper understanding may be developed as to why and how the assumptions are made.

Appendix A introduces the reader to the detailed concepts and mathematical procedures involved in obtaining the optimal condition of a constrained, non-linear optimisation problem using the KKT conditions. The work shown in the appendix also demonstrates the attempted use of the KKT conditions to find the analytical, optimal solution to the problem identified and formulated in this research as well as a mathematical description of the reason this is highly impractical and complex.

Appendix B demonstrates to the reader the detailed derivation and mathematical differentiation between the LS and MMSE estimators. The appendix shows how the MMSE estimator is indeed a modified version of the LS estimator with the added use of channel statistics. It also demonstrates an analysis on the MMSE estimator in terms of analytical descriptions as well as mathematical formulations and differences between the ideal and the robust MMSE estimator.

Appendix C performs an analysis on the interpolators used for the equalisation of data symbols when utilising the LS estimator. The appendix provides a detailed analysis of the linear interpolator as well as providing a generalised version as well as error bound analysis for higher-order interpolators. The section also provides an insight into the computational effort required for the different orders of interpolators.

Appendix D provides in detail the different types of terrain models used in deriving the channel models used during the simulation of the proposed solutions. The section provides a detailed analysis into the different terrain models as well as how they affect the resultant channel models which are built upon them. A description is also made into the way the different terrain models ultimately affect the transmitted signals sent between the transmitter and the receiver as well as their effects on the simulation in terms of practicality.
Appendix E provides an in-depth mathematical description of the two main types of fading channel stochastic models, namely Rayleigh fading and Rician fading. The section presents a mathematical description of the two different types of fading channels as well as their statistical relationship. The appendix also provides the reader with some useful statistics and properties of the two types of channels and their relevant probability functions. A graph is also shown which demonstrates from a visual aspect the way the two different types of fading channels behave.
Appendix A: KKT constraints of the optimisation problem

When performing non-linear optimisation, there are several methods which may be used to analytically find the optimal solution to the formulated problem depending on the properties of the formulated objective function. While there exist many classes of optimisation problems, the one of relevance to the research which was conducted were non-linear (convex specifically), constrained optimisation problems. The optimal solution to these problems (for when it exists) may be found by utilising the KKT conditions.

The constrained, non-linear problem can be mathematically formulated as

\[
\begin{align*}
\text{minimize } & f(x) \\
\text{subject to } & g_j(x) \leq 0, j = 1 \ldots m \\
& h_l(x) = 0, l = 1 \ldots r
\end{align*}
\] (A.1)

For the constrained, non-linear optimisation problem, the candidate optimal solution value \( x \) may be defined as feasible if and only if (iff) the constraints specified in (A.1) (i.e. \( g_j(x) \leq 0 \) and \( h_l(x) = 0 \)) are met.

It is also essential to note that depending on the application requirements, the objective function may need to be either minimized or maximized. In order to achieve the desired result, the KKT conditions may be used in both applications with the difference being that the objective function for maximization problems may simply be rewritten as a minimization problem with a negated version of the objective function of the maximization problem.

In order to find all minima and maxima of the objective function, the derivative of the function may be set to be zero and the function input \( x \) may be evaluated. As such, any optimal solution of any continuous optimisation problem will satisfy the following equation

\[ \nabla f(x^*) = 0 \] (A.2)

where \( x^* \) is by definition the optimal value of \( x \) where the value of the objective function will be a global minimum.

The concept of finding global optimal values by finding the point of the objective function where its derivative will equate to zero may then be expanded when the problem is constrained only by equality constraints. This is done through the use of Lagrange multipliers which may be formulated through the Lagrange function defined as [45]
If we then use the principle of finding the points where the objective function derivative is zero, we may obtain the Lagrange multipliers as

$$L(x, \lambda) = f(x) + \sum_{i=1}^{r} \lambda_i h_i(x)$$

where $\lambda = (\lambda_1 ... \lambda_r)$

and $h_i(x) = 0$

The equations above present one of the KKT conditions for the existence of a global minimum of the objective function, in other words, for the existence of an optimal solution to the optimisation problem.

The formulation can then be extended to the situation where optimisation problem is constrained by equalities as well as inequalities. This is done by introducing a multiplier $\mu_j$ for each constraint $g_j(x)$ such that

$$\mu_j \geq 0 \text{ for } g_j(x) \leq 0$$

The introduction of the additional multiplier used for handling the added inequality constraints then allows us to reformulate the Lagrange function to be defined as

$$L(x, \mu, \lambda) = f(x) + \sum_{j=1}^{m} \mu_j g_j(x) + \sum_{l=1}^{r} \lambda_l h_l(x)$$

The KKT conditions for the optimal solution of the constrained may then be formulated as

$$\nabla_x \lambda L(x^*, \lambda^*) = 0$$

the vector differentiation may then be broken down by its dimensions as

$$\nabla_x L(x^*, \lambda^*) = 0$$

$$= \nabla_x f(x^*) + \sum_{l=1}^{r} \lambda^* \nabla h_i(x^*) = 0$$

and

$$\nabla_\lambda L(x^*, \lambda^*) = 0$$

$$= h_i(x^*) = 0$$

The equations above present one of the KKT conditions for the existence of a global minimum of the objective function, in other words, for the existence of an optimal solution to the optimisation problem.
The addition of the last condition is known as the complementary slackness condition which is used to guarantee that the duality afforded by the Lagrange multipliers $\mu$ and $g$ is limited in slackness.

The KKT conditions above provide the minima of the objective function defined by $f(x)$. These points are also known as the stationary or KKT points. If one desires, the KKT points may then be searched such that the global optimum is found. However, since the optimisation problem we are focusing on is convex, it means that on the interval for which the function is continuous ($x$) there will only exist one local minimum which will also be a global minimum [[45]].

In order to attempt to find an analytic solution of the demonstrated problem, we may try to find the global minimum of the LS and the MMSE error functions. The KKT conditions may therefore be used to find these values.

For the LS estimator (1-dimensional), the KKT conditions may be obtained by using the error function from equation (36) and the several constraints as follows

\[
\nabla f(x^*) + \sum_{j=1}^{m} \mu^*_j \nabla g_j(x^*) + \sum_{t=1}^{r} \lambda^*_t \nabla h_t(x^*) = 0
\]

\[
g_j(x^*) \leq 0
\]

\[
h_t(x^*) = 0
\]  

\[
\mu^*_j \geq 0
\]

\[
\mu^*_j g_j(x^*) = 0
\]

The KKT conditions above provide the minima of the objective function defined by $f(x)$. These points are also known as the stationary or KKT points. If one desires, the KKT points may then be searched such that the global optimum is found. However, since the optimisation problem we are focusing on is convex, it means that on the interval for which the function is continuous ($x$) there will only exist one local minimum which will also be a global minimum [[45]].

In order to attempt to find an analytic solution of the demonstrated problem, we may try to find the global minimum of the LS and the MMSE error functions. The KKT conditions may therefore be used to find these values.

For the LS estimator (1-dimensional), the KKT conditions may be obtained by using the error function from equation (36) and the several constraints as follows

\[
f(i) = \frac{\sigma^2 + l_{pU}(i)}{P_i} + i \cdot \max \left| \frac{\partial^2 H(i)}{\partial i^2} \right|
\]

\[
i \leq i_L
\]

\[
-i \leq 1
\]

\[
i \leq N_{FFT}
\]

where the distance component $d_{i;i'}$ has been replaced by the candidate pilot symbol position variable $i$ since the distance to the nearest static pilot symbol may be obtained by its Euclidean distance representation and the maximum of the second derivative of the CFR has been replaced by a constant as the CFR is usually pre-computed and stored. The AWGN component $\sigma^2$ has also been represented as a constant due to the white noise assumption of the AWGN noise meaning that the noise variance is approximately uniform for all
frequencies. As such, the second derivative of the CFR may also be stored in the same way which results in very low computation time for obtaining the desired maximum.

From (A.10), the KKT conditions may then be formulated as

\[
\nabla f(i) = \frac{\partial I_{PU}}{\partial i} \cdot P_i^* - \frac{\partial P_i^*}{\partial i} (I_{PU} + \sigma^2) + \frac{i}{4} \cdot \max \left| \frac{\partial^3 H(i)}{\partial i^3} \right| = 0
\]

\[
\lambda_1(i_L - i) = 0
\]

\[
\lambda_2(1 + i) = 0
\]

\[
\lambda_3(N_{FFT} - i) = 0
\]

\[
\lambda_i \geq 0
\]

The representation of the constraint functions and the partial derivative of the objective function may then be formulated into the following Lagrange function

\[
\nabla L = \frac{\partial I_{PU}}{\partial i} \cdot P_i^* - \frac{\partial P_i^*}{\partial i} (I_{PU} + \sigma^2) + \frac{i}{4} \cdot \max \left| \frac{\partial^3 H(i)}{\partial i^3} \right| - \lambda_1 + \lambda_2 - \lambda_3 = 0
\]

thus, the equation provided above (A.12) as well as the constraints listed in (A.11) need to be solved. This equation needs to be further expanded by considering the derivatives as follows

\[
\frac{\partial I_{PU}}{\partial i} = \frac{M}{2\pi} \cdot \frac{\partial I_{SU}}{\partial i}
\]

where

\[
M = \frac{1}{N_{FFT}} \left( \frac{\sin(\omega - \psi)N_{FFT}/2}{\sin(\omega - \psi)/2} \right)^2
\]

When substituting all the equations we see that we also need to obtain the derivative of the optimal power loading equation with respect to the frequency component \(i\) which in itself needs to obtain the derivative of the interference component caused by the SU with respect to the power loaded to it. Taking from (xx, power loading equation), we end up with
\[ \frac{\partial I_{SU}}{\partial P} = \frac{\cos(2\pi(i \cdot \Delta f + B_{PU})T_s)}{2\pi^2(i \cdot \Delta f + B_{PU})T_s} + \frac{\text{Si}(2\pi(i \cdot \Delta f + B_{PU})T_s)}{\pi} - \frac{1}{2\pi^2(i \cdot \Delta f + B_{PU})} \]  

where Si is the sine integral denoted by

\[ \text{Si}(x) = \int_0^x \frac{\sin t}{t} \, dt \]  

leaving us with the optimal power loading formulation as

\[ P_i^* = \frac{1}{\lambda} \left( \frac{\cos(2\pi(i \cdot \Delta f + B_{PU})T_s)}{2\pi^2(i \cdot \Delta f + B_{PU})T_s} + \frac{\text{Si}(2\pi(i \cdot \Delta f + B_{PU})T_s)}{\pi} - \frac{1}{2\pi^2(i \cdot \Delta f + B_{PU})} \right) - \frac{\sigma^2 + I_{PU}}{|H(i)|^2} \]  

This then leads to the complete Lagrange function as

\[ \nabla L = \frac{M \cdot \partial I_{SU}}{P_i^*} \]  

\[ - \frac{\partial P_i^*}{\partial i} (I_{PU} + \sigma^2) \cdot \frac{i}{(P_i^*)^2} + \frac{\partial^3 H(i)}{\partial i^3} \left| \frac{i}{4} \cdot \max \right| - \lambda_1 + \lambda_2 - \lambda_3 = 0 \]

As seen above, the formulation for the Lagrange function also needs to be stated for the sub-functions involving their derivatives such as the formulation of \( \frac{\partial P_i^*}{\partial i} \) requiring the derivation of \( \frac{\partial H(i)}{\partial i} \) as well as the further use of \( \frac{\partial I_{PU}}{\partial i} \). The complexity of the Lagrange function is therefore impractically high so that a successful analytical solution may be determined through the use of the KKT constraints. While this problem is one from a practical point of view, the more serious issue is that the Lagrange function would consist of a very large number of trigonometric components as well as a sine integral. This therefore means that the solution would be ambiguous should the trigonometric functions not cancel each other out completely (which they won't due to the form of \( P_i^* \) and \( \frac{\partial P_i^*}{\partial i} \)). As such, a global minimum would most likely be non-existent and would actually appear as a series of local minima should it get to the point where it could be formulated successfully.
For the formulation of the KKT conditions for the MMSE estimator, the same problem is reached where the analytical solution is impractically difficult to obtain. In the same vein as the attempted analytical solution for the LS estimator, the attempted analytical solution for the MMSE estimator would also prove to have approximately the same computational complexity as the numerical solution due to the relatively small search space of the solution (i.e. the search space may at most be twice the static pilot symbol interval multiplied by the number of PUs so that the optimal dynamic pilot symbol position may be calculated for each side of every PU transmission in the SU transmission band). The calculation complexity for the numerical computation as well as the analytical may also be practically halved due to the relatively safe assumption that the optimal dynamic pilot symbol distance on one side of a PU transmission will be approximately the same for the other side of the same PU transmission. The obvious exception to this rule is when there is another PU transmission close to the current one on only one side of the current PU transmission.

The attempted analytical solution for the MMSE estimator using KKT conditions may then be formulated as

\[ f(i, i') = \theta \phi^{-1} \theta \]  
(A.19)

where

\[ \theta_{i-i'} = \frac{\sin(2\pi \tau_{\text{max}} \Delta f(i - i'))}{2\pi \tau_{\text{max}} \Delta f(i - i')} \]  
(A.20)

and

\[ \phi = \theta_{i''-i'} + \frac{\sigma^2 + I_{PU}}{E\{P_n[i]^2\}} \]  
(A.21)

such that

\[ f(i, i') = \frac{\sin^2(2\pi \tau_{\text{max}} \Delta f(i - i'))}{(2\pi \tau_{\text{max}} \Delta f(i - i'))^2} + \frac{\sigma^2 + I_{PU}}{P_i^*} \]  
(A.22)

with the conditions
\[ i \leq i_L \]
\[ -i, i' \leq 1 \]
\[ i, i' \leq N_{FFT} \]
(A.23)

The formulation of the Lagrange function for the MMSE estimator scenario requires the inclusion of the factor \( i'' \) as the position of a static pilot symbol due to the auto-correlation between different pilot symbols needing to be considered.

The complexity for the MMSE estimator scenario is even higher given the high number of trigonometric functions present in the problem formulation. For example, simply deriving the objective function in (A.22) presents us with the partial Lagrange function of

\[
\phi = -\frac{\sin(2\pi \tau_{max} \Delta f(i - i'))^2 \pi \tau_{max} \Delta f(i - i')}{\left(\frac{1}{P_i} + \frac{\sigma^2}{i} + \frac{\sin(2\pi \tau_{max} \Delta f(i'' - i'))}{2\pi \tau_{max} \Delta f(i'' - i')}\right) 2\pi \tau_{max} \Delta f(i'' - i')}^3 \\
+ \frac{\cos(2\pi \tau_{max} \Delta f(-i' + i')) \sin(2\pi \tau_{max} \Delta f(i - i')) \pi \tau_{max} \Delta f(i - i')}{\left(\frac{i}{\sigma^2} + \frac{\sin(2\pi \tau_{max} \Delta f(i' - i''))}{2\pi \tau_{max} \Delta f(i' - i'')}\right) \pi \tau_{max} \Delta f(i - i')^2}
\]
(A.24)
Appendix B: Derivation of MMSE estimator

The MMSE estimator is a type of estimator which has the purpose of minimising the mean square error of the estimated data compared to the original data plus noise. From a statistical point of view, the MMSE and the LS estimators are the same in that both of their objectives are to minimize the variance in error with the difference being that the MMSE estimator takes a Bayesian approach where the objective function (variance in error, MSE) is minimised when looked at as a posterior expectation while utilising a prior information.

The MMSE estimator is essentially implemented as the Wiener filtered LS estimator [29]. The LS estimate $H_{LS}$ of the received signal $Y$ transmitted with pilot symbols $P$ is represented as [27]

$$
\hat{H}_{LS} = \frac{Y}{P} = \frac{HP + \sigma_n^2}{P} = H + \frac{\sigma_n^2}{P} \quad (B.1)
$$

where $H$ is the vector containing the actual channel frequency response and $\sigma_n^2$ is the AWGN noise variance component scaled by the inverse of the pilot symbol transmission power.

The LS estimator described above in equation (B.1) then contains the channel frequency response estimates at pilot symbol positions. The estimates also contain noise in the form of the AWGN component divided by the transmitted pilot symbol. This is analogous to the inverse of the signal-to-noise ratio at pilot symbols. As such, pilots transmitted with more power will have a smaller error component in their LS estimation.

The Wiener filter may then be used to obtain the MMSE estimate and interpolation of the CFR through the filtering of the LS CFR estimate. The MMSE estimator is mathematically represented as [27]

$$
\hat{H}_{MMSE} = R_{HH_{LS}}^{-1}R_{H_{LS}H_{LS}}\hat{H}_{LS} = R_{HH}(R_{HH} + \sigma_n^2(PP^H)^{-1})^{-1}\hat{H}_{LS} \quad (B.2)
$$
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where $R_{HH}$ represents the channel auto-covariance (scaled auto-correlation) matrix, $R_{HH,LS}$ represents the channel and pilot symbol covariance (scaled cross-correlation) matrix and $R_{H_{LS}H_{LS}}$ is the pilot symbol auto-correlation matrix. The covariance matrices are defined as

$$R_{HH} = E\{HH^H\}$$
$$R_{HH,LS} = E\{H\hat{H}_{LS}^H\}$$
$$R_{H_{LS}H_{LS}} = E\{\hat{H}_{LS}\hat{H}_{LS}^H\}$$

(B.3)

The above equations are a major defining point and design consideration in MMSE estimator design. As we can see above, the MMSE estimator obtains the MMSE estimate by essentially performing a linear matrix multiplication of the channel and pilot symbol cross-correlation divided by the pilot symbol auto-correlation with the LS estimate provided by the LS estimator. This, as demonstrated in (B.2), may be looked at in a different way. The division between the pilot symbol and channel cross-correlation and the pilot symbol auto-correlation matrices can in fact be rewritten purely in terms of the channel auto-correlation matrix and the inverse of the pilot symbol SNR.

The concept of transforming the Wiener filter from one incorporating the pilot symbol and channel cross-correlations as well as the pilot symbol auto-correlations to one incorporating only the channel auto-correlation allows us to design an estimator dependent only on one unknown variable, namely the channel auto-correlation function.

In order to then solve the MMSE estimator, the channel auto-correlation may either be assumed or measured. Measuring the channel auto-correlation requires significant computational time and effort to be dedicated to a process known as channel sounding. This is a process in which the channel taps are derived by transmitting a continuous wave and sampling the change in amplitude and phase of the wave as it is received [44].

Due to the increased complexity of channel sounding, there is however a need to utilise a channel estimator which is independent of the channel PDP. This would be a channel estimator which could be applied to any channel and still provide a channel estimate conforming to the MMSE criterion. This type of estimator is known as the robust MMSE estimator. The robust estimator achieves its MMSE criterion for any channel by assuming the channel PDP and consequently the channel auto-correlation function for the worst-case scenario such that the MSE performance for the estimator remains the same regardless of the channel characteristics [46]. To obtain the robust MMSE channel estimator, the channel auto-
correlation function is therefore assumed to be the worst-case. This is when the channel PDP is assumed to be uniform and with a sufficiently large length. This means that for the robust estimator, the Doppler PSD should be assumed to be uniform so as to account for the worst-case scenario. Since the Doppler PSD is the Fourier transform of the channel auto-correlation function, this means that the uniform Doppler PSD leads to the robust channel auto-correlation function of [47]

\[
\phi(i, i') = \frac{\sin(2\pi f_D T_s' (i - i'))}{2\pi f_D T_s (i - i')} = \text{sinc}(f_D T_s' (i - i'))
\]  

(B.4)

where \( f_D \) is the maximum Doppler shift, \( T_s' \) is the OFDM symbol duration and \( i \) & \( i' \) the integer position of two OFDM symbols. The auto-correlation shown above in equation (B.4) provides us with the interesting phenomenon noticed when computing the error function of the proposed solution algorithm when utilising the MMSE estimator.

The MMSE estimator shown above in equation (B.2) performs an inversion of the auto-correlation function. Since the auto-correlation matrix is of size \( N_{\text{FFT}} \times N_{\text{FFT}} \), for OFDM modulation systems with a sufficiently large amount of sub-channels (FFT size) the computational complexity of this inversion will be considerable. There is however an interesting property of the channel which may be exploited. Since the channel auto-correlation matrix will be relatively low-rank (most of the energy will be focused on the diagonal) for most practical channels due to its frequency correlation, the estimator may be approximated with a high accuracy while reducing the computational time significantly by performing a rank reduction of \( \mathbf{R}_{\text{HH}} \). The optimal way to perform a rank reduction of the matrix \( \mathbf{R}_{\text{HH}} \) is through the use of Singular Value Decomposition (SVD) [27]. The SVD procedure involves decomposing the matrix \( \mathbf{R}_{\text{HH}} \) into the representation as [27]

\[
\mathbf{R}_{\text{HH}} = \mathbf{U} \Lambda \mathbf{U}^H
\]

(B.4)

where \( \mathbf{U} \) is a matrix with orthonormal columns and \( \Lambda \) is a diagonal matrix containing what is known as the singular values. The diagonal matrix \( \Lambda \) could then be reduced in rank to a desired amount, exploiting the fact that most of the energy will be located in the first few diagonal elements. This would therefore allow a significant reduction in computational time requirement for the computation of the MMSE estimate. An example being that the auto-
correlation matrix could be reduced through the use of SVD to a rank-7 matrix, meaning that the matrix size is now $7 \times 7$ instead of $N_{FFT} \times N_{FFT}$.

Figure B.1. This figure demonstrates the channel auto-correlation matrix for an assumed, worst-case channel where the Doppler spectrum is defined to be uniform. This is the key principle of the robust MMSE estimator.

The figure above demonstrates the auto-correlation matrix of the channel as denoted by the variable $\mathbf{R}_{HH}$. The figure is specifically the assumed auto-correlation matrix of the robust MMSE estimator where the Doppler power spectral density is assumed to be uniform over the range of $-f_d$ to $f_d$. Since the Doppler power spectral density is the Fourier transform of the channel auto-correlation function, it means that when the Doppler power spectral density is uniform (rectangular), the channel auto-correlation will be sinc-based since the inverse Fourier transform is the dual of the Fourier transform. As such, the dominant diagonal may be seen may be seen in the Figure B.1 as the auto-correlation matrix is a Toeplitz-based matrix. The channel auto-correlation matrix also demonstrates how it is indeed a Gram matrix due to its Hermitian, positive-semidefinite property. It may therefore be seen how the
complexity reduction of the MMSE estimator through the use of singular value decomposition is indeed a very effective way to reduce the computational time requirement of the estimator since most of the energy of the auto-correlation matrix is indeed based around the diagonal of the matrix.
Appendix C: Analysis of polynomial interpolant error bound

When using any channel estimator, there needs to be some way to interpolate the measured channel gains at pilot symbol positions to data symbol positions. The MMSE estimator uses the Wiener FIR filter to perform an MMSE interpolation, the LS estimator on the other hand has several different types of interpolations which may be used. The most common type of interpolation is the linear (1st order) and the polynomial (higher order) interpolators.

In order to perform an analysis on the error bounds as well as performance of several higher-order interpolants, it is first necessary to derive these interpolants. The 2nd and 3rd order polynomial interpolators will be demonstrated in this section as well as compared to the linear (1st order) interpolator when analysing the performance of these interpolators.

The 2nd order interpolator is derived from the generalised polynomial expression of the form

\[ p_n(x) = a_n x^n + a_{n-1} x^{n-1} + \cdots + a_2 x^2 + a_1 x + a_0 \]  \hspace{1cm} (C.1)

where \( a_n \) is the \( n^{th} \) polynomial coefficient and interpolates the signal from the set of provided data points (or sample points) at positions \( i \) such that

\[ p_n(x_i) = y_i \]  \hspace{1cm} (C.2)

The purpose of the polynomial interpolators is therefore to find the set of coefficients \( a_n \) which would best fit the desired input data in the least squares sense. From this we can therefore form the 2nd and 3rd order polynomial interpolators as [32]

\[
\begin{align*}
(n = 2) & \quad p_2(x) = a_2 x^2 + a_1 x + a_0 \\
(n = 2) & \quad p_3(x) = a_3 x^3 + a_2 x^2 + a_1 x + a_0 
\end{align*}
\]  \hspace{1cm} (C.3)

The set of equations above can be formulated as a matrix of the form [32]

\[
\begin{bmatrix}
x_0^n & x_0^{n-1} & \cdots & 1 \\
x_1^n & x_1^{n-1} & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
x_n^n & x_n^{n-1} & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
a_n \\
a_{n-1} \\
\vdots \\
a_0
\end{bmatrix} =
\begin{bmatrix}
y_0 \\
y_1 \\
\vdots \\
y_n
\end{bmatrix}
\]  \hspace{1cm} (C.4)
where the purpose of the interpolation is to fit the coefficients vector containing the values $a_n$ so as to minimise error in the least squares sense. This can be represented as

$$\mathbf{X} \mathbf{A} = \mathbf{Y} \quad \text{(C.5)}$$

and therefore to obtain the polynomial interpolant in the least squares sense, we do an inversion and multiplication of $\mathbf{X}$ as follows

$$\mathbf{A} = \mathbf{X}^{-1} \mathbf{Y} \quad \text{(C.6)}$$

Depending on the channel frequency response, the coefficient values for the interpolant will differ for every OFDM symbol. It would therefore require the polynomial interpolator coefficients to be calculated for every new OFDM symbol. For channels with a relatively large coherent time compared to the OFDM symbol duration, these coefficients will vary at the same rate as the CIR/CFR. This means that a matrix inversion will need to be computed for, at the worst case, every OFDM symbol. As the matrix size is the square of the interpolation polynomial order, this means that the computational complexity will increase exponentially (square) with the increase of the interpolator order.
Figure C.1. This figure demonstrates the actual execution speed of the matrix inversion required for the calculation of the LS polynomial interpolator versus the interpolator order.

The execution time for the matrix inversion required to calculate the LS polynomial interpolator is shown in Figure C.1 for a range of polynomial orders. While the polynomial orders are impractically large, this is used to overcome the optimisations and variances inherent in the matrix processing software used (MATLAB). The anticipated exponential computational time increase may be easily seen in the figure. The memory space requirements will follow the same exponential curve as the matrix size increases with the square of the polynomial order as well.

The use of higher-order polynomials for interpolation has the major disadvantage of exponentially increased computational time. However, the higher-order interpolant also has the advantage of decreasing the error bound of the interpolated function. The error bound for all polynomial degrees may be written as [32]
where $d_i$ represents the distance between consecutive interpolation points.

Equation (C.7) may be analysed more effectively by dividing the interpolation error bound into its two terms.

The first term interestingly may either be dominated by the numerator or the denominator. In the numerator, we may see that it is easy for it to dominate for higher-order polynomial interpolators as there is the exponentiation of the sample point distance by one higher than the polynomial interpolant order. However, we may also see in the denominator that there is also an exponentiation which is solely dependent on the polynomial interpolator order by performing an exponentiation on it with a power of one greater than the polynomial order. It's therefore obvious that for instances where the distance between sample points is much smaller than the polynomial order, the denominator will dominate and as such result in a significantly reduced error bound, leading to a more accurate interpolator. Conversely, in instances where the distance between sample points is much greater than the polynomial interpolant order, the error bound will be significantly higher, resulting in a less accurate interpolator. When applying these principles to a channel estimator, it means that purely in terms of minimising the interpolation error bound (and hence estimator MSE) it is desirable to have a large number of pilots with a small distance between them as well as using as high-an-order as possible interpolator. This however comes at the expense of lowered transmission rates (less space for data symbols) as well as increased computational complexity.
Figure C.2. This figure demonstrates the 1st term of the generalised polynomial interpolation error bound for different interpolator orders and different sample point spacing.

The analysis of the second term is not as trivial as that of the first term since it purely depends on the function to be interpolated and its derivatives. The derivatives of the function to be interpolated are essentially a measure of its 'curviness'. This is because every derivative order essentially eliminates one polynomial order in the function to be interpolated. In our special application to the CFR however, the function to be interpolated is by definition a finite sum of sinusoids due to the fact that it is obtained by the Fourier transform of the CIR. This means that unlike for polynomial functions, the higher order derivatives of the CFR do not mean a reduction in additive components since the derivative of a sinusoid is a cosinusoid, which in turn has its derivative be a sinusoid again. This means that for higher order derivatives, the channel frequency response will in fact be more 'sensitive' to gradients and curves formed by the products of the sinusoids. This means that the maximum of the higher-order derivatives of the CFR will be higher with each derivative order when compared to the same CFR of lower derivative orders as demonstrated in equation (26) in Section 4. This means that for higher-order interpolators, the second term will increase and
consequently increase the error bound when employed for estimating the CFR due to the fact that it’s a sum of sinusoids. The opposite effect will be had if the CFR was a polynomial function, which is impossible due to the properties of the FFT.

The situation therefore leaves a fine balance where the error bound has a type of trade-off where an increase in interpolant order may decrease the error bound through the first term provided the pilot symbol spacing is sufficiently small but may conversely increase the error bound through the second term due to the properties of the CFR and the FFT. However, in practise, since the pilot symbol spacing will almost always be larger than the interpolator order due to the high computational complexity cost of determining interpolation coefficients for high-order interpolators, it mostly occurs that it may be more beneficial to have a lower-order interpolator than one of higher-order.

One last consideration to the polynomial interpolation of the CFR is the presence of what is known as Runge's phenomenon. Runge's phenomenon is an occurrence of significantly high oscillation at the edges of the interpolation interval when using a polynomial interpolator [49]. This is especially pronounced when using higher-order polynomial interpolators compared to ones of a lower order. The Runge phenomenon may be most readily demonstrated by performing different orders of polynomial interpolation on what is known as the Runge function. The Runge function is described as [49]

\[ f_R(x) = \frac{1}{1 + x^2} \]  \hspace{1cm} (C.7)

When plotting the Runge function compared to polynomial interpolations of it with 9 sample points, we obtain the graph shown in Figure C.3.
Figure C.3. This figure demonstrates the approximation of the Runge function by 2nd, 4th and 6th order polynomials. It may be seen how the oscillation of the polynomials increases towards the edges of the function.

In Figure C.3 one can easily see how the oscillation increases at the edges of the Runge function as the interpolation polynomial order increases. This is the Runge phenomenon and is of great concern when applying polynomial interpolators for the LS channel estimator. The increased oscillations at the edges of the interpolated function (Runge's function) may be easily seen as well as how the absolute error increases at the function edges as the order of the polynomial interpolant increases.

There is however a way to minimize the interpolation error caused by Runge's phenomenon. This is done when the sampling nodes are placed in a specific distance arrangement which results in them being termed Chebyshev nodes. This is because the positioning of the nodes is obtained by finding the roots of the Chebyshev polynomials of the first kind. The Chebyshev nodes may be obtained by the linear iteration of the equation \[\text{[48]}\]
The Chebyshev node placement described by the equation (C.8) may therefore be used to obtain the static pilot symbol positions for a desired \( n \) amount of pilot symbols in an OFDM symbol over the interval denoted by \([a, b]\).

As an example, the Chebyshev node placements for an OFDM symbol consisting of 64 sub-channels and 8 pilot symbols are demonstrated in Figure C.4. It is interesting to note how the Chebyshev node placement tends to concentrate the sample points towards the ends of the interpolating function.

\[
x_i = \frac{1}{2}(a + b) + \frac{1}{2}(b - a) \cos \left( \frac{2i - 1}{2n} \pi \right)
\]

where \( i = 1 \ldots n \)

Figure C.4. This figure demonstrates the Chebyshev node placement for 8 pilot symbols in a 64 symbol OFDM frame. Note that the sample point placement is completely independent of the function being sampled and will therefore be the same for all functions which need to be interpolated.
It is for the reason of the Chebyshev node placements that a higher-order polynomial interpolator may be undesirable for the practical implementation of a channel estimator since it would result in a large proportion of the pilot symbols being placed on the edges of the OFDM symbol. This means that for sub-channels in the centre, there will be a higher MSE due to the sparser sampling of the CFR. This is very difficult to remedy as there is a limited power budget in terms of how many pilot symbols may be placed in an OFDM symbol as well as the reduction in transmissions throughput with the replacement of each data symbol with a pilot symbol.
Appendix D: Different terrain types when modelling channels

When modelling channels, it is necessary to have a basis for creating the models which is derived from the majority of practical situations for the application required. The purpose is to obtain a wide variety of the different situations in which the desired communications system would be used by its users. As such, for most fixed wireless applications, the terrain conditions may be characterised as [40]:

- Path loss
- Multipath delay spread
- Fading characteristics
- Doppler spread
- Co-channel and adjacent channel interference

These parameters used to describe the channels and the subsequent channel models which may be derived from them are in fact only statistical models and the actual values of the parameters are always random. The channel models then comprise of statistical models specifying the PDFs, means and variances of the channel characteristics.

The channel models used by the IEEE 802.16 WiMAX committee are based on the modified SUI models as specified in [40]. The channel model's median path loss may be effectively summarised by the equation

\[ PL = A + 10\gamma \log_{10} \left( \frac{d}{d_0} \right) + s \]  

for \( d > d_0 \)  

(D.1)

The variables in equation (D.1) are described as \( A \) being the logarithmic decibel factor modelled as

\[ A = 20 \log_{10} \left( \frac{4\pi d_0}{\lambda} \right) \]  

(D.2)

with \( \lambda \) being the transmitted signal wavelength of the transmitted signal in metres and \( d_0 \) being the close-in distance in metres as well.

Another factor represented in equation (D.1) is the path-loss exponent denoted by \( \gamma \) and mathematically derived as
\[ \gamma = \left( a - bh_b + \frac{c}{h_b} \right) \]  

where \( h_b \) is considered to be the base-station height denoted in metres while the factors \( a, b \) and \( c \) representing the factors used to model different terrain types summarised by the table below [40].

**Table D.4.** Channel model parameters by different terrain types.

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>Type A</th>
<th>Type B</th>
<th>Type C</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>4.6</td>
<td>4</td>
<td>3.6</td>
</tr>
<tr>
<td>( b )</td>
<td>0.0075</td>
<td>0.0065</td>
<td>0.005</td>
</tr>
<tr>
<td>( c )</td>
<td>12.6</td>
<td>17.1</td>
<td>20</td>
</tr>
</tbody>
</table>

Lastly, the value denoted by \( s \) in equation (D.1) represents the shadowing component adding to the path loss. This value usually ranges between 8.2 and 10.6 dB depending on the type of terrain as well as tree density present in the terrain used for the transmission of the wireless signals.
Appendix E: Mathematical description of Rician and Rayleigh fading

The fading undergone by a signal when transmitted through a channel may be characterised by its time-based effects and its frequency-based effects. Since the channel may be modelled as a finite impulse-response filter, the instantaneous effects of the channel may be characterised either by its impulse response or frequency response.

The channel impulse response may be seen as a set of transmitted pulses (although in practise it is continuous) with an envelope which may be formed over these impulses. It is this envelope that characterises the CIR into different fading distributions. The envelope usually conforms to Rayleigh or Rician probability distributions depending on the channel conditions and environment.

The Rayleigh PDF can be modelled as [44]

\[ P_r(r) = \frac{r}{\sigma^2} \exp \left( -\frac{r^2}{2\sigma^2} \right) \]  \hspace{1cm} (E.1)

where \( \sigma^2 \) is the mean signal power and \( r \) is the instantaneously received signal. It should be noted that the received signal \( r \) is equivalent to the received signal envelope defined by [44]

\[ r(t) = \sqrt{l^2(t) + Q^2(t)} \]  \hspace{1cm} (E.2)

with \( l \) and \( Q \) being the in-phase and quadrature components respectively of the transmitted signal \( r \).

The probability of the fading envelope of the channel may then be integrated to obtain the cumulative distribution function (CDF) so that the probability of the fading maintains a fixed threshold/value below or equal to \( R \) may be mathematically formulated as [44]

\[ P_r(r \leq R) = \int_0^R P_r(r) \, dr = 1 - \exp \left( -\frac{R^2}{2\sigma^2} \right) \]  \hspace{1cm} (E.3)

where \( R \) is the desired level for which the probability of the signal being less than or equal to may be obtained by equation (E.3).
The mean value (or equivalently the expectation) of the Rayleigh fading envelope may be characterised by the equation [44]

\[ r_{\text{mean}} = E\{r\} = \int_0^\infty rP_r(r)dr = \sigma \frac{\sqrt{\pi}}{2} \approx 1.2533\sigma \] (E.4)

The mean square value of the Rayleigh fading may also be characterised by

\[ E\{r^2\} = \int_0^\infty r^2 P_r(r)dr = 2\sigma^2 \] (E.5)

And the variance of the Rayleigh fading envelope defined as

\[ \sigma_r^2 = E\{r^2\} - E\{r\}^2 = 2\sigma^2 - \frac{\sigma^2 \pi}{2} = \sigma^2 \left( \frac{4 - \pi}{2} \right) \approx 0.4292\sigma^2 \] (E.6)

The Rayleigh distribution described in the equations above may then be further generalised into what is known as the Rician distribution. The Rayleigh distribution is actually a special case of the Rician distribution where one of the properties of the Rician distribution, known as the \(K\)-factor, is set to zero. The Rician distribution probability density function is mathematically noted as

\[ P_r(r) = \frac{2rK}{r_s^2} \exp \left( -\frac{K}{r_s^2} (r^2 + r_s^2) \right) I_0 \left( \frac{2rK}{r_s^2} \right) \] (E.7)

In equation (E.7), \(K\) is the Rician \(K\)-factor in decibels, \(r_s^2\) is the power of the dominant (i.e. first in arrival) signal and \(I_0\) represents the 0\(^{th}\) order modified Bessel function of the first kind.

The Rician \(K\)-factor can be related to the power of the dominant signal by the expression
The figure below (Figure E.1) visually demonstrates the PDFs of the Rayleigh and Rician distributions with Figure E.2 demonstrating the CDFs of both the probability distributions.

\[ K = \frac{r_2^2}{2\sigma^2} \]  

(E.8)

The figure below (Figure E.1) visually demonstrates the PDFs of the Rayleigh and Rician distributions with Figure E.2 demonstrating the CDFs of both the probability distributions.

Figure E.1. This figure demonstrates the Rayleigh and Rician PDFs with the Rayleigh PDF having a mean of 1 and the Rician PDF having a $K$-factor of 1.5.
Figure E.2. This figure demonstrates the cumulative distribution functions for the Rician and Rayleigh distributions with the same parameters as mentioned in the description of Figure E.1.