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ABSTRACT

Control systems are an integral part of a wide variety of larger systems, ranging from research, medical, production, mineral extraction, to financial and economic systems. While the purpose of the control systems in these diverse applications is different some of the problems arising in them are common. Practical systems are all subject to constraints of some sort. These can be in the form of physical limitations, the system configuration and the internal states of the system in question. The constraints vary in their complexity and hence they are sometimes referred as hard or soft constraints. A lot of research effort has been devoted towards dealing with constraints in control systems in order to obtain optimal results. An observation shows that there are two main trends in the methods employed in this effort. These are, Anti-windup schemes and the widely deployed Model Predictive Control (MPC) and its descendant methods. This thesis aims at studying some of the techniques used to deal with constraints with special application to the Proton beam steering control at iThemba LABS. The steering of charged particles occurring in research plants is one of the interests of control systems. In this work an investigation of the algorithm for the control of the proton beam steering system in the radiotherapy treatment facility at iThemba LABS is conducted. This algorithm is intended to autonomously maintain the beam centered with reference to the axis of the beamline, and keep the beam front parallel to the central axis of the beamline as stated by van Tubbergh and De Kock, 2006. Furthermore, the algorithm is responsible for monitoring the distribution of the proton beam, in a plane normal to the beam travel direction. Moreover, scaleability, reconfigurability and fault tolerance are to be ensured due to the nature of the steering system. The result of the work is a robust and fail-safe algorithm, that autonomously keeps the proton beam position centered and continuously monitors the distribution of the beam in real-time. This algorithm is implemented on a LINUX Operating System running on an ETX computer.
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Chapter 1

INTRODUCTION

The treatment of cancer using radiotherapy techniques is a critical procedure. This is due to the fact that excessive patient exposures to radiation can be detrimental. Furthermore, uncontrolled radiation spills are also dangerous to people working around the area of the radiation spill. It is therefore important that every section of a radiation beamline be well designed to minimize the risk, and optimize the results of the radiotherapy treatment.

This treatment is the only hope for some of the cancer patients. A fraction of these cancer patients can only be cured using proton radiotherapy. Advancements in techniques, technologies, accuracy and safety in the treatment environment improve the treatment success, and the patient confidence in radiotherapy treatment.

One of the key factors in making radiotherapy successful and minimizing the risk associated with it, is through the deployment of effective, accurate and fail-safe control systems to control and monitor the large equipment used in the radiotherapy treatment. It is the aim of this thesis to contribute in the efforts dedicated towards improving the proton beam steering section of the control systems, by investigating methods of dealing with actuator saturation constraints. At iThemba LABS, the proton beam steering system is aimed at keeping the proton beam centered relative to the cross-sectional axes of the
beamline (X,Y) and parallel to the axis along the beamline (Z-axis). This is illustrated schematically in Figure 1.1 with a slight abuse of axes labeling order.

Figure 1.1: Illustration of beamline axes, showing the cross-sectional axes of the beamline used as reference for beam centering, and the axis along the beam line to which the beam should be parallel

A number of systems have been implemented to realize this task, such as [30], [16], and others. The aim of this thesis is to improve beam steering by investigating the methods of dealing with constraints in the proton beam steering control at iThemba LABS.

Several methods have been used to deal with constraints in control systems. Some of these can be grouped as anti-windup methods that deal with input constraints to avoid integrator windup due to saturation. Other popularly used methods are the Model Predictive Control (MPC) schemes, which rely on the prediction of future evolution of the system outputs, and prediction of the disturbance and past system inputs, to come up with optimal inputs to the system. Some schemes deriving from the latter method are the $L_2$ Anti-windup techniques [6], the Reference Governor (RG) [5] and Error Governor (EG) [26] anti-windup methods (which decouple the stabilization and tuning efforts of the closed loop from the part that deals with the constraints). Some of these methods will be simulated and tested on the steering control system to see which one of them yields better results.

Including Chapter 1: Introduction, this thesis is divided into ten chapters. Chapter
2 gives a brief overview on iThemba LABS, the aims of the facility, and the current status of beam steering control technology at iThemba LABS. Thereafter, Chapter 3 is on Particle Beam Steering Control Applications and Methods and it takes a look at prior work that has been done in dealing with control constraints, and reviews literature on technologies and practices involved in the beam steering control. Chapter 4: Proton Beam Steering Control System Analysis focuses on the structure of the proton beam steering control problem. Analysis and decomposition of the system structure is performed to simplify the control into smaller control tasks. Chapter 5 is the Proton Beam Steering Control System Synthesis and Design, and it focuses on the design of the controllers that are used for simulation and experimentation for the beam steering task. Chapter 6: Proton Beam Steering System Windup Simulation follows, and it focuses on the simulation, and experimentation with the designed controllers and anti-windup techniques.

The next chapter is Chapter 7: Control Implementation. This chapter reviews methods and literature on Real-Time computer implementation of control systems. Experimental testing of the steering control system is not done in this work, therefore Chapter 8, which is on Absence of Experimental Results is included to explain why experimental testing is not feasible. Chapter 9 is on the Results and Discussion and it deals with the results obtained from the preceding chapters and correlates them to related theory and discusses findings. The final chapter is the Conclusion (Chapter 10), which summarizes the findings and results of the work done in this thesis and draws conclusions on the investigated problem.
Chapter 2

iTHEMBA LABS and PROTON THERAPY

2.1 Location and Purpose

iThemba LABS (Laboratories for Accelerator Based Sciences) is an institution for accelerator based sciences. It is aimed at providing research into particle based sciences, for use in particle radiotherapy treatment of cancer, research in the areas of particle beams, and production of radio-isotopes for use in radio-medicine and research. This institution is administered by the National Research Foundation (NRF) [57]. It has two sites, one within the Gauteng Province and another in the Western Cape Province. Aerial photographs of the sites are shown in Figure 2.1 below.
At the iThemba LABS site in the Western Cape, a new project is ongoing. This project is aimed at expanding the facility and upgrading the equipment and technologies used in the radiotherapy treatment using protons. It is within this project that several subprojects have been defined. One of these projects is the Proton Beam Steering Control system which is the subject of the work done in this thesis.

\section{2.2 Treatment Facility}

The diagram in Figure 2.2 shows the plan of the treatment facility at iThemba LABS. The sections of the plan at which the steering control system is deployed, are the proton therapy treatment vaults marked 5 and 7.
Figure 2.2: The treatment facility plan at iThemba LABS. This shows the Proton therapy treatment vaults where the beam steering system is situated (labeled 5 and 7)
2.3 The Second Beamline

Shown in Figure 2.3 is an informative diagram of the proton beamline section of the treatment facility. In the diagram the encircled portion indicates the Beam Steering Control System. This diagram is aimed at showing how the entire system’s components and subsystems are interconnected and does not show the accurate physical positions of the components relative to each other.

2.4 The current control system

In the already existing facility at iThemba LABS, a distributed computer control system running on OS/2 operating system is implemented [30]. This control system has a number of subsystems, among which is the beam steering control system. This steering control system has been in operation since 1990.
2.4. THE CURRENT CONTROL SYSTEM

Figure 2.3: Radiotherapy Treatment Control System (TCS). This diagram shows the interconnection of the components of the system and the location of the Proton beam steering system (encircled) within the TCS.
Chapter 3

Particle Beam Steering Control
Applications and Methods

Due to a huge number of developments of industrial plants, the implementations of similar systems to the proton beam steering control system have been done before. Furthermore, due to the critical nature of such control systems, emphasis is made on fault tolerance and fail-safety [30], robustness, scalability and intelligence [7].

3.1 Current Control System at iThemba LABS.

According to Ivan [30], since 1990, iThemba LABS has been operating a homogeneous distributed Personal Computer (PC) based control system running on the OS/2 operation system. This control system is partitioned into four types of nodes, namely; the graphics nodes, the console nodes, the instrumentation nodes and the database nodes. The instrumentation nodes are responsible for the manipulation of the beamline components, and the graphics nodes are responsible for the display of the beam properties, such as its profile, symmetry and many other features. The database nodes in the system (two
in this case) are used to hold configuration data. This data is loaded from the nodes to memory resident databases in the subsystems of the control system. The reason behind the memory resident databases is speed improvement. Furthermore, the reason for duplicate database nodes is to ensure fault tolerance. The variables of the system are stored in a shared table and accessed through console nodes.

In this distributed control system, an Ethernet network is used to connect the different computing nodes, and a CSMA/CD 10BASE5 network is used. The network traffic is kept low to ensure efficiency. Functions of the control system are distributed over multiple computing nodes. For the beam steering control, the control task is split into two computing components that run on two different computing nodes [29]. The first component is charged with the computation of the beam’s horizontal and vertical centers from the data acquired from the beam position sensors. The second component gets the beam center information from the first component and generates control signals to offset any errors that may be there in the beam position. A test experiment performed on this control system [51] showed that the control system can achieve 0.3% beam symmetry, and 4.0% on beam flatness. These performance measures are defined later in Section 3.3. Moreover, it was also evident from display of the relative beam position that the control system has an oscillatory behavior.

### 3.2 Other Implemented Steering Control Systems

Apart from the control system currently in operation at iThemba LABS, there are numerous other control systems that have been implemented to achieve similar tasks at other facilities. Experiments performed in [39] showed that steering accuracies of $\pm 0.015\, mm$ could be attained. In the same experiments and from work done in [16] it was concluded that accuracies of $\pm 0.1\, mm$ on the beam centroid can be achieved provided the shape of the beam profile does not change considerably over time.
A lead-lag compensation scheme was implemented in real-time at Brookhaven National Laboratories in 1987 [34]. The Los Alamos National Laboratories also implemented a steering system [47], and accuracies of 2\text{mm} to 1\text{mm} were attained, from uncontrolled deviations of about 4.5\text{mm}. In this system, among several algorithms tested was the Least Squares steering algorithm used over multiple dipole magnets and Beam Position Monitors (BPM). The algorithm has an advantage of relieving saturation constraints on dipole magnets by distributing the steering tasks optimally over the available sets of steerers. Another successful application of beam steering done was at Los Alamos in 1998 [41]. This application used proportional-only control and achieved accuracies in the order of ±1\text{mm}.

It has also been indicated in [18] that the control algorithm to perform the steering task should have a way of adapting to changes in the beamline parameters, which may be caused by instabilities in some of the beamline components, see [45] and [11]. Furthermore, some of the beam conditioning devices are capable of producing low energy modes in the beam. These modes will respond differently to the action of the steering magnets and hence have the potential of creating unauthentic measurements. It is therefore necessary for the control algorithm to be able to deal with such disturbances.

The work done in [7] on the application of intelligent system concepts to beam alignment has gone a step further in advancing the recommendations made in [18] by using fuzzy techniques. It was also indicated in [7] that the control algorithms should have some intelligence in them. This is to reduce the dependence of the algorithm’s performance on the configuration changes, and to enable the control algorithms to solve more complex tasks.
3.3 Measurement and Sensors

A control system that was implemented in [27] for beam position monitoring at the Electron Stretcher Accelerator (ELSA), like the steering control used at iThemba LABS, used measurements from the beam position sensors to compute the position of the beam, and calculate the error. Then, gain control was used to effect actuation on the beam position.

Common sensors are used in a large number of particle steering control systems and among these sensors are ionization chambers [15], beam position monitors, quadrant chambers and HARP sensors [54]. At iThemba LABS, an algorithm used to compute the relative beam position from the sensors used is the same as the one used in [43, 8, 48, 34]. The algorithm divides a sensor into halves, in the vertical and horizontal directions. To calculate the relative position of the beam in one direction, the difference in the beam intensities measured in the halves in that direction is divided by the total beam intensity. This measurement algorithm is non-linear, due to the relatively circular shape of the beam [51]; this has been confirmed in [8]. This non-linearity introduces error in the control. However, due to the small changes in beam position that are dealt with by the steering system, the algorithm does the task well, and it is not computationally demanding, which is an added advantage. The algorithm is given in the equation below.

\[
BeamPosition[mm] = \kappa \frac{L - R}{L + R} + \text{offsets} \tag{3.3-1}
\]

or

\[
RelativeBeamPosition[\%] = \left( \frac{L - R}{L + R} + \text{offsets} \right) \times 100\% \tag{3.3-2}
\]

where \( L \) is the beam intensity on the left half of the Beam Position Sensor, \( R \) is the beam...
intensity on the right half of the sensor and $\kappa$ is the conversion constant to convert from relative position to millimeters. The definition of relative beam position is similar to that of beam symmetry and they are used interchangeably. Another measured feature of the beam is the beam flatness measured as,

$$Flatness = \frac{|D_{\text{mean}} - D_{\text{max}}|}{D_{\text{mean}}} \times 100\% \quad (3.3-3)$$

where $D_{\text{mean}}$ is the beam intensity mean measured by the two halves of the sensor, and $D_{\text{max}}$ is the maximum of the two.

### 3.4 Control Limitations

The understanding of limitations present in a system is important in controlling it [4]. The physical limitations that are present in real-world systems are of different forms, and they dictate the design of control systems [22]. The discussion below lists some of the limitations that are present in control systems.

1. **Sensor Limitations:**
   The limitations in sensors are in the form of measurement noise, which limits the bandwidth of the system, the resolution and linearity which affect the accuracy with which measurements are done and sensor bandwidth which limits the applicability of a sensor in measurements of high frequency signals.

2. **Actuator Limitations:**
   Actuators used are physical systems which have limitations both in amplitude and slew-rate. Both of these limitations have a direct impact on the bandwidth of closed loop systems. A closed loop bandwidth which is too high compared to the open loop bandwidth effects too much control action, often resulting in actuator saturation. Furthermore, sticky behavior in some of the industrial actuators results in integrator
3.5 Actuator Limitations and Anti-Windup Schemes

In many control applications, arising in the wide variety of fields where control systems are used, there are both physical and safety limits over the amount of actuation that a controller can give to the controlled system. In most cases control engineers address these actuator saturation problems by simple \textit{min-max} logic, also called limiter logic [13]. This approach works well for preventing the actuator from saturating. However, in controllers that have integration action, this creates another problem. The integrators continue accumulating even when the control action has been limited. This gives rise to several problems.

1. \underline{Response overshoot} - the response of the closed loop overshoots the required set-point.

2. \underline{Slow response} - It takes some time before the response follows changes in the set-point.

3. \underline{Input vector direction} - in Multi-Input Multi-Output control systems, the different
constraint levels on the control vector elements can drastically change the direction of the control vector and hence result in unexpected output behavior.

Solutions under the anti-windup scheme all aim at one goal. This goal is to leave the behavior of the closed loop unchanged if the control input is not saturating. Furthermore, for large control actions, the anti-windup solution should change or augment the closed loop system in a way that prevents saturation from occurring, and ensure that the closed loop performance assumes a graceful degradation when the anti-windup scheme is activated. The approaches under this method can be viewed as state-space and transfer function approaches. The latter are based on optimizing a cost function subject to avoiding saturation in order to achieve the goal mentioned. The former, are based on the restructuring of the designed controller in order to turn off controller modes that windup, when saturation occurs.

### 3.5.1 Controller Re-Configuration for Anti-Windup

One solution to the anti-windup problem has been outlined in [22] and other texts, and it relies on the controller re-structuring. This method re-configures the controller in a manner in which the integrators and slow controller dynamics will be turned off when the actuator saturates. Furthermore, the configuration preserves the transfer characteristics of the controller, for any controller state that does not cause saturation. An illustration with a controller \( C \) in block diagram is given Figure 3.1.
Figure 3.1: Rearrangement of controller $C$ into components $C_f$, $\frac{1}{C_f}$ and $\frac{1}{C}$ to achieve anti-windup. In the diagram the error $e(t)$, unlimited control action $u(t)$ and limited control action $< u(t) >$ are shown.

In the rearrangement in Figure 3.1, the block $C_f$ is chosen to be a factor of the controller, in this case the proportional gain. $C_f$ is the limiting value of the controller as the frequency approaches zero. $u(t)$ is the unconstrained plant input and $\langle u(t) \rangle$ is the constrained input. Analysis of the rearranged controller shows that it still retains its transfer characteristics. However, when the controller output $u(t)$ saturates, the integral action is turned off. A simple proof that the controller retains its integrity for non-saturation control inputs is shown below.

**Proof:**

Given an arbitrary plant and arbitrary stable controller with a transfer function whose numerator and denominator polynomial degrees are equal such as,

$$C = \frac{K_p(s - z_1)(s - z_2) \ldots (s - z_n)}{s(s - p_1)(s - p_2) \ldots (s - p_n-1)} \quad (3.5-1)$$

taking $C_f = K_p$ the proportional gain, and computing the remaining two feedback blocks as in the block diagram 3.1. It is then clear that combining the feedback arranged
controller with the forward gain $K_p$ in Figure 3.1 gives,

$$
\frac{K_p}{1 + \frac{s(s-p_1)(s-p_2)...(s-p_{n-1})(s-z_1)...(s-z_n)}{(s-z_1)(s-z_2)...(s-z_n)}}
$$

which then simplifies to

$$
\frac{K_p(s-z_1)(s-z_2)...(s-z_n)}{s(s-p_1)(s-p_2)...(s-p_{n-1})}
$$

the original controller.

The underlying controller can be designed using different control approaches in any time-domain. The discussion below briefly outlines the approaches that may be taken and their merits and disadvantages. The only requirement for ease of reconfiguration is that, preferably, the controller transfer function should have the same numerator and denominator degree. The control engineer can always achieve this by carefully including or leaving out some non-dominant modes of the controller.

**Continuous-Time Control Methods**

Based on the nature of the controlled plant model, several control schemes are available in continuous-time and discrete time domains. The choice of the time domain depends on the implementation of the control system and the accuracies achievable when design is done in that time domain [22]. The most popular of the control schemes used in industry is Proportional-Integral-Derivative (PID) control. This is mainly due to the performance it offers. One group of control methods is that of the Smith Predictor method and Root Locus with Pade Approximation, which are used to control systems with dead-time. Other than that, methods like the minor loop control and feedforward control are also available [9]. After a control method is selected, which will address the necessary performance needs of the problem in hand, the task of controller tuning remains. This is the process of designing the parameters of a controller, to achieve the desired closed loop
response and disturbance rejection.

Iterative and variance control schemes have also been investigated in [40], for automatic beam centering. These approaches gave good results, however the convergence times of the controls is a concern, with iterative control being the faster of the two. Furthermore, work has been done in PID control to derive accurate numerical tuning algorithms that can be used for online PID controller tuning. The work includes the approaches that were derived by Ziegler and Nichols in the 1940’s [58], which are still widely deployed in industry today. Following that, more work was on PID tuning using frequency domain methods in [31] in 1997. Parameterized approaches are also present [22], that determine the best controller out of a set of acceptable ones. However, in employing these methods, one needs to keep an eye on internal stability.

The Ziegler and Nichols tuning methods were also tested on a first order plus dead time plant model to evaluate their performance in tuning controllers for plants with different controllability levels [3]. It was shown that these tuning methods do not produce best results under all levels of plant controllability.

**Internal Model Control:** This control method is discussed aside from the rest of the methods mentioned above due to its special application in this work. Internal Model Control (IMC) is a robust control method that aims at achieving best set-point tracking and output disturbance rejection. This is a model based control approach whose effectiveness is greatly determined by the accuracy of the nominal plant model used.

IMC shows that if the plant model is accurate, then good set-point tracking can be achieved by using a controller that is the inverse of the plant model [49]. This is in the absence of disturbances. In his book with Goodwin et al [22], Morari pointed out that if the generating function of the disturbance at the output of the closed loop is known, then the disturbance can be eliminated by including the inverse of that function within the designed controller. IMC forms the foundation of the popular Smith Predictor control
and Model Predictive Control (MPC) which are both model based control methodologies.

The block diagram in Figure 3.2 is used for IMC analysis. This model is the one used for Smith Predictor control with addition of the dead-time term. It is also used for the IMC control algorithm of MPC with a slight modification to compute the error between the constrained and unconstrained control actions, see Figure 3.4 in the MPC section later on.

![Block diagram](image)

**Figure 3.2:** Block diagram configuration used for IMC. In the block diagram, $G_p$ is the actual plant, $G_{np}$ is the nominal plant model and $C$ is the controller.

**Sampled Data Control Methods**

Digital computers, which are an integral part of modern control systems, deal with data in the form of binary bits. This being the case some of the principles of classical control can not be applied directly in analyzing systems to be implemented on digital computers [22]. The digital control theory has well developed techniques for analyzing and designing controllers to be implemented on digital computers.

Digital control systems bear a closed resemblance to their corresponding analogue control systems, as the sampling interval used to convert the analogue data to digital format approaches zero [36] (see also [10]). A number of transformations are available for analyzing digital control systems such as the z-Transform for general analysis, the $\delta$-
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Transform, which is more appropriate when the sampling interval approaches zero [22] and the modified z-Transform for systems with a dead-time that is not an integral multiple of the sampling interval, and for analysis of intersample behavior of digital systems [10]. These transforms are used to transform difference equations resulting in the modeling of digital systems into algebraic equations that are easy to analyse.

There are several options for the design and analysis of digital control systems. The design can be carried out in the continuous time domain and the resulting controller converted to digital form by well defined transformation techniques like the bilinear transformation [22]. However, in this approach, the robustness of the final controller depends on the sampling rate, for high sampling rates this yields good controllers.

Alternatively, the design or synthesis and analysis of the control systems can be carried out in the discrete time domain. Many of the analysis and design techniques for analogue control are applicable to sampled data systems. Furthermore, there are well defined control types for digital control systems. These are reviewed in the text that follows.

Root Locus Control: The root locus control scheme is similar to proportional control in that a proportional gain is used to control the plant. Root locus plots are used to determine the stability of the system. This method does not eliminate steady state errors unless high gain is used. In discrete time control systems the gain that can be used is limited by the sampling rate used.

Minimum Prototype Design: This design method ensures that the error is zero at the sampling points. Furthermore, it achieves this in a minimum number of sampling periods. However, this method has been noted for poor intersample behavior [22].

Minimum-Time Dead-Beat Control: Improvement is made upon the minimum prototype control by imposing further conditions that, the response due to step disturbances and inputs must reach steady-state at the same sampling intervals and that the closed loop should settle in $n$ sampling intervals where $n$ is the order of the characteristic function.
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of the plant. This improves the intersample behavior from the previous design method.

The two design approaches discussed above work on the principle of placing all the closed loop poles at the origin to ensure finite settling time. They achieve this through Pole Placement techniques. A general form of pole placement allows for the closed loop poles to be placed at some compromise position between 0 and 1, in order to relax the requirements on the control effort. This has an effect of slowing down the system.

**Dahlin Control:** This control method relaxes the conditions that are imposed by the minimum prototype control scheme. It allows the response of the closed loop system to behave like a lag with dead time [10].

**Repetitive Control:** In this scheme, periodic inputs are exploited in order to ensure that the complementary sensitivity of the closed loop is 1 at the input frequencies. This is achieved by incorporating the discrete time model of the input signal in the denominator of the controller [22].

### 3.5.2 Reference Governor (RG) and Input Saturation

Model Predictive Control, discussed in detail in Subsection 3.6.1, has been applied on a wide variety of industrial applications to address the problem of constraints. This method relies on the prediction of future evolution of the system outputs based on the plant model, hence it has also been known as Model Based Predictive Control (MBPC). However, this control scheme has heavy computational requirements and has been mostly suited to slow systems. The Reference Governor (RG) has been investigated in [5], which is a memoryless nonlinear module whose task is to manipulate the reference input to the control system in order to observe the constraints. More work was done in [20] to extend the method to discrete time systems.

In his dissertation, Bemporad [5] indicated that the governor has the effect of slowing
down the closed loop, hence a fast enough primal controller has to be designed to remain robust in the presence of the Reference Governor. This method of handling constraints is less computationally demanding than Model Predictive Control approach and it separates the constraint serving from the plant control. However, it has been stated in [6], that this method does not perform well under large exogenous disturbances on the closed loop. Furthermore, due to the computation intensity of this scheme, it is recommended for unstable plants.

### 3.5.3 Error Governor and Input Saturation

An alternative to the RG discussed earlier is the Error Governor (EG) which responsible for manipulating the error fed to the controller [26]. Like the RG, this approach separates the plant control from the constraints and is also less computationally demanding. Moreover, unlike the RG method, EG is more suited for stable plants controlled by *neutrally stable* controllers [26]. The structure given in Figure 3.3 below is used for the EG problem formulation.
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Figure 3.3: The EG problem block diagram is a full diagram including the reference input \( r(t) \), the augmented error \( ea(t) \), the compensator with transfer function \( K \), the plant with transfer function \( G \) and the plant output \( y(t) \). Also shown, is the LOGIC block for determining the \( \lambda \) value, between 0 and 1, to be used to augment the error signal \( e(t) \) to give \( ea(t) \)

In this problem the aim is to augment the error signal with a nonlinear constant \( \lambda \) in the range 0 to 1, in order to prevent saturation behavior from occurring. The mathematical formulation of the problem as can be found in [26], and it is as follows.

Given a stable linear system \( G(s) \) controlled by a neutrally stable compensator \( K(s) \) represented by the following models,

\[
G(s): \quad \dot{x}(t) = Ax(t) + B\langle u(t) \rangle \\
y(t) = Cx(t)
\]

\[
K(s): \quad \dot{x}_k(t) = A_kx_k(t) + B_ke(t) \\
u(t) = C_kx_k(t)
\]

The EG augments the error resulting in the augmented compensator.

\[
K_a(s): \quad \dot{x}_c(t) = A_cx_c(t) + B_c\lambda(t)e(t)
\]
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\[ u(t) = C_c x_c(t) \] (3.5-9)

The choice of a \( \lambda(t) \) at time \( t \) that prevents saturation from occurring is done following the algorithm outlined in [26] as follows;

define a scalar valued finite function

\[ g(x_0) : g(x_0) = \| u(x_0, t) \|_\infty \] (3.5-10)

where \( x_0 = x_c(0) \) and \( u(x_0, t) = C_c e^{A_c t} x_c(0) \) and

\[ \dot{x}_c(t) = A_c x_c(t) \] (3.5-11)

\[ u(t) = C_c x_c(t) \] (3.5-12)

also define a set (symmetric about the origin)

\[ B_{A,C} = \{ x : g(x) \leq |u_{\text{max}} - u_{\text{min}}(t)| \} \] (3.5-13)

With the function and the set defined, the problem is to determine a scalar \( \lambda(t) \) between 0 and 1 such that saturation never occurs.

The procedure for selecting the appropriate value of \( \lambda \) at time \( t \) is as follows.

- if the states \( x_c(t) \) are interior points in the set \( B_{A,C} \) then choose \( \lambda(t) = 1 \).
- if the states \( x_c(t) \) are elements of the set \( B_d B_{A,C} \) (on the boundary of \( B_{A,C} \)) then choose the largest \( \lambda(t) \) that satisfies,

\[ \lim_{\varepsilon \to 0} \sup \frac{g(x_c(t) + \varepsilon \dot{x}_c(t)) - g(x_c(t))}{\varepsilon} \leq 0 \] (3.5-14)
or if \( g(x_c) \) is differentiable, \( \lambda(t) \) is chosen such that

\[
Dg(x_c(t)) \dot{x}_c \leq 0 \tag{3.5-15}
\]

where \( Dg(x_c(t)) \) is the Jaccobian matrix of \( g(x(t)) \).

- if the states \( x_c(t) \) are not elements of \( B_{A,C} \) then \( \lambda(t) \) is chosen to minimize (3.5-14).

However the problem may lead to \( \| u(x_0, t) \|_\infty > |u_{\text{min}} - u_{\text{max}}| \). Then a value of \( \lambda(t) \) that drives the states into \( B_{A,C} \) is chosen.

3.6 Receding Horizon Optimal Control Schemes

3.6.1 Model Predictive Control and Input Saturation

Model Predictive Control is an algorithm based control scheme that is aimed at solving a receding horizon optimization problem over finite intervals in order to come up with an optimal control action. This control scheme takes into consideration the possibilities of future limitations on the inputs, outputs and states [22]. This approach has the advantage of not seeking a globally optimal solution, instead the solution is required to be optimal over the interval of interest.

The formulation of the MPC control problem uses past inputs, outputs, predictions of future inputs, outputs and disturbances in order to come up with an optimal controller to address the control requirements and constraints handling. A traditional formulation of the MPC problem can be found in [38, 13], and is stated below.

\[
\min_{\Delta u(k) \ldots \Delta u(k+m-1)} \sum_{l=1}^{p} \| y_p(k + l|k) - r(k + l) \|_{\Gamma_l}^2 + \| \Delta u(k + l - 1) \|_{B_l}^2
\]
where the predicted output values $y_p(k+l)$ are given by

$$y_p(k+l|k) = \sum_{i=1}^{l} H_i \triangle u(k+l-i) + \sum_{i=l+1}^{n-1} H_i \triangle u(k+l-i) + H_n u(k+l-n) + d_p(k+l|k)$$  (3.6-1)

and the predicted disturbance $d_p(k+l|k)$ is given by

$$d_p(k+l|k) = y_m(k) - \sum_{i=1}^{n-1} H_i \triangle u(k-i) + H_n u(k+l-n)$$  (3.6-2)

and

$$\sum_{i=1}^{p} C_{yl}^j y_p(k+l|k) + C_{ud}^j u(k+l-1) + c^j \leq 0 \quad j = 1, n_c$$  (3.6-3)

where

- $y_m(k)$ is the measured output at instant $k$
- $\triangle u(k+l)$ is the back difference $u(k+l) - u(k+l-1)$
- $H_i$ are model step response matrix coefficients and $i = 1,n$
- $n$ is the model truncation order.
- $n_c$ is the number of constraints.
- $p$ is the horizon length (generally $p \gg n$)
- $m$ is the number of manipulated variable moves in the future.
- $\|x\|_Q^2 = x^T Q x$
- $\Gamma_i$ and $B_i$ are weighting matrices.
- $C_{yl}^j, C_{ud}^j, c^j$ are constant matrices.

This formulation seeks to minimize the 2-norm of the error between the process output and the setpoint. The initial formulation of this algorithm is for Dynamic Matrix Control (DMC) [13], and results in a quadratic program. The results of this algorithm can not be analyzed for stability and robustness in the presence of constraints, and the tuning is not straightforward. An alternative algorithm is used, to minimize the 1-norm of
the error between the predicted constrained output and the ideal unconstrained output. This algorithm results in a linear programming problem and is an improvement on the traditional one which is not easy to analyze even for constrained situations.

The ∞-norm of the error between the plant output and the setpoint is also used in which case a controller for the unconstrained case is designed using Internal Model Control (IMC). Thereafter the minimization is applied to the error between the predicted constrained and the ideal unconstrained output. The block diagram in Figure 3.4 is used for analysis of the IMC algorithm of MPC.

![Figure 3.4: The general block diagram used for the IMC algorithm of MPC](image)

The cost function for minimizing the predicted constrained output and the ideal unconstrained process output is given below as stated in [13].

\[
\min_{\Delta u(k) \ldots \Delta u(k+m-1)} \max_{l=1,p;i=1,r} w_i |y_p(k + l|k) - r_p(k + l)|
\]  

(3.6-5)
3.7 Other Receding Horizon Optimal Control Strategies

Other Receding Horizon Optimal Control (RHOC) approaches to the input saturation problem deriving from MPC have also been suggested. Among these methods is the $L_2$ anti-windup method proposed in [6]. This method transforms the anti-windup problem into a state feedback problem. The full details on formulation of the method are in [6]. This method only adds an extra degree of anti-windup freedom on top of the MPC strategy to deal with input limitations. As a result this method is not attended here in order to limit the scope of this thesis.

3.8 Linear Quadratic Regulator (LQR)

The Linear Quadratic Regulator has also been used to control plants with input saturation constraints and worked well. This method uses the quadratic matrices $Q$ and $R$ within the Ackerman’s equation to penalize the variables in the cost function. Setting the quadratic matrix values of the control input large with reference to the other variable quadratics helps avoid saturation [22]. Below is a statement of the Ackerman’s LQR cost function

$$ J(y, u) = \int_{t_0}^{t} y^T Q y + u^T R u dt $$  

(3.8-1)

3.9 Safety and Fail-Safety

Due to the nature of the proton beam steering control problem, safety conditions are put in place to avoid hazardous conditions due to over-steering and other problems arising in
other parts of the beamline. The safety in the entire treatment control system is mainly handled by safety Interlock signals [54]. The steering control system has an interface to a set of signals on the Therapy Safety Bus (TSB), which is a collection of safety signals, to interrupt when a problem is detected within the proton beam steering unit. These are shown in Figure 3.5 below and described in subsection that follows outlined below:

![Figure 3.5: The Beam Steering Control Unit (BSCU) output card showing the interface of the BSCU to the TSB](image)

### 3.9.1 The Therapy Safety Bus Interface

The BSCU is able to set the signals indicated in Figure 3.5 above to GO or NOGO. If there is a fault within the unit the BSCU sets the correct signals in order to interrupt the beam. All of the signals are discrete with a '1' indicating a GO and '0' indicating a NOGO status. The descriptions of the interlock signals are given below:

1. **Faraday Cup 10/19 Out request:** Faraday Cups (named after Michael Faraday)
are conductive metal cups constructed to capture charged particles and give out electrical current, and are used in the measurement of charged particle beams currents. This signal indicates when Faraday Cups 10 and 19 are completely out of the low energy beam. For fail safety the NOGO (0) state of this signal (which may be due to a fault) means the Faraday cups are inserted into the beamline.

2. Faraday Cup 1/2 and Beam Shutter Out request: - This signal indicates when Faraday Cups 1 and 2 and the Beam Shutter are completely out of the high energy beam. The GO and NOGO states of this line are also assigned with a safety perspective. This contact and the previous one are triggered when a patent’s movements are sensed [54].

3. RF Trip OFF request: - This signal requests the RF Trip OFF. The contact requests that RF trip be on when it has a NOGO (or fault) state, for fail-safety.

4. Beam Deflector OFF request: - The signal requests the Beam Deflector OFF. A NOGO (or fault) state on this contact activates the Beam Deflector.

The diagram in Figure 3.6 below shows the logic dependence of the BSCU activation on the respective Interlock signals, and its capability to modify the status of the contacts.
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Figure 3.6: Ladder logic diagram showing the importance of the TSB lines in the functionality of the BSCU. At any given time the TSB signals should be on GO state in order for the Beam Steering Control Unit to be enabled. They are placed on the HOT side of the BSCU power supply for fail-safety. Furthermore, the diagram also show the ability of the BSCU to manipulate the interlock signals’ status using relay switches.

3.9.2 Fault Detection

In order for the controller to assume a fail-safe behavior, it has to have a way of detecting faults within the system hardware and software. The severity of the fault has to be evaluated and appropriate permissive signals triggered. Then the controller has to notify the supervisory system on the type of fault that occurred. The fault finding task is performed independent of other control tasks by running a self diagnostic routine to check all the important aspects of the steering control unit. The potential fault or hazard areas are:

1. **Communications:** Here the steering system checks to make sure that there is
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communication between itself and other modules. These are, the sensors, the steering magnets, the TSB, the Ethernet connection to the SS, the RS-485 and RS-232 channels as well as the SABUS interface.

2. Position Error: This is a routine that is coupled with the beam steering controller, to ensure that the beam position error is within safety error limits determined by iThemba LABS. If the error is too large appropriate interlocks are triggered and a status message is sent to the Supervisory System (SS).

3. Software Deadlocks: These are the problems that may arise due to race conditions within the parallel data sharing components of the BSCU software. They can be detected if the software fails to respond to changes within a specified time.
Chapter 4

Proton Beam Steering System Analysis

4.1 System Definition

The proton beam steering system comprises two sets of steering dipole magnet pairs. In each dipole pair one dipole steers the beam in the vertical (Y) and the other in the horizontal (X) directions as shown in Figure 4.1, where the dipole pair sets are marked Steerer1 and Steerer2. The magnet pairs are positioned at some distance from each other on the beamline, and each pair of dipole magnets is powered from a set of bipolar power suppliers (actuators) [32]. Each Steerer has a sensor(s) for its control. The system becomes a coupled MIMO system whose control is complex due to the dependence of the distinct sets of magnets on each other’s effects on the beam. The MIMO analysis of the
4.2 MIMO Structure Analysis

4.2.1 General Analysis

In general, in order to achieve the two main goals of the beam steering control system, it should be possible to measure outputs that can ascertain beam centeredness, and parallelism to the beam line in each beam steering axis (x and y). The configuration that allows these requirements to be met is shown in Figure 4.1. In this alignment, the two sets of steering magnet pairs are placed one after the other down the beamline, and the two sensors are placed at different locations on the beamline after the steering magnet sets. In this arrangement, the beam is parallel if the difference between the two sensor readings is zero. Furthermore the beam is centered if it is parallel, and passes at the
center of either one of the sensors. Otherwise, if it is not parallel to the beamline axis then it is only centered at the point of measurement. However, the first sensor is chosen to measure the centeredness for reasons that will be discussed later.

![Physical model of the beam steering system](image)

**Figure 4.1:** Physical model of the beam steering system showing the relative positions of the system components for fully coupled system structure (MWIC = Multiwire Ionization Chamber)

It should be noted that a configuration with a magnet set between the sensors is not the best way to go about this problem, since it makes it difficult to establish if the beam is parallel. In fact, it really complicates the problem.

This can be shown to result in two fully coupled MIMO system with a structures of the form (4.2-1) in each steering direction.

$$G_{full-1D} = \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix}$$ (4.2-1)

In this transfer function matrix, a transfer function \( g_{ij} \) (on the \( i^{th} \) row and \( j^{th} \) column) is a transfer function from the \( j^{th} \) input to the \( i^{th} \) output. The geometrical analysis of this system shows that the DC gains \( g_{21dc} > \{g_{11dc} \text{ and } g_{22dc}\} > g_{12dc} \), and all of them
depend on the distance between the magnet sets and the sensors. The typical open loop step response showing interaction between the Steerers is shown in Figure 4.2.

![Figure 4.2: Unit step response showing full interaction for the steering task in one steering direction. Each step input applied at different times from the other has an effect on both outputs](image)

Diagonal Dominance analysis of this model shows that it is neither row nor column dominant. This is shown in the illustrative Nyquist-Gershgorin plot in Figure 4.3 using equal spacing between all components, which yields models of relative gains in (4.2-2),

\[
G_{full-1D} = \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix} = \begin{bmatrix} 2.49 & 1.25 \\ 2.6s+1 & 2.6s+1 \end{bmatrix}
\]  

(4.2-2)
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(a) Gershgorin circles encircle the origin of $g_{22}$ Nyquist plot: therefore row dominance fails

(b) Gershgorin circles encircle the origin of $g_{11}$ Nyquist plot: therefore column dominance fails

Figure 4.3: Direct Nyquist Array and Gershgorin circles to show that the full steering system structure in a given steering direction is not diagonally dominant. This is shown by the Gershgorin circles that encircle the origin of the Nyquist plots
4.2.2 Physical Decoupling

However, by physically moving the sensor for Steerer1 (MWIC) closer to the dipole magnets of Steerer2, the dominance of the off-diagonal transfer function $g_{12}$ diminishes to zero. Placing the sensor for the first pair of steering magnets (MWIC) within or very close to the second pair of steering magnets as shown in the physical model in Figure 4.4, the steering task can be physically decoupled into a lower triangular structure, in which the second steering stage takes the output of the first stage as a reference. The structure is shown in (4.2-3).

$$G_{tr} = \begin{bmatrix} g_{11} & 0 \\ g_{21} & g_{22} \end{bmatrix}$$

(4.2-3)

where, $g_{11}$ is the transfer function from the input of Steerer1 to the its output, $g_{22}$ is the transfer function from the input of Steerer2 to its output and $g_{21}$ is the transfer function of the input of Steerer1 to the output of Steerer2. Since a manipulation on the input of Steerer2 is not seen by Steerer1 the corresponding transfer function is zero.

In this scenario, the first steering task ensures the centering of the beam, while the second stage maintains the beam parallel to the beamline axis, by following the output of Steerer1. The triangular structure can then be decoupled by multiplying it by a precompensator $K$ of the form (4.2-4), to eliminate $g_{21}$. Alternatively, SISO controllers can be designed for the main diagonal transfer functions. However, due to the dominance of the off-diagonal transfer function, this alternative is more likely to yield undesirable results.

$$K = \begin{bmatrix} 1 & 0 \\ k_{21} & 1 \end{bmatrix}$$

(4.2-4)

where, $k_{21} = -\frac{g_{21}}{g_{11}}$. 
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The procedure discussed up to here completely decouples the Beam Steering Control System into a diagonal system given as (4.2-5)

\[
G_{full} = \begin{bmatrix}
  g_{x11} & 0 & 0 & 0 \\
  0 & g_{x22} & 0 & 0 \\
  0 & 0 & g_{y33} & 0 \\
  0 & 0 & 0 & g_{y44}
\end{bmatrix}
\]  

(4.2-5)

Another approach is to control the triangular structure IMC with SISO controllers designed for each of the diagonal transfer functions \( g_{11} \) and \( g_{22} \).

Figure 4.4: Physical model of the proton beam steering system with MWIC moved close to Steerer2 to eliminate \( g_{12} \)

With the steering system components set as shown in Figure 4.4, the two steering control systems can be designed in the same manner, and then cascaded by feeding the beam position as read from the MWIC as the reference to the second steering feedback loop. The block diagram in Figure 4.5 below shows the physical cascading of the two feedback loops.

From this point, the design of the steering control is done for one steering dipole and PSU set and it is duplicated for the other at implementation. The manipulated inputs of the steering system are the Voltage (V) settings to the power suppliers and the controlled output is the proton beam position in cartesian coordinates.
In the light of the information above, the basic building block of the steering system is a combination of a power supplier and a dipole magnet, the input of which is voltage (V) and output is relative beam position (%). This system is depicted in the block diagram in Figure 4.6 below.

Figure 4.5: Physical model of BSCU showing cascaded steering SISO loops: Steerer2 takes reference from output of Steerer1

Figure 4.6: Block diagram showing the definition of the steering system’s basic building block
4.3 System Identification

4.3.1 Input/Output Ranges

The controlled output voltage is in the range of $\pm 5V$ [32], which is mapped to a range of $\pm 12.45\%$ in relative beam position.

4.3.2 Sensors

The sensors used for the measurement of the beam position are Multiwire Ionization Chambers (MWIC) [15] and Beam Position Monitors; see Section 3.3. The MWIC sensor works on the principle of ionization of gases by charged particles, thus inducing current in equally spaced wires placed in the gas chamber. The output current of these sensors is low and has to be amplified, and filtered to get rid of measurement noise.

4.3.3 Modeling from Physics Principles

A simplified model of the basic building block can be represented by a series resistor-inductor (RL) circuit as shown in Figure 4.7. Since the relationship between current and magnetic field is proportional as given by the equation (4.3-1) [56], the model for the system is a first order model with no dead-time. This is shown in the short derivation of the form of the model.

$$I[Amps] = \frac{1}{0.4\pi} B_\perp [G/cm]$$

$$= \alpha B_\perp [G]$$ (4.3-1)
where,
\[
\alpha = \frac{1}{0.4\pi} G[G\text{cm}]
\]

and the current \( I \) is proportional to the required normal magnetic field \( B_\perp \), and the magnet pole gap \( G \).

Figure 4.7: A simplified model of the of the steering system basic building block with series resistor \( R \) and inductor \( L \). The output is represented as coil current \( i \) which will be replaced by scaled magnetic field \( \alpha B_\perp \) in the derivations due to their proportional relationship.

The transfer characteristics of the circuit above is of the form,

\[
\frac{I(s)}{V_{in}(s)} = \frac{1}{\frac{1}{R}Ls + 1}
\]

replacing the current \( I(s) \) by a constant multiple of the normal magnetic field \( \alpha B_\perp \) yields,

\[
\frac{B_\perp(s)}{V_{in}(s)} = \frac{\alpha}{\frac{1}{R}Ls + 1}
\]

4.3.4 Step Perturbation

In experiments conducted in [50, 51], step tests were used to come up with a model for the steering system. The plot shown in Figure 4.9 is a sample outcome of the first set experiments to establish the time constant. The PSU and dipole magnet are shown in Figure 4.8. Below is the derived model of the steering system basic building block.
4.3. SYSTEM IDENTIFICATION

\[ G(s) = \frac{2.49\%/V}{2.6s + 1} \]  \hspace{1cm} (4.3-1)

digitized to be,

\[ G(z) = \frac{0.009559\%/V}{z - 0.9962} \]  \hspace{1cm} (4.3-2)

at a sampling interval of 0.01 seconds.

The sampling rate is chosen to be \( \simeq 10 \) times faster than the targeted \( \simeq \times 5 \) to 10 closed loop speed up. This means that a sampling interval of 0.025 is a reasonable choice, so 0.01 seconds is used. However, for PI control 0.005 seconds is used.
4.3. SYSTEM IDENTIFICATION

(a) Bipolar Power Supply

(b) Dipole Steering Magnet

Figure 4.8: Pictures of the bipolar power supply and dipole magnet used at iThemba LABS
4.3. SYSTEM IDENTIFICATION

Figure 4.9: Step response of the steering system’s basic block with magnetic field measured. This is obtained from an oscilloscope with the vertical axis as voltage (Volts for the power supply output (blue), and mV for the gaussmeter output (yellow)) and time in seconds on the horizontal axis. This is used to determine the time constants of the block. Modeling from Physics suggests that there is no deadtime so the step input is not plotted here.

The steering system building block is a first order system, with a time constant of 2.6 seconds and a DC gain of 2.49%/V. There were a number of models resulting from the experiments but the one above was chosen as it is the one which is more difficult to control [2]. The time constants for other different magnets and power supply is not expected to be considerably different from that of the set that were used for System Identification. However the DC gain of this model is dependent on the distance between the steering dipole magnet and the beam position sensor increasing with increasing distance. Depending on the robustness of the closed loop to changes in these two parameters, they may be controllable by the same controller, or a different controller may need to be tuned for each steering set [9].
4.4 Stability and Relative Stability

The two models given in the previous subsection can be seen to be stable as one has a pole at $s = -0.38$ and the other at $z = 0.9623$. The second model also shows that it does not have any ringing.

The bode plots shown in Figure 4.11 and 4.10 show the relative stability margins of the continuous and discrete time models respectively. It should be noted that accuracy of the discrete time model and its stability depend on the sampling interval used to convert it from the continuous time model. As the sampling interval approaches zero the model becomes more accurate, but the bandwidth requirements also increase. Otherwise increasing the gain of the model at the same sampling interval results in ringing and ultimately instability. This is illustrated by the root locus plot of the discrete time model given in Figure 4.12.
4.4. STABILITY AND RELATIVE STABILITY

Figure 4.10: Bode plot of the discrete model of the steering system basic block, showing Gain and Phase margins $G_m$ and $P_m$ respectively at the top of the plot.
4.4. STABILITY AND RELATIVE STABILITY

Figure 4.11: Bode plots of the continuous time model of the steering system basic block, showing Gain and Phase margins Gm and Pm respectively at the top of the plot.

The cascaded (lower triangular) steering control system for one steering direction is however not diagonally dominant as shown in the Direct Nyquist array with Gershgorin circles in Figure 4.13. The Gershgorin circles encircle the origin of the diagonal element, showing a strong contribution by the off-diagonal transfer function [12, 35]. It should be noted however that the transfer functions used are approximates. These approximates are arrived at by the fact that, the distance between each dipole magnet and its corresponding sensor are approximately the same, and the distance from the first set of dipole magnets to the last sensor is about twice the distances mentioned earlier for the individual pairs, see 4.5. Therefore, while all the time constants are approximately the same, the gain of the off-diagonal transfer function is about twice that of the diagonal terms, and this is easily shown geometrically. The approximated transfer function matrix is,
Figure 4.12: Root locus of the discrete time model showing a ringing pole due to low sampling rate compared to closed loop bandwidth or root-locus gain. This is shown by the pole drifting into the left half of the z-plane.

\[ G_{tr} = \begin{bmatrix} g_{11} & 0 \\ g_{21} & g_{22} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ \frac{2.49}{2.6s+1} & \frac{2.49}{2.6s+1} \end{bmatrix} \] \hspace{1cm} (4.4-1)
4.4. STABILITY AND RELATIVE STABILITY

Figure 4.13: Direct Nyquist Array and Gershgorin Circles showing elimination of $g_{12}$. However Row Dominance still fails due to $g_{21}$, as shown by Gershgorin circles encircling the origin of the Nyquist plot. This is the case with Column dominance which is not shown here.

The condition shown in Figure 4.13 shows that something has to be done to improve the diagonal dominance of the cascaded steering control system.

It can be concluded that the full steering system and lower triangular structures are stable. This is seen because the $x$ and $y$ steering subsystem have only two poles each at $s = -0.38$. This is illustrated in the block diagram in Figure 4.14 [12].
Figure 4.14: This figure shows the system block diagram of the steering system in one steering direction in (a) and how it is rearranged to extract the poles of the MIMO system in (b).
Chapter 5

Proton Beam Steering Control
Synthesis and Design

5.1 Introduction

As it has been mentioned in the preceding chapter, the entire proton beam steering control system can be treated as a combination of four decoupled SISO steering tasks represented by the steering system building block. The four SISO control tasks are for the $X$ and $Y$ steering of the first set of steering magnets ($Steerer1$) and the $X$ and $Y$ of the second steering magnet set ($Steerer2$). The transfer functions of the control system are of the same form, and control design continues for one model and is implemented as is, for other models or customized to control the slightly different model. It should be noted that the models can only differ considerably in their DC gains.
5.2 Unconstrained Proportional + Integral Control

Proportional-only control can not eliminate steady state error in the control loop, therefore, a single integrator is added to ensure zero steady state error, and make the controller a PI type. The PI controller is tuned by Affine parameterization as follows [22].

5.2.1 PI Tuning

First the steering system model is inverted to give,

\[ G^{-1} = \frac{2.6s + 1}{2.49} \]  \hspace{1cm} (5.2-1)

it is then multiplied by a function \( F \) to make it proper, and called \( Q \). It turns out that the selected \( F \) should be the desired closed loop transfer function hence,

\[ Q = F * G^{-1} = \frac{2.6s + 1}{2.49} \times \frac{1}{0.025s + 1} \]  \hspace{1cm} (5.2-2)

This \( Q \) is then substituted in the inversion equation for the closed loop, to yield the PI controller \( C \),

\[ C = \frac{Q}{1 - GQ} \] \hspace{1cm} (5.2-3)

\[ C = \frac{41.77(2.6s + 1)}{2.6s} \] \hspace{1cm} (5.2-4)

A non-dominant pole at \( s = -24.44 \) is then added to this controller in order to prevent direct feedthrough of the controller input to the control action [26].

The equation for the PI controller used is given below.

\[ C = \frac{41.77(2.6s + 1)}{2.6s(s + 24.44)} \]  \hspace{1cm} (5.2-5)
5.2. UNCONSTRAINED PROPORTIONAL + INTEGRAL CONTROL

5.2.2 Internal Stability Check

The requirement of internal stability is met when all the transfer functions within the closed loop are stable. In the case of the full structure of the steering system in one direction, there are six transfer functions occurring within the closed loops. They are; the sensitivity of the first loop $S_1$, its noise transfer function $R_1$ and its complimentary sensitivity $T_1$ and the same goes for the second loop $S_2, R_2, T_2$.

An alternative way for checking internal stability for Affine tuned controllers is to check if $Q$ is stable and proper. If the condition is met then the closed loop is internally stable [22]. For the steering system the condition is met as seen in (5.2-2).

The plot in Figure 5.1 below shows the closed loop response of the steering system with PI control and unlimited control action. It can be seen that the output tracks the set-point asymptotically. Furthermore, the closed loop is sufficiently fast. A simulation with the digitized PI controller shows similar results at a sampling interval of 0.005 seconds. The results show a 100% settling time of 0.25 seconds.

![Graph showing continuous time closed loop step response of steering control system's basic block under unconstrained PI control. The output settles in 0.25s (100%)](image)

Figure 5.1: Continuous time closed loop step response of steering control system’s basic block under unconstrained PI control. The output settles in 0.25s (100%)
5.3 Unconstrained Model Predictive Control

An unconstrained controller for the steering system is synthesized in MATLAB. The controller in (5.3-1) below is the output of the synthesis at 0.01 second sampling intervals.

\[
unconstrained_{mpcController} = \frac{-0.0935z^3 + 0.09322z^2 + 4.835 \times 10^{-18}z + 4.833 \times 10^{-18}}{z^3 - 2.46z^2 + 2.07z - 0.507}
\]  

(5.3-1)

Simulations results of the controller are given in Figures 5.2 and 5.3 below are the simulations for unit step and step of 12% relative beam position.

![Graph](image)

Figure 5.2: Unit step response of steering system’s basic block under unconstrained MPC. The response settles in 0.25s (100%)
Figure 5.3: The plot shows that, Model Predictive Control of the unconstrained steering system gives a 100% settling time of 0.26s

The responses above show satisfactory speed of 0.025 seconds and zero steady state error.

5.4 Power Supply (Actuator) Saturation

Imposing power supply saturation on the closed loops gives rise to the windup problem. This is experienced both in PI control and unconstrained MPC as shown in the plots in Figure 5.4.
5.4. POWER SUPPLY (ACTUATOR) SATURATION

Figure 5.4: Windup problem in PI control of steering system basic block and unconstrained MPC. Overshoot is seen at the output of the closed loop under these two control methods. Anti-windup techniques will be investigated to deal with this behavior.
5.5 Disturbance Sensitivity Analysis

The response of the closed loop to unexpected disturbances that occur at low frequencies is investigated in this section by simulation to make sure the MPC, rearranged PI and EG controllers designed handle disturbances in an acceptable manner.

5.5.1 PI Control:

Analysis of the PI controller shows that the output disturbance sensitivity of the closed loop is given by,

\[
\frac{0.025s}{0.025s + 1}
\]

which rapidly approaches zero as frequency decreases. This is a good disturbance rejection behavior. The plot showing the disturbance response for a step output disturbance of 12% is given in Figure 5.5.

![Response disturbance of 12%](image)

Figure 5.5: The figure shows the PI response to a 12% step output disturbance. The effects of disturbances on the output response die off completely in 0.25s
5.5.2 Model Predictive Control:

Simulations performed with the synthesized MPC controller are done in the presence of disturbances and the plot shown in Figure 5.6 shows the response for step output disturbances of magnitude 12%.

![MPC response plot](image)

Figure 5.6: MPC response with output disturbance is shown in the plot and the response due to disturbances dies off in 1.8s

5.6 Analysis of Sensitivity to Parameter Changes

Due to the inaccuracies in the plant model, the closed loop can go unstable due to changes in either the DC gain or the time constant of the plant. The discussion in this section is dedicated to the analysis of the closed loop sensitivity to plant parameter changes.
5.6. ANALYSIS OF SENSITIVITY TO PARAMETER CHANGES

5.6.1 DC Gain Variation

PI control

The variation in the DC gain of the plant causes a change in output operating range of the steering system. Apart from the shrinking or expanding of the output operating region, the closed loop becomes fast or slow with decreasing or increasing DC gain respectively. Moreover, these changes have a direct impact on the closed loop bandwidth.

For changes that speed-up the closed loop, the sampling rate has to be large enough to avoid instability in the discrete implementation. The treatment below illustrates the effect of the DC gain variation on closed loop poles.

The operating point closed loop pole is at \( s_p = -40.002 \) and the operating point DC gain is \( G_{DC} = 2.49 \).

Taking the partial derivative of the closed loop characteristic equation \( \Phi_{cl} \) with respect to the DC gain \( G_{dc} \) gives:

\[
\frac{\partial \Phi_{cl}}{\partial G_{dc}} = \frac{\partial}{\partial G_{dc}} (2.6s + 41.77G_{dc}) = 2.6 \frac{\partial s}{\partial G_{dc}} + 41.77 = 0
\]

\[
\Rightarrow \frac{\partial s}{\partial G_{dc}} = -\frac{41.77}{2.6} = -16.065
\]

\[
\therefore \pm \text{unit change in } G_{dc} \Rightarrow \text{pole change of } \pm 16.065
\]

Thus allowing a variation of the DC gain by \( \pm 1 \) unit will result in new pole positions at \( s = -56.067 \) or \( s = -23.937 \) respectively. It can be seen here that for a negative change in the DC gain of more than 2.49 units, the closed loop will become unstable. Otherwise, only the speed of the closed loop is affected.

MPC

Simulations performed using the synthesized MPC controller with plant models with
5.6. ANALYSIS OF SENSITIVITY TO PARAMETER CHANGES

different DC gains shows that the closed loop speed is the one that is affected by the
parameter change as shown by the plot in Figure 5.7 below. It should be noted that a
gain below zero gives rise to instability. The arguments given for Anti-Windup also apply
here.

Figure 5.7: Variation of DC gain in plant model on MPC closed loop shows a change in
closed loop speed. This behavior is acceptable and has no dangerous effects
5.6. ANALYSIS OF SENSITIVITY TO PARAMETER CHANGES

5.6.2 Time Constant Variation

The change in the time constant also has an impact on the closed loop speed. This effect propagates to impact the sampling rate. Moreover, severe changes may cause overshoots and instability. The time constant of the steering system is not expected to change much as it is dominated by the power supply response as obtained experimentally [50]. This is the case both in PI and Model Predictive Control. The plots in Figure 5.8 show the effect of varying the plant time constant on MPC. Similar results are obtained for PI control, except the response under PI controller does not develop overshots with changes in the time-constant. It is noted however, that the time constant can not be zero or below.

Figure 5.8: MPC closed loop response with variations in plant time constant shows change in closed loop speed and possible overshoots. This behavior is not good since it makes the proton beam bounce on the walls of the containment, and produce unwanted energy modes
Chapter 6

Proton Beam Steering Windup Simulations

6.1 Introduction

The PI, and MPC controllers designed in the previous chapter are used here with anti-windup modification in order to observe the input constraints. These modified controllers are simulated in MATLAB to compare their performance.

6.2 Anti-Windup Investigation

6.2.1 Simulations

Different control design approaches can be used to come up with the controller to tune the closed loop. In this section the continuous time PI controller was chosen for simulation purposes because it offered relatively equivalent performance to the discrete time pole
6.2. ANTI-WINDUP INVESTIGATION

PI control design Continuous time analysis of the plant is done and it is seen that the gain margin of the plant is infinity and the phase margin is $113.7^\circ$. For the control of this system Proportional-only control is dismissed due to the fact that, it requires a very high gain to overcome steady state error [53] which in turn requires a high sampling rates.

A Proportional plus Integral (PI) controller is used to ensure asymptotic set-point tracking. The Proportional gain for the controller is tuned to be 41.77 (see Chapter 5), which requires a sampling frequency about 200Hz according to the Nyquist sampling law [36]. The controller and the plant are then converted to their discrete time equivalent models at the same sampling rate (0.005s as stated earlier) and applied in a unity feedback configuration. The PI controller is given in Equation (6.2-1). The Simulink model used to simulate the closed loop under PI control uses the configurations of PI shown in Figure A.1 in the Appendix for windup and anti-windup behavior.

$$PI = \frac{41.77(2.6s + 1)}{2.6s(s + 24.44)}$$ (6.2-1)

The discrete form of this controller is obtained by directly digitizing the components of its rearrangement in the block diagram. It is worth noting that the non dominant pole $s = -24.44$ is eliminated to make the controller inverse proper.
6.2. ANTI-WINDUP INVESTIGATION

The plot in Figure 6.1, below shows the step response of the steering system with wind-up behavior. Overshoot behavior is evident on the system output and if this is the output of Steerer1, this overshoot will go through as the reference to Steerer2 causing undesired behavior.

![Figure 6.1: Step response of basic block with windup: the output shows an overshoot](image)

The configuration in the Simulink block diagram in Figure A.2 in the Appendix is used to simulate the response of the system again.
The results shown in Figure 6.2 below show that the anti-windup problem has been solved, and the system no longer has overshoots. With this configuration the closed loop can be made sufficiently fast without any windup problem.

![Unit pulse response of reconfigured PI controller](image1)

(a) Unit pulse input response

![Reconfiguration response](image2)

(b) 12% step pulse response

Figure 6.2: Closed loop response with a controller reconfigured for anti-windup with unit pulse input and maximum allowed pulse input of 12%

It is noted from simulation that closed loop 100% settling time of about 0.25 seconds is achievable for small non-saturating inputs. However, with larger input steps, the response deteriorates to settling times around 8.75 seconds.
6.3 Model Predictive Control Investigation

6.3.1 Simulations

The simulations performed in this section were done using MATLAB. The steering system plant model was used to synthesize an MPC controller that will handle the input constraints as well as ensuring setpoint tracking. The controller given in equation (6.3-1) below was extracted at 0.01s sampling rate.

\[
mpcController = \frac{-0.41z^3 + 0.4088z^2 + 6.651e-017z + 8.356e-019}{z^3 - 1.762z^2 + 0.8373z - 0.07486} \quad (6.3-1)
\]

This controller is simulated on the steering system to give the response given in the plots in Figure 6.3 below.
Figure 6.3: MPC control of the steering system’s basic block with constraints enforced: the output has no overshoot.

The simulation results above show similar results to those obtained by the anti-windup method in both speed of response and remedy to the hang-up problem caused by the input constraints. However the resulting MPC controller is more complex than the PI controller.
6.4 Error Governor Investigation

Problem formulation: The controller used for this simulation is given by the state-space model,

\[
\dot{x}(t) = \begin{bmatrix} 0 & 19.85 \\ 0 & -24.44 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 10.83 \end{bmatrix} u(t) \tag{6.4-1}
\]

\[
y = \begin{bmatrix} 0.2099 & 10.83 \end{bmatrix} x(t) \tag{6.4-2}
\]

and is naturally stable with \( \lambda_1(A) = 0 \) having a distinct eigenvector and \( \lambda_2(A) = -24.44 \).

\[
g(x(t)) = \| c^T e^{At} x_0(t) \|_\infty \tag{6.4-3}
\]

and the constraint set \( \chi \) is,

\[
\chi = \{ x(t) \in \mathbb{R}^2 | -0.4617 < x_2(t) < 0.4617; x_1(t) = 0; g(x(t)) \leq |5| \} \tag{6.4-4}
\]

A slight mathematical approach difference was used to get the state vector from the controller output using Moore-Penrose pseudo-inversion [23] as:

\[
x = C^\# y = [C^T C]^{-1} C^T y \tag{6.4-5}
\]
6.4. ERROR GOVERNOR INVESTIGATION

6.4.1 Simulations

The EG simulations are done with the steering system model and the obtained results are published in Figure 6.4 below.

![Graph showing EG small input response](image1)

(a) non-saturating input response

![Graph showing EG response](image2)

(b) saturating input response

Figure 6.4: Closed loop response of steering system’s basic block with EG anti-windup compensator shows good results: the output does not overshoot
6.5. CASCADED STEERING SYSTEM IN ONE STEERING DIRECTION

The results obtained in Figure 6.4 are similar to the previously obtained results from the other two approaches for large inputs, and they deteriorate for small inputs.

The block diagram given in Figure A.3 in the Appendix was used for these simulations. The MATLAB function used to implement the EG logic is given in Appendix A.1.

6.5  Cascaded Steering System in One Steering Direction

In order to test the designed steering control system for both centering of the beam and keeping it parallel to the beamline, a cascaded form of the control system in 1-dimension is used. From the simulation of this system the centering ability of the system is determined from the ability of the cascaded steering outputs to follow the set reference value. The parallelism of the beam is achieved whenever the outputs of the cascaded steering stages are the same.

6.5.1  PI Control and Reconfiguration

A SIMULINK model used for simulating this cascaded behavior is shown in Figure A.5 in the Appendix. It is worth noting the presence of the coupling from the control input of the first steering stage to the output of the second steering stage.
6.5. CASCADED STEERING SYSTEM IN ONE STEERING DIRECTION

A first analysis of the cascaded model aims at diagonalizing the transfer function matrix (4.2-3) of the cascaded steering system. This is done by eliminating the off-diagonal term as follows [12, 35].

\[
G_t \ast K = \begin{bmatrix} g_{11} & 0 \\ g_{21} & g_{22} \end{bmatrix} \begin{bmatrix} 1 & 0 \\ k_{21} & 1 \end{bmatrix} = \begin{bmatrix} g_{11} & 0 \\ g_{21} + g_{22}k_{21} & g_{22} \end{bmatrix}
\]

Eliminating the off-diagonal therefore means that,

\[
g_{21} + g_{22}k_{21} = 0 \tag{6.5-2}
\]

\[
\therefore k_{21} = \frac{-g_{21}}{g_{22}} \tag{6.5-3}
\]

However, the results obtained from this simulation are very bad as shown in the plot in Figure 6.5.
Figure 6.5: Application of diagonalization and the designed PI controller gives undesirable response for the cascaded steering system in one steering direction.

Simulations are then done without the diagonalization and the results obtained from the SISO control of the individual steering stages are shown in Figure 6.6. These results show accurate centering and parallelism of the beam. It should be noted that the broad type of plot used for the output of Steerer2 is to discriminate the response of the second steering stage, and not because the output in question is noisy.
6.5. CASCADED STEERING SYSTEM IN ONE STEERING DIRECTION

Figure 6.6: Response of SISO control of cascaded Steering system without diagonalization. This gives good results, in the sense that both beam centeredness and parallelism are achieved. Note that the markers of Steerer2 are overlaid on the curve for Steerer1.

6.5.2 PI Control with EG Anti-Windup compensator

Simulations done with the EG anti-windup compensator showed similar results with those observed when using the reconfiguration of the PI controller. These results are published in the plots in Figure 6.7.
6.5.3 Model Predictive Control

Simulations done with MPC showed poor results both with diagonalization and without diagonalization. This is shown in the loss of beam parallelism during the transient response of the system, when the system is not diagonalized. This problem becomes worse for small reference changes. Furthermore, the response of the system fails to give zero steady state error and hence parallelism when diagonalization is used for large reference inputs. However, these conditions are satisfied at steady state, when the reference is small but not during the transient response. The plots in Figure 6.8 show the simulation results obtained with MPC.
6.5. CASCADED STEERING SYSTEM IN ONE STEERING DIRECTION

(a) Response of the lower triangular cascaded steering system for one steering direction. This shows good parallelism as shown by similar beam position as measured by both beam position sensors, and good beam positioning showed by the outputs of the steerers following the reference asymptotically.

(b) The response shows the response of the diagonalized cascaded steering system in one steering direction. It has undesired response.

Figure 6.7: Response of the Steering system with and without diagonalization in one steering direction. The results are good for a lower-triangular structure in (a). However, they become bad when the structure is diagonalized, showing steady state error.
6.5. CASCADED STEERING SYSTEM IN ONE STEERING DIRECTION

Figure 6.8: Response plots of cascaded steering system response under MPC in one steering direction. The results are undesirable; showing errors in beam parallelism during transient state (outputs do not coincide), steady state error and overshoots are observed on the output of Steerer 2.
Chapter 7

Control Implementation

7.1 Implementation Platform

The choice of implementation technology for control systems is dictated by several factors, some of which are: performance requirements, physical space availability, budgetary limitations and even skills availability. However, the budget is the one that dictates most decisions made on the choice of implementation technology [33]

Nowadays, personal computers offer high speeds and are available at low costs. That therefore makes them the best choice of implementing reliable inexpensive control systems, which are able to support hardware and software products from a large number of vendors [46], [30].

Furthermore, the implementation of controllers on computers allows updating of the controller software without having to suspend the operation of industrial plants if the software is designed using good practices.
7.2 Operating System Choice

Many of the large experimental physics systems are mission-critical in nature and often require real-time control. The choice of operating systems to be used on the computers implementing the control system is thus influenced by real-time requirements. Apart from real-time operation, the choice of operating system is also influenced by financial aspects, in which case free open source operating systems are favorable. Other factors that are determined by the control system architecture, such as middleware in distributed systems, also play a role in the choice of operating systems. It would also be considered that the UNIX/LINUX family of operating systems are open source. This allows the recompiling of their kernel to remove the unnecessary modules, and in doing so reduce initialization times and load on the processor. A survey of a number of operating systems’ operation in realtime control was conducted in [19] for the implementation of control systems and real-time operation. Based on the metrics mentioned here, RTLinux seems to have all the benefits discussed and is hence the operating system of choice.

7.3 Programming Languages

The choice of programming language depends on a number of factors that are determined by the standards of a company, the type of application to be developed, and the processing speed required. For control applications, it is often necessary to deliver real-time operation. This therefore, requires a programming language that can perform algorithms and mathematical computations fast. Furthermore, some of the software modules are implemented to control the hardware for measurements and control purposes. Due to these requirements and others, C is the de facto language for the task [14]. GNU tools and other third party tools used with the C language can ensure good and safe programming that conforms to standards, and can therefore be regarded as the right choice for linux platforms.
7.4. REAL-TIME SYSTEMS AND PROGRAMMING

However, some of the control software components are for non-critical aspects of control (an example being display modules). For these components flexibility is allowed and languages like Visual Basic, QT3 and others can be used depending on the platform for which those modules are intended [19].

7.4 Real-Time Systems and Programming

Real-time systems can be grouped into two categories, These are the hard real-time systems, in which failure of an event to occur at a specific time may have serious consequences and hence the system has to be stopped for safety or other reasons. On the other hand, soft real-time systems can afford to miss deadlines without causing damage or danger within the system. Therefore, in this case the system can continue running. However the samples of data, that were to be used in the missed deadline have to be discarded and not passed onto the next stage [24].

7.5 Software Implementation of Control

Like most other software developed for industrial applications, it is desirable for the software to be written in accepted and easy to understand styles, and be well documented to assist understanding for software developers that may work on it at later stages.

Furthermore, due to the distributed nature of experimental physics control systems, the architecture employed for the software is of major importance. The software should be architected into components that achieve sub-tasks of the control of problem and can be implemented on different computing nodes. Moreover, the components should be designed to be reusable through the object oriented programming paradigm [1]. Well defined interfaces should be defined to handle requests of service from other components.
of the system, such as user interfaces and data management systems.

While the main aim of control systems is to implement mathematical algorithms that achieve the control of industrial plants, and much effort should focus on designing optimal algorithms, and the objects and modules and components that achieve the control task, it is also required that well defined interfaces and objects are defined to cater for other components of the control software. Groups of software objects were suggested in [37] that apply to a large number of industrial control systems, and these are listed below.

1. Graphical User Interface Objects.
2. System Data Display Objects.
3. Data Acquisition (DAQ) Objects.
5. Control Algorithm Implementation Objects.

In addition to the above software objects, some control systems have safety and security issues like interlocks. There need to be objects that check and ensure the safety requirements of the control systems. Moreover, it is time saving to design object oriented software for control purposes, to enable re-use and ease of modifying the software implementation [7].

7.6 Steering System Software

The software modules are implemented by heavy use of objects using the CCLASS methodology [25]. There is no direct access to the functionality and data of this module, and use is made of well defined interface functions.
7.6. STEERING SYSTEM SOFTWARE

7.6.1 Modularization

1. Control Module
   This module implements the control algorithm for controlling the individual dipole magnets. It is intended for implementing the most suitable control algorithm for the steering task, however other algorithms are also implemented to provide choice.

2. DAQ Module
   This module implements the input-output functions to the fieldbus used for control and reading the sensors for control purposes. It provides an interface to external programs through which they can create and use DAQ objects.

3. Safety Module
   This module implements the interlock \(\text{Permissive contacts}\) checking and manipulating functionality of the steering system for safety and fail safety behavior in the beam steering system.

7.6.2 Execution of the Control Tasks

The flow chart in Figure 7.1 shows the flow of operation tasks in the steering system. It should be noted that lines with the same colour represent a single thread of execution.
7.6. STEERING SYSTEM SOFTWARE

Under automatic control the control task follows the normal cycle of scanning the inputs (reference and sensors), then applying the control law, and finally writing the control action to the actuators (PSU). However in manual mode, the software just reads the inputs from the operator and writes them as they are to the PSU.
7.6. STEERING SYSTEM SOFTWARE
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Figure 7.1: Flow of tasks for control
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Experimental Results

Experimental testing of the control system is not performed due to the unavailability of proper infrastructure. The Second Beamline project, to which the Proton Beam Steering Control System belongs has been stopped for administrative reasons. However some parts of the project were requested to continue to the point of experimental testing which will only be done once the proper infrastructure is in place. The work on the Proton Beam Steering System is therefore done up to the point where it awaits experimental testing.

The currently available Proton Therapy infrastructure can not be used for experimentation due to a architectural differences between it and the envisaged second beamline Beam Steering Control System. These differences are discussed in the sections that follow.

8.1 Objectives of the Control System

On the current Proton Beam facility the beam steering done is aimed at keeping the beam centered relative to a measurement sensor (MWIC) placed in the beamline. This is different from the goal of the work done in this thesis. The aim of the Control System
8.2. CONTROL DIMENSIONALITY

developed here is to keep the proton beam centered relative to the beamline axis, and to keep the beam parallel to the central axis.

8.2 Control Dimensionality

The above mentioned difference in objectives result in different dimensionality and structures of control. This is due to the fact that the goal of the steering system in the Proton therapy facility currently in-place is achieved using one pair of steering dipole magnets and a single beam position sensor, while the objectives of the work in this thesis require two pairs of steering dipole magnets and two beam position sensors. This control task is two-dimensional and this introduces certain MIMO aspects like coupling, results of which can not be demonstrated on the control infrastructure in-place.

8.3 Communications

The communication fieldbus chosen for control tasks in the Second Beamline project is the RS485 differential bus, whose delays are smaller than reasonable control sampling times. On the other hand, on the current infrastructure, control has to be done over Ethernet which has quite significant non-deterministic delays and the risk of communication breakdown. This introduces output delays which are seen as deadtimes in the plant model and these call for a completely different control architecture from that which is used for the Second Beamline Beam Steering Control System.

Given the above challenges, it was decided that experimental tests not be done on the current infrastructure as it provides insufficient sensors and actuators, and can not test the full capabilities of the control system developed in this work. Furthermore, the different communication system transforms the control problem into a different one (with
8.3. COMMUNICATIONS

deadtimes) which calls for architectures like the Smith Predictor control, and hence the results of one problems can not be used to directly evaluate the performance of the other.
Chapter 9

Results and Discussion

9.1 Steering System Decomposition

9.1.1 System Structure

The complete steering system is a $4 \times 4$ block-diagonal system which can be decomposed into two $2 \times 2$ subsystems. These subsystems represent steering in the $x$ and $y$ directions. Furthermore, within each subsystem, the individual steering stages are cascaded in a manner in which the output of the first steering stage is the reference to the second stage. Moreover, the control input of the first stage is coupled onto the output of the first stage. This gives rise to a cascaded $2 \times 2$ MIMO system with a lower triangular structure as shown by (4.2-3). The triangular structures are controlled by Proportional Integral control and MPC. This is done without decoupling the remaining off-diagonal transfer function for reasons discussed in the next subsection.
9.2. STEERING CONTROLLER

9.1.2 Diagonalization

This system is mathematically diagonalizable by matrix manipulations as done in (6.5-1). The resulting structure should be controllable by two separate SISO controllers [12, 35]. However, the designed controllers for the diagonal transfer functions representing Steerer1 and Steerer2 yield undesirable results when put in cascade to control the diagonalized steering system. The results published are shown in Figure 6.5 for the re-configured PI controller, and Figure 6.7(b) for EG control. MPC also showed undesirable results. However, for MPC there seems to be several causes of bad results, since the results are bad even for the undiagonalized case, and an error in beam parallelism is observed in Figure 6.8.

9.2 Steering Controller

As a result of the diagonalization and the generic type of model governing the building blocks of the steering system, a PI controller (re-configured and with EG compensator) is found to offer the required performance. It gives the required closed loop speed-up, which can be tuned to give any required speed-up factor, ensures asymptotic set-point tracking through its integrating pole and the necessary disturbance rejection as demonstrated in plots shown in Figures 6.2 and 6.4. The PI controller used in both EG and re-configuration is tuned by the Affine parameterization method and the closed loop is tested for internal stability, which is the main concern in tuning methods that use pole-zero cancellation [22]. A non-dominant pole is added to the PI controller to adapt it for implementation with the EG compensator. The PI controller is given in (6.2-1). The model predictive controller also showed good response and asymptotic set-point tracking. The simulation results of this controller are given in Figure 6.3.
9.2.1 Performance of Controllers

All the controllers were tuned to give a 0.25 seconds (100%) settling time. The reason for tuning the controllers the same is to be able to compare them on common grounds. The disturbance rejections of all the controllers are shown on the plots in Figures 9.1, 9.2 and 9.3.

Figure 9.1: Unit step disturbance rejection of the reconfigured PI controller. The results shown on the plots show a good system response. This is because the system is able to recover from step disturbances within a reasonable time.
9.2. STEERING CONTROLLER

Figure 9.2: Unit disturbance rejection of PI controller with EG compensator. The results shown on the plots are good and comparable to those of a reconfigured PI controller. The system is able to recover from step disturbances within a reasonable time.
9.2. STEERING CONTROLLER

Figure 9.3: Unit disturbance rejection of the MPC. The results shown on the plots are good.
The tables below show the comparative times taken for the response of the steering system to settle (100%) back to its steady state value after occurrence of either an input or output unit step disturbance. The results are taken from the plots of the responses of the steering system under each one of the three control methods.

<table>
<thead>
<tr>
<th>Disturbance injection point</th>
<th>PI re-configuration</th>
<th>EG Control</th>
<th>MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>0.32s</td>
<td>1.49s</td>
<td>3s</td>
</tr>
<tr>
<td>Input</td>
<td>10.24s</td>
<td>16.57s</td>
<td>11.4s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Disturbance injection point</th>
<th>PI re-configuration</th>
<th>EG Control</th>
<th>MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>0.04</td>
<td>0.18</td>
<td>1</td>
</tr>
<tr>
<td>Input</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

9.3 Windup Alleviation

All of the methods investigated are successful at alleviating windup problems in actuators. However, each one of them has its advantages and disadvantages, and the methods are compared in the subsections that follow.

9.3.1 Controller Reconfiguration

This control scheme and anti-windup method showed superior results to the other two control methods.

Moreover, the control scheme is quite intuitive, and would not involve extra degrees of freedom in the controller, which would require explicit optimization to deal with windup problems. As a result of its simplicity, its computational needs are minimal compared to the other two methods. However, like all other methods this approach suffered poor
performance when the steering system structure was diagonalized forcing the control of
the structure as a lower-triangular one. Possible reasons for this behavior are given in
section 9.5. Simulation results of the cascaded steering system control are given in Figure
6.5 and Figure 6.6.

9.3.2 Error Governor Control

This approach employed the PI controller used for the previously discussed method.
However, instead of rearranging the controller, a nonlinear anti-windup compensator was
added to prevent actuator saturation. This method showed comparable results to the
previous method, with a slightly poorer performance for small inputs. However, the
source of that could be numerical inaccuracies. The EG method is more involved than
the rearrangement of the controller and hence more susceptible to mistakes and numerical
inaccuracies. Furthermore, this method involves optimization and its performance can
be limited by the high computational needs of optimizers.

The simulation results of this control scheme are published in Figure 6.7. They show
satisfactory control of the cascaded lower triangular structure of the steering system.
However, the control of the diagonalized structure also fails as with the rearranged PI
controllers.

9.3.3 Model Predictive Control

MPC generally gave problems for the control of the cascaded steering structure, both
diagonalized and lower-triangular. However, this control method does eliminate windup
behavior on a single steering basic building block. Furthermore, this method is also
optimization based, and it is more computationally demanding. The results of this
approach are shown in Figure 6.8 for the cascaded steering structure, and Figure 6.3
9.4. BEAM CENTERING AND PARALLELISM PERFORMANCE

for the steering system basic building block.

The most important problem of MPC is the unavailability of methods to analyze its robust behavior, which may not be good for mission-critical applications.

9.3.4 Comparison and Summary

Based on the comparisons of the merits and demerits of the three control schemes investigated in earlier subsections, re-configured PI control is preferable over the two other approaches and MPC is not recommended unless further work is done to rectify its poor performance. This is also supported by the disturbance rejection data given in Tables 9.1 and 9.2. The EG method is good but it is more involved and computationally demanding than the PI re-configuration.

9.4 Beam Centering and Parallelism Performance

Simulations done with the three control methods give different performances both in keeping the beam centered and parallel to the beamline axis. These are compared in the subsections that follow.

9.4.1 Beam Centering

Beam centering in the context of the work done here requires that the proton beam be both parallel to the beamline axis, and pass through the center of one of the sensors. Or in simpler terms, the beam has to pass through the centers of both the beam position sensors.
From the data obtained through simulation of the steering system under the different control methods, it can be seen that this may be achieved with the rearranged PI control and EG control. This is shown on the plots in Figures 6.6 and 6.7(a) for the lower-triangular beam steering subsystems. The lower-triangular steering system response under MPC showed very poor transient response characterized by overshoots and parallelism errors. This control method is not recommended for the steering system unless more work is done on it. The plots of the performance of MPC are given in Figure 6.8. However, all control methods have good steady state response on centering the beam.

9.4.2 Beam Parallelism

The requirement for parallelism is that the two beam position sensors should read the same beam position values, regardless of whether the beam is centered on not. The values of the worst case errors in keeping the beam parallel, under the three control approaches are quoted below, as extracted from the responses quoted in the previous subsection. These are given in terms of the sensor reading difference, which is proportional to the angle of deviation of the beam from the parallel axis to the beamline.

- re-configured PI controller maximum error = 0.01%
- EG control maximum error = 0.06%
- MPC maximum error = 4%

These figures show that the re-configured controller performs better than the EG controller which in turn outperforms MPC.
9.5 Diagonalization and IMC

Due to the similarity of the characteristic equations of the three transfer functions of the beam steering control system, the controllers designed for the steering PSU-magnet pairs contain the generating function of the offdiagonal transfer function of the system [22]. This has the effect of canceling the effect of the coupling due to this transfer function, according to IMP. This works especially for the steering system due to the fact that the coupled output (interpreted as an output disturbance) occurs at the same time as a change in the set-point of Steerer2.

For the above reason, any attempt to diagonalize the transfer function matrix of the steering system results in a double effort and gives undesirable results at the output. Therefore because of the control structure, the steering system feedback diagonalization is not done.
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CONCLUSION

10.1 MIMO Structural Decomposition

The Proton Beam Steering Control System structure has a $4 \times 4$ block diagonal structure which can be decomposed and controlled as two $2 \times 2$ control tasks which handle beam steering in the $x$ and $y$ direction separately.

The configuration that was initially proposed for the beam steering system at iThemba LABS [54] (see Figure 2.3), results in a very complicated system. This is because of the position of the steering magnet set between the two beam position sensors which makes it difficult to establish if the beam is parallel to the beamline axis. An alternative configuration is proposed in Figure 4.1. On the new configuration, the $2 \times 2$ subsystems give fully coupled system structures of the form given in Equation (4.2-1).

These fully coupled structures require complex control techniques. However, by altering the physical configuration of the beam steering components such that the first beam position sensor is sufficiently close to the second set of steering magnets as in Figure 4.4, the dominance of the corresponding off-diagonal transfer function is sufficiently reduced
resulting in a lower-triangular structure of the form given in Equation (4.2-3). Based on how critical the control is, this system structure can be diagonalized or controlled as is by SISO controllers. IMC was simulated on the lower-triangular structure, and yields good results.

### 10.2 Beam Centering and Parallelism

In order to simplify the control task, a configuration is suggested as shown in Figure 4.5, in which the second steering stage (Steerer 2) takes the output of the first steering stage (Steerer 1) as a reference input. In this configuration, the first steering stage ensures that the beam is centered by following an external reference input, while the second steering stage ensures that the beam is parallel to the beamline at all times by following the output of the first stage. Simulations of this configuration show good performance in centering the beam and keeping it parallel to the beamline axis at all times under re-configured PI control and EG control.

### 10.3 Windup Remedy

The three investigated anti-windup schemes show an improvement in control in that they eliminate saturation in actuators leading to windup. However, as stated in [5], the closed loop has to be designed to be significantly fast, because the anti-windup schemes slow it down sufficiently. A comparison of the simulation results of the three methods shows that for SISO control, controller rearrangement is more preferable than EG control and MPC. This is due to its simplicity and low computational demands. However, when one is faced by a strictly MIMO control task, it may be preferable to resort to other two since the concern is not only on alleviating windup, but also to preserve the direction of the vector of control inputs.
10.4 Achieved Steering Performance

Simulation results of the rearranged PI controller and EG control show relatively good results on keeping the beam centered and parallel relative to the beamline axis. Numerical performance indicators are quoted in Subsection 9.2.1. MPC showed poor results in keeping the beam parallel to the beamline as shown in the plots in Figure 6.8.

10.5 Future Work

Future work is needed, to investigate formal approaches in analyzing the robust behavior of MPC controllers. This is especially important for the MPC using the IMC algorithm, as IMC is a technique based on pole/zero cancellations that most engineers do not like, due to the internal stability issue. This will increase the confidence of engineers to use this powerful control method on more critical control tasks.
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Appendix A

A.1 Error Governor M-file

function lambda = errorGov(y)

% This function computes the states of a LTI system from its output
% and C matrix. It assumes that D = 0 in y = Cx + Dx. It uses
% Moore-Penrose pseudo inversion to achieve that. The function then
% determines if the states are within the interior of the constraint
% set. It then selects a multiplier lambda(t) that will ensure no
% saturation, according to the algorithm proposed by Bemporad1988
% et al

C = [0.2099 10.83];
x = C\y %compute the states

%compute the interior of the constraint set X and determine if x is an
%element of that interior.
A.2. SIMULINK MODELS USED FOR SIMULATIONS

\begin{verbatim}
xlim = [0 0.4617];

cond = abs(x(2))<xlim(2);
if cond == 1
    lambda = 1;
else
    lambda = abs((24.44*0.4168)/(12*10.83+0.01)); \%prevent division by zero
end
\end{verbatim}

A.2 Simulink Models Used for Simulations
A.2. SIMULINK MODELS USED FOR SIMULATIONS

Figure A.1: PI controller rearrangement
Figure A.2: Closed loop Simulink model used to implement anti-windup. The rearranged controller in Figure A.1 is used.
A.2. SIMULINK MODELS USED FOR SIMULATIONS

Figure A.3: Controller Simulink model for EG simulation
Figure A.4: Closed loop Simulink model for EG simulation
Figure A.5: Simulink model of the cascaded one direction Steering system: Steerer2 reference is the output of Steerer1, and the input of Steerer1 is coupled onto the output of Steerer2 through $g_{21}$. A means of decoupling the output of Steerer2 is provided as $u_{21}$. 
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