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SYNOPSIS OF THE WORK

My research career began at Rhodes University in 1975 when, for my BSc (Honours) degree in Applied Mathematics and Physics, I completed my thesis on a biomechanical model of a sprinter. For the past 34 years the biomechanics of human locomotion has been the major thread running through my research. In the past ten years I have added the themes of medical imaging and research policy, but it is the mechanics of the neuromuscular system, particularly as this applies to the locomotor apparatus that forms the basis of the current work.

My 60 publications on the biomechanics of human locomotion have been listed on pages 7 to 12. Of these I have selected 31 publications, highlighted in blue, that are reproduced here on pages 13 to 500. Collateral evidence that addresses the value of my contributions has also been summarized on pages 7 to 12. For the journals I have included the impact factors as defined by the Institute for Scientific Information (ISI). In addition, I have listed the number of citations provided by the ISI's Web of Science database as well as the number of citations provided by the Google Scholar database.

Within the broad spectrum of the biomechanics of human locomotion, my seminal contributions can be summarized in three separate but related areas: (1) basic theories of human locomotion; (2) impact of clinical interventions on the neuromuscular system; and (3) engineering tools for human movement scientists. Note that the numbers in square brackets refer to the references on pages 7 to 12.

Basic Theories of Human Locomotion

Based on a comprehensive analysis of the biomechanics of sprinting, I developed a mathematical model of the sprinter. I assumed that only two external forces acted on the sprinter in the horizontal direction: the horizontal component of the ground reaction driving him forward and air resistance impeding him. These forces formed the basis for a first order differential equation describing the sprinter's velocity. A novel device was constructed to record the runner's velocity continuously and there was good agreement between my theory and experimental data. The resulting paper was my first publication in a scholarly journal [19]. On taking up my position at UCT in 1980 I extended the model with a view to pinpointing a runner's strengths and weaknesses and to predict what his time might be for a particular distance [24]. By using a hand-held programmable calculator and readily available equipment, the model was implemented in the field [25]. Further exposure of the model was provided in a highly cited paper that I published in CRC Critical Reviews in Biomedical Engineering [26]. The value of this 30 year-old theoretical model is that it is still applicable to any class of runner, from a novice sprinter at school to the current world record holder Usain Bolt.

Despite a complex neuromuscular control system, human locomotion is characterized by smooth, regular and repeating movements. Coordinated motion thus occurs as a direct result of the cyclical activation of many leg muscles. The challenge facing the biomechanical scientist is that there are many more muscle activators than independent equations: the system is therefore mathematically indeterminate [40]. The problem may be circumvented by reducing all muscle, bone and ligament forces to a single force and torque acting across the joints of the leg. My first theoretical contributions to this problem were based on my PhD thesis and published shortly after I joined UCT in 1980. Utilizing mathematical optimization theory, I was able to demonstrate that for closed loop problems such as walking up stairs, the neuromuscular system attempts to minimize the joint torques and thus the amount of
muscular effort [22, 23]. I was among the first scientists to demonstrate the power of mathematical optimization to overcome the problem of indeterminacy, a technique that is now in wide use in biomechanics. Since the mathematical equations to calculate joint torques in three-dimensional space are non-trivial, I have published a full description in *Dynamics of Human Gait* (see pages 109 to 132 in this thesis). This book [5] constitutes my most highly cited publication with more than 300 citations (see page 7), thus making a significant contribution to the field.

Artificial neural networks (ANNs) were first developed in the 1950s in an effort to create a mathematical model of the information processing capabilities of the brain. I was one of the first biomechanical scientists to realize the potential of ANNs to model the human locomotor system, in particular the relationship between muscle activity, as measured by electromyography and joint torques [11, 32]. I therefore contributed to bringing the argument full circle: ANNs, originally inspired by the idea that mathematical computation could be modelled on the brain, now had the potential to help elucidate how the central nervous system (CNS) itself functioned [49]. An important measure of the value of this work is the fact that my key publication [32] is now a citation classic, with more than 50 citations (see page 10).

It has been recognised for more than 30 years that rhythmic movements such as locomotion are produced by neuronal circuits in the mammalian spinal cord known as central pattern generators (CPGs). However, the evidence to prove that CPGs existed in humans was lacking [11, 49]. In an electromyographic study of 16 bilateral muscles during normal human walking, we were the first scientists to provide evidence to support the CPG hypothesis in humans by showing that there appear to be just three fundamental patterns (or eigenvectors) needed to overcome the problem of high dimensionality: loading response, propulsion and a coordinating factor between the left and right sides of the body [33, 38].

The theory of dynamic similarity as applied to animal locomotion had its origins in the work of two 19th century naval architects [51]. According to this hypothesis, two fundamental gait parameters – step length and step frequency – can be rendered dimensionless by using a subject's leg length, thus enabling the scientist to compare the gait patterns of subjects with different heights. Late in 2004 the skeletal remains of a pygmy-sized hominin were recovered from a cave on the Indonesian island of Flores, and we applied dynamic similarity to predict how she might have walked 18,000 years ago [56]. We have also applied the hypothesis to the Australopithecines who left their footprints at Laetoli in central Africa more than four million years ago [58]. Our findings suggest that, despite their diminutive size, these ancient hominins were capable of ranging across a wide geographical area. The value of our contribution to the theory of dynamic similarity is that we have documented how it may be applied to a wide range of problems, including: the effects of size in growing children [13, 50]; the effects of gravity when walking on the moon or planets [51]; the impact of pathology and the benefits of treatment [52, 57]; and the gait of bipedal robots [49, 51].

Large cohort studies on the gait of normal children are important for two reasons: first, they provide a database for comparison with children who are undergoing treatment [13]; and second, the developing child is an excellent model for studying neuromaturation [50]. Together with my colleagues from Charlottesville, Virginia and Cape Town, I completed two separate studies: a full three-dimensional gait analysis of the joint angles and torques of 75 infants [13]; and a second study on the temporal-distance parameters (step length and frequency) of 200 children aged 14 to 150 months [50]. We showed that when the joint torque data are scaled to account for size differences, the gait of three-year olds appears to be similar to that of adults [13]. However, a careful analysis of our temporal-distance
parameters based on the dynamic similarity hypothesis revealed that a child's gait changes up to an age of about five years before reaching maturity. This latter finding was modelled by a neuromaturation growth curve [50]. This then led me to propose a risk-aversion hypothesis: when a child takes its first few halting steps, its biomechanical strategy is to minimize the risk of falling [49]. The neuromaturation curve and risk-aversion hypothesis are presented in Figure 1 below, and illustrate two of the novel theories of human locomotion that I have contributed to the field of biomechanics.

![Graph](image)

Figure 1 (a) Dimensionless velocity \( \beta \) is plotted as a function of the child's age in months. At 18 months of age \( \beta \) is equal to 0.27 and this parameter steadily increases up to about 70 months when it reaches the adult value (A) of 0.45. The data have been modelled by a neuromaturation growth curve [50] (b) A risk aversion hypothesis: when learning to walk, young infants adopt a biomechanical strategy of minimizing risk by maintaining a shorter step length, lower cadence, wider step width and lower single-limb stance time [49].

**Impact of Clinical Interventions on the Neuromuscular System**

In the early 1980s, two clinicians at the Red Cross Children's Hospital in Cape Town – Warwick Peacock and Leila Arens – pioneered dorsal rhizotomy surgery for the reduction of spasticity in children with cerebral palsy. Together with my postgraduate student Barbara Berman, we conducted pre-operative and one year post-operative gait analysis studies on a cohort of 14 patients in 1985 and 1986 respectively. We demonstrated statistically significant increases in step length, knee range of motion and walking speed [28, 29]. Step frequency (also known as cadence) was virtually unchanged, however. In mid-1988, by which time I was working in the USA, I returned to Cape Town at a visiting professor and, together with Barbara Berman, we conducted a three-year follow-up study of the same cohort. Our results confirmed that knee motion had continued to improve and was approaching a nearly normal range, although cadence remained essentially unchanged [31].

On my return to Cape Town in late 1995 to take up the Hyman Goldberg Chair in Biomedical Engineering, I extended the analysis of these patients. With my postgraduate student Nivedita Subramanian, we conducted a ten-year follow-up study using gait analysis [46]. Because all the patients were now 10 years older, and many had grown considerably in height, we normalized their gait parameters using the dynamic similarity hypothesis. While
range of motion data for the hip and knee joints were similar to normal, dimensionless velocity, cadence and step length were all less than normal [47]. Finally, in 2005 my PhD student Nelleke Langerak tracked down all 14 patients from the original cohort and conducted a twenty-year follow-up study using two-dimensional gait analysis. We demonstrated that the increased knee range of motion had been maintained while both temporal-distance parameters (dimensionless cadence and dimensional step length) were significantly greater at 20 years compared to the pre-operative values, leading to improved walking speed [57]. These key findings have been summarized in Figure 2 below. Our series of studies have provided vital evidence that selective dorsal rhizotomy leads to improved locomotor function that is sustained over a twenty-year period. The real value of these extraordinary follow-up studies is that, for the first time, clinicians, patients and their families have been provided with objective evidence to decide whether the benefits of rhizotomy outweigh the risks of this neurosurgical procedure.

One of the major challenges facing clinicians who treat patients with neuromuscular disorders is that each patient presents with a very different clinical picture. Since the various functional parameters as measured by gait analysis tend to be extremely variable for a single disorder such as cerebral palsy, it is difficult to document the progress of an individual patient. With my colleague from Dublin, Mark O'Malley, we have implemented a new statistical algorithm...
known as fuzzy clustering to analyze the temporal-distance parameters of a large cohort of children with spastic diplegia [44]. We identified five cluster centres, each representing distinct walking strategies adopted by the patients [52]. An individual patient will have membership in each of the five clusters, based on the distance from the cluster centre. After some form of clinical intervention, such as physiotherapy or surgery, the membership can change, thus providing an objective measure of improvement for the individual patient. The clinical utility and value of the technique has been demonstrated for patients undergoing both orthopaedic surgery [44, 52] and neurosurgery [51, 59].

Because the human knee is unstable and thus vulnerable to injury, the necessary stability is provided by the muscles crossing the joint together with the ligamentous structures, especially the anterior cruciate ligament (ACL). One of the techniques developed by orthopaedic surgeons to repair the torn ACL is the transplant of the middle third of the ipsilateral patellar tendon [43]. Recognizing that the knee is biomechanically challenged when ascending and descending stairs, my postgraduate students and I developed a protocol plus the necessary instrumentation and algorithms to study subjects during these activities [34, 39, 42]. In a study of patients before and after ACL reconstruction, we demonstrated that knee laxity decreased significantly while subjectively knee function also improved. However, there were significant reductions for the peak torque, power and work generated by the injured knee when climbing stairs, which were compensated for by significant increases at the contralateral ankle. Our findings [43] demonstrated that donor site morbidity had to be critically evaluated, while the value of this work was that it contributed to a realization among orthopaedic surgeons they had to develop alternative reconstructive techniques. A new surgical procedure – double-bundle replacement of the ACL using a harvested hamstring tendon – has in fact been developed and we have recently designed a novel approach using magnetic resonance imaging to evaluate the procedure [60].

Engineering Tools for Human Movement Scientists

In 1982, shortly after I came to UCT for the first time, I published an annotated bibliography on the biomechanics of human gait [1]. A second hardcopy edition was brought out five years later [2], while third and fourth editions were published in electronic format in 1992 and 1999 respectively [15, 18]. The 4th edition, known as GaitBib, included over 6,500 annotated references. It went far beyond PubMed and other databases such as Web of Science by including books and conference proceedings in addition to journal articles from the last one hundred years.

Although it is well accepted that the joint forces and torques are important causative parameters in human gait [40], ready access to the 3D mathematics was lacking in the literature. In 1992 I published this information in the book Dynamics of Human Gait [3], together with a software package entitled Gait Analysis Laboratory [14], available on both 5½” and 3½” diskettes. This was the first time such powerful tools had been made so readily available to human movement scientists. In 1999 I published a CD-ROM called GaitCD that made this technology available on the Windows platform [16]. GaitCD, which is included in an envelope at the end of this thesis, contains four separate packages: Animate; GaitBib [18], GaitBook [5]; and GaitLab [17]. Animate consists of four movies on human gait: muscle activity (see Figure 3a below); ground reaction forces; joint torques; and the integration of these three parameters. GaitBook and GaitBib have already been described above, while GaitLab is a sophisticated software package which implements the gait theory and algorithms from GaitBook. From the convenience of a personal computer, the user is able to: explore 3D data from more than 500 input files of actual patients;perform dynamic 3D animation (see
Figure 3b below); view all major gait parameters; and output standardized plots. The value of these engineering tools can be gauged by: the high number of citations for GaitBook (over 300, see page 7); and by the fact that over one thousand human movement scientists from around the world have been using GaitCD for the past decade.

Figure 3  (a) Muscle activity during the gait cycle, as represented in the Animate software package [16]; and (b) the GaitLab package enables the user to study dynamic 3D animation, including the kinematics of point markers and the ground reaction forces [17].
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About *Dynamics of Human Gait*

This book was created as a companion to the *GaitLab* software package. Our intent was to introduce gait analysis, not to provide a comprehensive guide. We try to serve readers with diverse experience and areas of interest by discussing the basics of human gait as well as some of the theoretical, biomechanical, and clinical aspects.

In chapter 1 we take you in search of the homunculus, the little being inside each of us who makes our walking patterns unique. We represent the walking human as a series of interconnected systems — neural, muscular, skeletal, mechanical, and anthropometric — that form the framework for detailed gait analysis.

The three-dimensional and cyclical nature of human gait is described in chapter 2. We also explain how many of the relevant parameters can be expressed as a function of the gait cycle, including kinematics (e.g., height of lateral malleolus), kinetics (e.g., vertical ground reaction force), and muscle activity (e.g., EMG of rectus femoris).

In chapter 3 we show you how to use the framework constructed in the first two chapters to integrate anthropometric, 3-D kinematic, and 3-D force plate data. For most readers this will be an important chapter — it is here that we suggest many of the conventions we believe to be lacking in three-dimensional gait analysis. Although conceptually rigorous, the mathematical details are kept to a minimum to make the material accessible to all students of human motion. (For the purists interested in these details, that information is in Appendix B.)

In chapter 4 we describe the basics of electromyography (EMG) and how it reveals the actions of the various muscle groups. We discuss some of the techniques involved and then illustrate the phasic behaviour of muscles during the gait cycle and describe how these signals may be statistically analysed.

One of the purposes of this book is to help clinicians assess the gaits of their patients. Chapter 5 presents a case study of a 23 year-old-man with cerebral palsy. We have a complete set of 3-D data for him that can be processed and analyzed in *GaitLab*.

Beginning in Appendix A we use illustrated animation sequences to emphasize the dynamic nature of human gait. By carefully fanning the pages of
the appendixes, you can get a feel for the way the human body integrates muscle activity, joint moments, and ground reaction forces to produce a repeatable gait pattern. These sequences bring the walking subject to life and should provide you with new insights.

The detailed mathematics used to integrate anthropometry, kinematics, and force plate data and to generate 3-D segment orientations, and 3-D joint forces and moments are presented in Appendix B. This material, which is the basis for the mathematical routines used in GaitLab, has been included for the sake of completeness. It is intended for researchers who may choose to include some of the equations and procedures in their own work.

The various pieces of commercially available equipment that may be used in gait analysis are described and compared in Appendix C. This summary has been gleaned from the World Wide Web in late 1998 and you should be aware that the information can date quite rapidly.

Dynamics of Human Gait provides a solid foundation for those new to gait analysis, while at the same time addressing advanced mathematical techniques used for computer modelling and clinical study. As the first part of Gait Analysis Laboratory, the book should act as a primer for your exploration within the GaitLab environment. We trust you will find the material both innovative and informative.
About *Gait Analysis Laboratory*

*Gait Analysis Laboratory* has its origins in the Department of Biomedical Engineering of Groote Schuur Hospital and the University of Cape Town. It was in the early 1980s that the three of us first met to collaborate on the study of human walking. Our initial efforts were simple and crude. Our two-dimensional analysis of children with cerebral palsy and nondisabled adults was performed with a movie camera, followed by tedious manual digitizing of film in an awkward minicomputer environment. We concluded that others travelling this road should have access — on a personal computer — to material that conveys the essential three-dimensional and dynamic nature of human gait. This package is a result of that early thinking and research.

There are three parts to *Gait Analysis Laboratory*: this book, *Dynamics of Human Gait*, the *GaitLab* software, and the instruction manual on the inside cover of the CD-ROM jewel case. In the book we establish a framework of gait analysis and explain our theories and techniques. One of the notable features is the detailed animation sequence that begins in Appendix A. These walking figures are analogue counterparts to the digital animation presented in *Animate*, the Windows 95 software that is one of the applications in the *GaitCD* package. *GaitLab*'s sizable data base lets you explore and plot more than 250 combinations of the basic parameters used in gait analysis. These can be displayed in a variety of combinations, both graphically and with stick figure animation.

We've prepared this package with the needs of all students of human movement in mind. Our primary objective has been to make the theory and tools of 3D gait analysis available to the person with a basic knowledge of mechanics and anatomy and access to a personal computer equipped with Windows 95. In this way we believe that this package will appeal to a wide audience. In particular, the material should be of interest to the following groups:

- Students and teachers in exercise science and physiotherapy
- Clinicians in orthopaedic surgery, physiotherapy, podiatry,
rehabilitation, neurology, and sports medicine
• Researchers in biomechanics, kinesiology, biomedical engineering, and
  the movement sciences in general

Whatever your specific area of interest, after working with Gait Analysis Laboratory you should have a much greater appreciation for the human locomotor apparatus, particularly how we all manage to coordinate movement in three dimensions. These powerful yet affordable tools were designed to provide new levels of access to the complex data generated by a modern gait analysis laboratory. By making this technology available we hope to deepen your understanding of the dynamics of human gait.
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CHAPTER 1

In Search of the Homunculus

Homunculus: An exceedingly minute body that according to medical scientists of the 16th and 17th centuries, was contained in a sex cell and whose preformed structure formed the basis for the human body.

Stedman's Medical Dictionary

When we think about the way in which the human body walks, the analogy of a marionette springs to mind. Perhaps the puppeteer who pulls the strings and controls our movements is a homunculus, a supreme commander of our locomotor program. Figure 1.1, reprinted from Inman, Ralston, and Todd (1981), illustrates this point in a rather humorous but revealing way. Though it seems simplistic, we can build on this idea and create a structural framework or model that will help us to understand the way gait analysis should be performed.

Figure 1.1 A homunculus controls the dorsiflexors and plantar flexors of the ankle, and thus determines the pathway of the knee. *Note. From Human Walking* (p. 11) by V.T. Inman, H.J. Ralston, and F. Todd, 1981, Baltimore: Williams & Wilkins. Copyright 1981 by Williams & Wilkins. Reprinted by permission.
DYNAMICS OF HUMAN GAIT

Top-Down Analysis of Gait

Dynamics of Human Gait takes a top-down approach to the description of human gait. The process that we are most interested in starts as a nerve impulse in the central nervous system and ends with the generation of ground reaction forces. The key feature of this approach is that it is based on cause and effect.

Sequence of Gait-Related Processes

We need to recognise that locomotor programming occurs in supraspinal centres and involves the conversion of an idea into the pattern of muscle activity that is necessary for walking (Enoka, 1988). The neural output that results from this supraspinal programming may be thought of as a central locomotor command being transmitted to the brainstem and spinal cord. The execution of this command involves two components:

1. Activation of the lower neural centres, which subsequently establish the sequence of muscle activation patterns
2. Sensory feedback from muscles, joints, and other receptors that modifies the movements

This interaction between the central nervous system, peripheral nervous system, and musculoskeletal effector system is illustrated in Figure 1.2 (Jacobsen & Webster, 1977). For the sake of clarity, the feedback loops have not been included in this figure. The muscles, when activated, develop tension, which in turn generates forces at, and moments across, the synovial joints.

Figure 1.2 The seven components that form the functional basis for the way in which we walk. This top-down approach constitutes a cause-and-effect model.
The joint forces and moments cause the rigid skeletal links (segments such as the thigh, calf, foot, etc.) to move and to exert forces on the external environment.

The sequence of events that must take place for walking to occur may be summarized as follows:

1. Registration and activation of the gait command in the central nervous system
2. Transmission of the gait signals to the peripheral nervous system
3. Contraction of muscles that develop tension
4. Generation of forces at, and moments across, synovial joints
5. Regulation of the joint forces and moments by the rigid skeletal segments based on their anthropometry
6. Displacement (i.e., movement) of the segments in a manner that is recognized as functional gait
7. Generation of ground reaction forces

These seven links in the chain of events that result in the pattern of movement we readily recognize as human walking are illustrated in Figure 1.3.

**Clinical Usefulness of the Top-Down Approach**

The model may also be used to help us

- understand pathology
- determine methods of treatment, and
- decide on which methods we should use to study patient's gait.

For example, a patient’s lesion could be at the level of the central nervous system (as in cerebral palsy), in the peripheral nervous system (as in Charcot-Marie-Tooth disease), at the muscular level (as in muscular dystrophy), or in the synovial joint (as in rheumatoid arthritis). The higher the lesion, the more profound the impact on all the components lower down in the movement chain. Depending on the indications, treatment could be applied at any of the different levels. In the case of a “high” lesion, such as cerebral palsy, this could mean rhizotomy at the central nervous system level, neurectomy at the...
peripheral nervous system level, tenotomy at the muscular level, or osteotomy at the joint level. In assessing this patient’s gait, we may choose to study the muscular activity, the anthropometry of the rigid link segments, the movements of the segments, and the ground reaction forces.

### Measurements and the Inverse Approach

Measurements should be taken as high up in the movement chain as possible, so that the gait analyst approaches the causes of the walking pattern, not just the effects. As pointed out by Vaughan, Hay, and Andrews (1982), there are essentially two types of problems in rigid body dynamics. The first is the Direct Dynamics Problem in which the forces being applied (by the homunculus) to a mechanical system are known and the objective is to determine the motion that results. The second is the Inverse Dynamics Problem in which the motion of the mechanical system is defined in precise detail and the objective is to determine the forces causing that motion. This is the approach that the gait analyst pursues. Perhaps it is now clear why the title of this first chapter is “In Search of the Homunculus”!

The direct measurement of the forces and moments transmitted by human joints, the tension in muscle groups, and the activation of the peripheral and central nervous systems is fraught with methodological problems. That is why we in gait analysis have adopted the indirect or inverse approach. This approach is illustrated verbally in Figure 1.4 and mathematically in Figure 1.5. Note that four of the components in the movement chain — 3, electromyography; 5, anthropometry; 6, displacement of segments; and 7, ground reaction forces — may be readily measured by the gait analyst. These have been highlighted by slightly thicker outlines in Figure 1.4. Strictly speaking, electromyography does not measure the tension in muscles, but it can give us insight into muscle activation patterns. As seen in Figure 1.5, segment anthropometry \( A_i \) may be used to generate the segment masses \( m_s \), whereas segment displacements \( \mathbf{p}_s \) may be double differentiated to yield accelerations \( \mathbf{a}_s \). Ground reaction forces \( \mathbf{F}_G \) are used with the segment masses and accelerations in the equations of motion which are solved in turn to give resultant joint forces and moments \( \mathbf{F}_j \).

![Figure 1.4](https://example.com/figure1.png) The inverse approach in rigid body dynamics expressed in words.
Many gait laboratories and analysts measure one or two of these components. Some measure all four. However, as seen in Figures 1.2 to 1.5, the key to understanding the way in which human beings walk is integration. This means that we should always strive to integrate the different components to help us gain a deeper insight into the observed gait. Good science should be aimed at emphasizing and explaining underlying causes, rather than merely observing output phenomena — the effects — in some vague and unstructured manner.

Whereas Figures 1.4 and 1.5 show how the different measurements of human gait may be theoretically integrated, Figure 1.6 illustrates how we have implemented this concept in GaitLab. The four data structures on the left — electromyography (EMG), anthropometry (APM), segment kinematics (KIN), and ground reaction data from force plates (FPL) — are all based on direct measurements of the human subject. The other parameters — body segment parameters (BSP), joint positions and segment endpoints (JNT), reference frames defining segment orientations (REF), centres of gravity, their velocities,
ties and accelerations (COG), joint angles as well as segment angular velocities and accelerations (ANG), dynamic forces and moments at joints (DYN) — are all derived in the Process routine in *GaitLab*. All 10 data structures may be viewed and (where appropriate) graphed in the Plot routine in *GaitLab*. The key, as emphasised earlier, is integration. Further details on running these routines are contained in the *GaitCD* instruction booklet.

**Summary**

This first chapter has given you a framework for understanding how the human body moves. Although the emphasis has been on human gait, the model can be applied in a general way to all types of movement. In the next chapter we introduce you to the basics of human gait, describing its cyclic nature and how we use this periodicity in gait analysis.
CHAPTER 2

The Three-Dimensional and Cyclic Nature of Gait

Most textbooks on anatomy have a diagram, similar to Figure 2.1, that explains the three primary planes of the human body: sagittal, coronal (or frontal), and transverse. Unfortunately, many textbook authors (e.g., Winter, 1987) and researchers emphasize the sagittal plane and ignore the other two. Thus, the three-dimensional nature of human gait has often been overlooked. Although the sagittal plane is probably the most important one, where much of the movement takes place (see Figure 2.2, a), there are certain pathologies where another plane (e.g., the coronal, in the case of bilateral hip pain) would yield useful information (see Figure 2.2, a-c).

Other textbook authors (Inman et al., 1981; Sutherland, 1984; Sutherland, Olshen, Biden, & Wyatt, 1988) have considered the three-dimensional nature of human gait, but they have looked at the human walker from two or three separate

---

Figure 2.1 The reference planes of the human body in the standard anatomical position. Note. From Human Walking (p. 34) by V. T. Inman, H.J. Ralston, and F. Todd, 1981, Baltimore: Williams & Wilkins. Copyright 1981 by Williams & Wilkins. Adapted by permission.
views (see Figure 2.3). Though this is clearly an improvement, we believe that the analysis of human gait should be truly three-dimensional: The three separate projections should be combined into a composite image, and the parameters expressed in a body-based rather than laboratory-based coordinate system. This important concept is described further in chapter 3.

Figure 2.3 The walking subject projected onto the three principal planes of movement. Note. From Human Walking (p. 33) by V.T. Inman, H.J. Ralston, and F. Todd, 1981, Baltimore: Williams & Wilkins. Copyright 1981 by Williams & Wilkins. Adapted by permission.

Periodicity of Gait

The act of walking has two basic requisites:

1. Periodic movement of each foot from one position of support to the next
2. Sufficient ground reaction forces, applied through the feet, to support the body

These two elements are necessary for any form of bipedal walking to occur, no matter how distorted the pattern may be by underlying pathology (Inman et al., 1981). This periodic leg movement is the essence of the cyclic nature of human gait.

Figure 2.4 illustrates the movement of a wheel from left to right. In the position at which we first see the wheel, the highlighted spoke points vertically down. (The
wheel is not stationary here; a “snapshot” has been taken as the spoke passes through the vertical position.) By convention, the beginning of the cycle is referred to as 0%. As the wheel continues to move from left to right, the highlighted spoke rotates in a clockwise direction. At 20% it has rotated through 72° (20% x 360°), and for each additional 20%, it advances another 72°. When the spoke returns to its original position (pointing vertically downward), the cycle is complete (this is indicated by 100%).

This analogy of a wheel can be applied to human gait. When we think of someone walking, we picture a cyclic pattern of movement that is repeated over and over, step after step. Descriptions of walking are normally confined to a single cycle, with the assumption that successive cycles are all about the same. Although this assumption is not strictly true, it is a reasonable approximation for most people. Figure 2.5 illustrates a single cycle for a normal 8-year-old boy. Note that by convention, the cycle begins when one of the feet (in this case the right foot) makes contact with the ground.

Phases. There are two main phases in the gait cycle: During stance phase, the foot is on the ground, whereas in swing phase that same foot is no longer in contact with the ground and the leg is swinging through in preparation for the next foot strike.

As seen in Figure 2.5, the stance phase may be subdivided into three separate phases:

1. First double support, when both feet are in contact with the ground
2. Single limb stance, when the left foot is swinging through and only the right foot is in ground contact
3. **Second double support**, when both feet are again in ground contact

Note that though the nomenclature in Figure 2.5 refers to the right side of the body, the same terminology would be applied to the left side, which for a normal person is half a cycle behind (or ahead of) the right side. Thus, first double support for the right side is second double support for the left side, and vice versa. In normal gait there is a natural symmetry between the left and right sides, but in pathological gait an asymmetrical pattern very often exists. This is graphically illustrated in Figure 2.6. Notice the symmetry in the gait of the normal subject between right and left sides in the stance (62%) and swing (38%) phases; the asymmetry in those phases in the gaits of the two patients, who spend less time bearing weight on their involved (painful) sides; and the increased cycle time for the two patients compared to that of the normal subject.

![Figure 2.6](image)

**Events.** Traditionally the gait cycle has been divided into eight events or periods, five during stance phase and three during swing. The names of these events are self-descriptive and are based on the movement of the foot, as seen in Figure 2.7. In the traditional nomenclature, the stance phase events are as follows:

1. **Heel strike** initiates the gait cycle and represents the point at which the body’s centre of gravity is at its lowest position.
2. **Foot-flat** is the time when the plantar surface of the foot touches the ground.
3. **Midstance** occurs when the swinging (contralateral) foot passes the stance foot and the body’s centre of gravity is at its highest position.
4. **Heel-off** occurs as the heel loses contact with the ground and pushoff is initiated via the triceps surae muscles, which plantar flex the ankle.
5. **Toe-off** terminates the stance phase as the foot leaves the ground (Cochran, 1982).

The swing phase events are as follows:

6. **Acceleration** begins as soon as the foot leaves the ground and the subject activates the hip flexor muscles to accelerate the leg forward.
7. **Midswing** occurs when the foot passes directly beneath the
The traditional nomenclature best describes the gait of normal subjects. However, there are a number of patients with pathologies, such as ankle equinus secondary to spastic cerebral palsy, whose gait cannot be described using this approach. An alternative nomenclature, developed by Perry and her associates at Rancho Los Amigos Hospital in California (Cochran, 1982), is shown in the lower part of Figure 2.5. Here, too, there are eight events, but these are sufficiently general to be applied to any type of gait:

1. **Initial contact** (0%)
2. **Loading response** (0-10%)
3. **Midstance** (10-30%)
4. **Terminal stance** (30-50%)
5. **Preswing** (50-60%)
6. **Initial Swing** (60-70%)
7. **Midswing** (70-85%)
8. **Terminal swing** (85-100%)

**Distance Measures.** Whereas Figures 2.5 to 2.7 emphasise the temporal aspects of human gait, Figure 2.8 illustrates how a set of footprints can provide useful distance parameters. **Stride length** is the distance travelled by a person during one stride (or cycle) and can be measured as the length between the heels from one heel strike to

---

**Figure 2.7** The traditional nomenclature for describing eight main events, emphasising the cyclic nature of human gait.
the next heel strike on the same side. Two step lengths (left plus right) make one stride length. With normal subjects, the two step lengths (left plus right) make one stride length. With normal subjects, the two step lengths will be approximately equal, but with certain patients (such as those illustrated in Figure 2.6), there will be an asymmetry between the left and right sides. Another useful parameter shown in Figure 2.8 is step width, which is the mediolateral distance between the feet and has a value of a few centimetres for normal subjects. For patients with balance problems, such as cerebellar ataxia or the athetoid form of cerebral palsy, the stride width can increase to as much as 15 or 20 cm (see the case study in chapter 5). Finally, the angle of the foot relative to the line of progression can also provide useful information, documenting the degree of external or internal rotation of the lower extremity during the stance phase.

Parameters of Gait

The cyclic nature of human gait is a very useful feature for reporting different parameters. As you will later discover in GaitLab, there are literally hundreds of parameters that can be expressed in terms of the percent cycle. We have chosen just a few examples (displacement, ground reaction force, and muscle activity) to illustrate this point.

Displacement

Figure 2.9 shows the position of a normal male’s right lateral malleolus in the Z (vertical) direction as a function of the cycle. At heel strike, the height is about 0.07 m, and it stays there for the next 40% of the cycle because the foot is in contact with the ground.

Figure 2.9 The height (value in the Z direction) in metres (m) of a normal male’s right malleolus as a function of the gait cycle.
Then, as the heel leaves the ground, the malleolus height increases steadily until right toe-off at about 60%, when its height is 0.17 m. After toe-off, the knee continues to flex, and the ankle reaches a maximum height of 0.22 m at 70% of the cycle. Thereafter, the height decreases steadily as the knee extends in preparation for the following right heel strike at 100%. This pattern will be repeated over and over, cycle after cycle, as long as the subject continues to walk on level ground.

**Ground Reaction Force**

Figure 2.10 shows the vertical ground reaction force of a cerebral palsy adult (whose case is studied in detail in chapter 5) as a function of the gait cycle. Shortly after right heel strike, the force rises to a value over 800 newtons (N) (compared to his weight of about 700 N). By midswing this value has dropped to 400 N, which is a manifestation of his lurching manner of walking. By the beginning of the second double support phase (indicated by LHS, or left heel strike), the vertical force is back up to the level of his body weight. Thereafter it decreases to zero when right toe-off occurs. During the swing phase from right toe-off to right heel strike, the force obviously remains at zero. This ground reaction force pattern is quite similar to that of a normal person except for the exaggerated drop during midstance.

![Figure 2.10 The vertical ground reaction force in newtons (N) acting on a cerebral palsy adult's right foot during the gait cycle.](image)

**Muscle Activity**

Muscle activity, too, can be plotted as a function of percent cycle as seen in Figure 2.11. Here the EMG of the rectus femoris for a normal female is illustrated. Notice that just after right heel strike, the EMG increases. Because the rectus femoris is a hip flexor and knee extensor, but the hip and knee are extending and flexing at this time, the muscle is acting eccentrically. During the midstance phase, the activity decreases substantially, picking up again during late stance and early swing. During this period, both the hip and knee are flexing. The rectus femoris is again reasonably quiescent in midswing, but its activity increases before the second right heel strike.
Figure 2.11 The electromyographic activity in microvolts (μV) of a normal female's right rectus femoris muscle plotted as a function of the gait cycle.

Summary

Figure 2.11 provides some insight into the actions of a single muscle, but literally hundreds of muscles are active during the gait cycle. The challenge facing the central nervous system is to control simultaneously the actions of all these muscles. This is addressed further in chapter 4. Before that, however, chapter 3 teaches you how to integrate anthropometric, kinematic, and force plate data.
CHAPTER 3

Integration of Anthropometry, Displacements, and Ground Reaction Forces

In chapter 1 you learned that the gait analyst must pursue the inverse dynamics approach in which the motion of the mechanical system is completely specified and the objective is to find the forces causing that motion. This approach is illustrated in words in Figure 1.4 and in mathematical symbols in Figure 1.5. In chapter 2 you were introduced to the three-dimensional nature of human gait. You also learned that gait is a cyclic activity and that many variables — such as displacement, ground reaction forces, and muscle activity — can be plotted as a function of the cycle. In this chapter we will show how all these measurements may be integrated to yield the resultant forces and moments acting at the joints of the lower extremities.

This chapter covers five different topics. In Body Segment Parameters, you will learn how simple anthropometric measurements, such as total body mass and calf length, can be used in regression equations to predict the masses and moments of inertia of lower extremity segments. In Linear Kinematics we show how the position of external markers attached to the skin may be used to predict the position of internal landmarks such as the joint centres. In Centres of Gravity, the joint centres are used to predict the positions of the segment centres of gravity; then, using numerical differentiation, the velocities and accelerations of these positions are obtained. In Angular Kinematics, the anatomical joint angles are calculated, as are the angular velocities and accelerations of the segments. Finally, in Dynamics of Joints, the body segment parameters, linear kinematics, centres of gravity, angular kinematics, and ground reaction forces are all integrated in the equations of motion (see Figures 1.4 and 1.5) to yield the resultant joint forces and moments.

Be aware that because we are dealing with gait analysis as a three-dimensional phenomenon, some of the concepts and mathematics are quite complex. However, our intent is that the material in this chapter be accessible to all persons who have passed a basic undergraduate course in mathematics.
The challenge will be thinking in 3-D even though the diagrams are obviously plotted on a flat, 2-D page. If you need a bigger challenge, a detailed and rigorous coverage of the material is presented in Appendix B.

**Body Segment Parameters**

A major concern for the gait analyst is personalising the body segment parameters of the individual subject. By *body segment parameters* we mean

- mass in kilograms of the individual segments (e.g., thigh, calf, foot);
- centre of gravity location of the individual segments relative to some specified anatomical landmarks (e.g., proximal and distal joints); and
- moments of inertia of the segments about three orthogonal axes (i.e., axes at right angles to one another) that pass through the segment centre of gravity.

Moment of inertia is a measure of the way in which the mass is distributed about the axis of interest and has the units of kilogram·metre·metre (kg·m²). It therefore varies with mass and the square of length.

**Selection of Segments**

Another concern is the selection of individual segments. As you will see a little later in the chapter, we have chosen six segments: thigh, calf, and foot on both the left and right sides. We are making the assumption that these are rigid segments whose dimensions (and thus their segment parameters) do not change during the motion of interest. We all know, however, that the foot is not a single rigid segment and so you should be aware that any model has some limitations. We chose a 6-segment model for simplicity (and because virtually all gait laboratories do the same), but it is possible that in the future, biomechanical models will need to be more detailed.

**Problems in Estimation**

In attempting to estimate the body segment parameters for an individual subject, there are various approaches that can be followed. These include

- cadaver averages (Braune & Fischer, 1889; Dempster, 1955);
- reaction board (Bernstein, 1967);
- mathematical modelling (Hanavan, 1964; Hatze, 1980);
- scans using gamma rays, axial tomography, or magnetic resonance imaging (Brooks & Jacobs, 1975; Erdmann, 1989; Zatsiorsky & Seluyanov, 1985); and

Each of these has severe limitations. The cadaver averages are not sufficiently specific for individual subjects and very often only total body mass is used as a predictive variable. The reaction board technique is a long and tedious procedure which cannot estimate segment masses and centres of gravity independently. Mathematical modelling suffers from the disadvantage that too many variables (242 in the case of Hatze’s model) need to be measured, thus requiring an inordinate amount of time and patience. Scanning techniques, though potentially very accurate and detailed, must be seriously questioned as a routine method because of the radiation exposure and high costs. Although they have some appeal, kinematic measurements either have not yielded re-
Anthropometry

What is needed for estimating body segment parameters is a technique with the following features:

- Personalised for individuals
- Short time required to take measurements
- Inexpensive and safe
- Reasonably accurate

We can describe a technique that we believe meets these criteria. Not surprisingly, it is based on anthropometry. Figure 3.1 illustrates the measurements that need to be made, Table 3.1 describes, in anatomical terminology, how the parameters are measured, and Table 3.2 shows the data for a normal man. (In fact, Table 3.2 contains the data for the Man.DST file used in GaitLab.)

Figure 3.1 The anthropometric measurements of the lower extremity that are required for the prediction of body segment parameters (masses and moments of inertia).

There are 20 measurements that need to be taken — 9 for each side of the body, plus the subject’s total body mass, and the distance between the anterior superior iliac spines (ASIS). With experience, these measurements can be made in less than 10 minutes using standard tape measures and beam calipers, which are readily available. They describe, in some detail, the characteristics of the subject’s lower extremities. The question to be answered in this: Can they be used to predict body segment parameters that are specific to the individual subject and reasonably accurate? We believe the answer is “yes”.

As mentioned earlier, most of the regression equations based on cadaver data use only total body mass to predict individual segment masses. Although this will obviously provide a reasonable estimate as a first approximation, it does not take into account the variation in the shape of the individual segments.
Table 3.1 Description of Anthropometric Parameters and How to Measure Them

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body mass</td>
<td>Measure (on a scale accurate to 0.01 kg) the mass of subject with all clothes except underwear removed</td>
</tr>
<tr>
<td>ASIS breadth</td>
<td>With a beam caliper, measure the horizontal distance between the anterior superior iliac spines</td>
</tr>
<tr>
<td>Thigh length</td>
<td>With a beam caliper, measure the vertical distance between the superior point of the greater trochanter of the femur and the superior margin of the lateral tibia</td>
</tr>
<tr>
<td>Midthigh circumference</td>
<td>With a tape perpendicular to the long axis of the leg and at a level midway between the trochanteric and tibial landmarks, measure the circumference of the thigh</td>
</tr>
<tr>
<td>Calf length</td>
<td>With a sliding caliper, measure the vertical distance between the superior margin of the lateral tibia and the lateral malleolus</td>
</tr>
<tr>
<td>Calf circumference</td>
<td>With a tape perpendicular to the long axis of the lower leg, measure the maximum circumference of the calf</td>
</tr>
<tr>
<td>Knee diameter</td>
<td>With a spreading caliper, measure the maximum breadth of the knee across the femoral epicondyles</td>
</tr>
<tr>
<td>Foot length</td>
<td>With a beam caliper, measure the distance from the posterior margin of the heel to the tip of the longest toe</td>
</tr>
<tr>
<td>Malleolus height</td>
<td>With the subject standing, use a sliding caliper to measure the vertical distance from the standing surface to the lateral malleolus</td>
</tr>
<tr>
<td>Malleolus width</td>
<td>With a sliding caliper, measure the maximum distance between the medial and lateral malleoli</td>
</tr>
<tr>
<td>Foot breadth</td>
<td>With a beam caliper, measure the breadth across the distal ends of metatarsals I and V</td>
</tr>
</tbody>
</table>

Note. Adapted from Chandler et al. (1975).

Prediction of Segment Mass

We believe that individual segment masses are related not only to the subject’s total body mass, but also to the dimensions of the segment of interest. Specifically, because mass is equal to density times volume, the segment mass should be related to a composite parameter which has the dimensions of length cubed and depends on the volume of the segment. Expressed mathematically, we are seeking a multiple linear regression equation for predicting segment mass which has the form

\[
\text{Segment mass} = C_1 (\text{Total body mass}) + C_2 (\text{Length})^3 + C_3
\]  

(3.1)

where \(C_1, C_2, \text{and } C_3\) are regression coefficients. For our purposes, the shapes of the thigh and calf are represented by cylinders, and the shape of the foot is similar to a right pyramid. (Though a truncated cone may provide a better approximation of the thigh and calf, it requires an extra anthropometric measurement for each segment and yields only a marginal improvement in accuracy.)

\[
\text{Mass of cylinder} = \frac{(\text{Density})}{4\pi} (\text{Length})(\text{Circumference})^2
\]  

(3.2)
Mass of pyramid = \frac{1}{3} \text{ (Density) (Width) (Height) (Length)} \quad (3.3)

Table 3.2  Anthropometric Data Required to Predict Body Segment Parameters for a Normal Male

<table>
<thead>
<tr>
<th>Number</th>
<th>Anthropometric measurement</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Total body mass</td>
<td>64.90</td>
<td>kg</td>
</tr>
<tr>
<td>2</td>
<td>ASIS breadth</td>
<td>0.240</td>
<td>m</td>
</tr>
<tr>
<td>3</td>
<td>R. Thigh length</td>
<td>0.460</td>
<td>m</td>
</tr>
<tr>
<td>4</td>
<td>L. Thigh length</td>
<td>0.465</td>
<td>m</td>
</tr>
<tr>
<td>5</td>
<td>R. Midthigh circumference</td>
<td>0.450</td>
<td>m</td>
</tr>
<tr>
<td>6</td>
<td>L. Midthigh circumference</td>
<td>0.440</td>
<td>m</td>
</tr>
<tr>
<td>7</td>
<td>R. Calf length</td>
<td>0.430</td>
<td>m</td>
</tr>
<tr>
<td>8</td>
<td>L. Calf length</td>
<td>0.430</td>
<td>m</td>
</tr>
<tr>
<td>9</td>
<td>R. Calf circumference</td>
<td>0.365</td>
<td>m</td>
</tr>
<tr>
<td>10</td>
<td>L. Calf circumference</td>
<td>0.365</td>
<td>m</td>
</tr>
<tr>
<td>11</td>
<td>R. Knee diameter</td>
<td>0.108</td>
<td>m</td>
</tr>
<tr>
<td>12</td>
<td>L. Knee diameter</td>
<td>0.112</td>
<td>m</td>
</tr>
<tr>
<td>13</td>
<td>R. Foot length</td>
<td>0.260</td>
<td>m</td>
</tr>
<tr>
<td>14</td>
<td>L. Foot length</td>
<td>0.260</td>
<td>m</td>
</tr>
<tr>
<td>15</td>
<td>R. Malleolus height</td>
<td>0.060</td>
<td>m</td>
</tr>
<tr>
<td>16</td>
<td>L. Malleolus height</td>
<td>0.060</td>
<td>m</td>
</tr>
<tr>
<td>17</td>
<td>R. Malleolus width</td>
<td>0.074</td>
<td>m</td>
</tr>
<tr>
<td>18</td>
<td>L. Malleolus width</td>
<td>0.073</td>
<td>m</td>
</tr>
<tr>
<td>19</td>
<td>R. Foot breadth</td>
<td>0.098</td>
<td>m</td>
</tr>
<tr>
<td>20</td>
<td>L. Foot breadth</td>
<td>0.096</td>
<td>m</td>
</tr>
</tbody>
</table>

Figure 3.2, a-c, illustrates the three anatomical segments and their geometric counterparts.

**Figure 3.2** Lower extremity body segments and their geometric counterparts: (a) thigh; (b) calf; (c) foot.

We assume the segment density among subjects to be invariant and then use the linear dimensions as predictors of the segment masses. We based our regression equations on six cadavers studied by Chandler, Clauser, McConville, Reynolds, and Young (1975). Although we would ideally prefer to have had more cadavers, these are the only data in the literature that are so complete. This applies not only to the anthropometric measurements (Tables 3.1 and 3.2) but also to the principal centroidal moments of inertia which are described in great detail. Based on these data in Chandler et al. (1975), we have performed multiple linear regression to yield the following equations:
Mass of thigh = (0.1032)(Total body mass) 
+ (12.76)(Thigh length)(Mid-thigh circumference)^2 
+ (-1.023) (3.4)

Mass of calf = (0.0226)(Total body mass) 
+ (31.33)(Calf length)(Calf circumference)^2 
+ (0.016) (3.5)

Mass of foot = (0.0083)(Total body mass) 
+ (254.5)(Malleolus width)(Malleolus height)(Foot length) 
+ (-0.065) (3.6)

Using the data in Table 3.2 (Total body mass = 64.90 kg; Right calf length = 0.430 m; Right calf circumference = 0.365 m), Equation 3.5 yields

Mass of right calf = (0.0226)(64.90) 
+ (31.33)(0.430)(0.365) + 0.016 
= 3.28 kg

Further details on the statistical basis for these regression equations to predict mass may be found in Appendix B.

**Prediction of Segment Moments of Inertia**

As mentioned previously, the moment of inertia, which is a measure of a body’s resistance to angular motion, has units of kgm^2. It seems likely therefore that the moment of inertia would be related to body mass (kilogram) times a composite parameter which has the dimensions of length squared (m^2). Expressed mathematically, we are seeking a linear regression equation for predicting segment moment of inertia which has the form

\[
\text{Segment moment of inertia} = C4(\text{Total body mass})(\text{Length})^2 + C5
\]

where \(C4\) and \(C5\) are regression coefficients. The key is to recognise that the \((\text{Length})^2\) parameter is based on the moment of inertia of a similarly shaped, geometric solid. A similar approach has been proposed by Yeadon and Morlock (1989). As before, the thigh and calf are similar to a cylinder and the foot is approximated by a right pyramid. Figure 3.3 shows the principal orthogonal axes for the thigh and a cylinder.

Using the mathematical definition of moment of inertia and standard calculus, the following relationships can be derived:

\[
\text{Moment of inertia of cylinder about flexion/extension axis} = \frac{1}{12} \text{(Mass)}[(\text{Length})^2 + 0.076 (\text{Circumference})^2]
\]

\[
\text{Moment of inertia of cylinder about the abduction/adduction axis} = \frac{1}{12} \text{(Mass)}[(\text{Length})^2 + 0.076 (\text{Circumference})^2]
\]
Moment of inertia of cylinder about the internal/external rotation axis =
\[
\frac{1}{8\pi^2} \text{ (Mass) (Circumference)}^2
\]  
(3.10)

When studying these three equations, you will notice the following: Equations 3.8 and 3.9 are the same, which comes from the radial symmetry of a cylinder; all three equations have the units of kg\(\cdot\)m\(^2\); the moment of inertia about the internal/external rotation axis (Equation 3.10) depends only on mass and circumference (squared) and not on the length of the cylinder. As can be seen from Equation 3.7, each of the equations provides two regression coefficients. There are three regression equations per segment (Equations 3.8, 3.9, and 3.10 are the examples for the thigh), and there are three separate segments — thigh, calf, and foot. This means that the regression analysis of the Chandler data will yield \(2 \times 3 \times 3 = 18\) regression coefficients. All of these are provided in Appendix B, but for the purpose of this chapter, we show one regression equation for the thigh:

Moment of inertia of thigh about the flexion/extension axis =
\[
(0.00762)(\text{Total body mass}) \times \left[ (\text{Thigh length})^2 + 0.076(\text{Midthigh circumference})^2 \right] + 0.0115
\]  
(3.11)

Again, using the data in Table 3.2 (Total body mass = 64.90 kg; Right thigh length = 0.460 m; Right midthigh circumference = 0.450 m) in the previous equation, we get

Moment of inertia of right thigh about the flexion/extension axis =
\[
(0.00762)(64.90) \times [(0.460)^2 + 0.076(0.450)^2] + 0.0115 = 0.1238 \text{ kg}\cdot\text{m}^2
\]  
(3.12)

Table 3.3, which contains the data for the Man.DST file generated in GaitLab, provides all the body segment parameters that are required for de-
tailed 3-D gait analysis of the lower extremities. In addition to the body segment masses and moments of inertia already discussed in this section, notice that there are also segment centre-of-mass data. These are expressed as ratios and are based on knowing the segment endpoints for the thigh, calf, and foot. These points are between the hip and knee joints, the knee and ankle joints, and the heel and longest toe, respectively. The ratios in Table 3.3 are the means of the ratios in Chandler et al. (1975).

Table 3.3 Body Segment Parameter Data for Lower Extremities of a Normal Male

<table>
<thead>
<tr>
<th>Segment number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment name</td>
<td>R. Thigh</td>
<td>L. Thigh</td>
<td>R. Calf</td>
<td>L. Calf</td>
<td>R. Foot</td>
<td>L. Foot</td>
</tr>
<tr>
<td>Mass</td>
<td>6.86</td>
<td>6.82</td>
<td>3.28</td>
<td>3.28</td>
<td>0.77</td>
<td>0.76</td>
</tr>
<tr>
<td>CG position</td>
<td>0.39</td>
<td>0.39</td>
<td>0.42</td>
<td>0.42</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>(ratio proximal/distal length)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moments of inertia (kg m^2 m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flx/Ext axis</td>
<td>0.1238</td>
<td>0.1257</td>
<td>0.0490</td>
<td>0.0490</td>
<td>0.0035</td>
<td>0.0035</td>
</tr>
<tr>
<td>Abd/Add axis</td>
<td>0.1188</td>
<td>0.1207</td>
<td>0.0504</td>
<td>0.0504</td>
<td>0.0040</td>
<td>0.0039</td>
</tr>
<tr>
<td>Int/Ext axis</td>
<td>0.0229</td>
<td>0.0220</td>
<td>0.0037</td>
<td>0.0037</td>
<td>0.0011</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

*Note.* The parameters were generated from the anthropometric data of Table 3.2 using regression equations such as 3.4 to 3.6 and 3.11.

In summary then, Table 3.1 describes how the anthropometric measurements should be made, Table 3.2 is an example of the 20 parameters for a male subject, and Table 3.3 shows the body segment parameters (BSPs) that are derived using the regression equations and anthropometric measurements. We think you will agree that the BSPs have been personalised by means of linear measurements that do not require much time or expensive equipment. In Appendix B, we show that these equations are also reasonably accurate and can therefore be used with some confidence.

Though we believe that our BSPs are superior to other regression equations that are not dimensionally consistent (e.g., Hinrichs, 1985), it is appropriate to put this statement into the proper perspective. The moments of inertia are really only needed to calculate the resultant joint moments (see Equation 3.30 later in this chapter). Their contribution is relatively small, particularly for the internal/external rotation axis. For example, in stance phase, the contributions from the inertial terms to joint moments are very small because the velocity and acceleration of limb segments are small.

**Linear Kinematics**

As described in the previous section on anthropometry, each of the segments of the lower extremity (thigh, calf, and foot) may be considered as a separate entity. Modelling the human body as a series of interconnected rigid links is a standard biomechanical approach (Apkarian, Naumann, & Cairns, 1989; Cappozzo, 1984). When studying the movement of a segment in 3-D space we need to realise that it has six degrees of freedom. This simply means that it requires six independent coordinates to describe its position in 3-D space uniquely (Greenwood, 1965). You may think of these six as being three cartesian coordinates (X,Y, and Z) and three angles of rotation, often referred to as Euler angles. In order for the gait analyst to derive these six coordinates, he or she needs to measure the 3-D positions of at least three noncolinear markers on each segment. The question that now arises is this: Where on the
lower extremities should these markers be placed? Ideally, we want the minimum number of markers placed on anatomical landmarks that can be reliably located, otherwise data capture becomes tedious and prone to errors.

**Use of Markers**

Some systems, such as the commercially available OrthoTrak product from Motion Analysis Corporation (see Appendix C), use up to 25 markers. We feel this is too many markers, and the use of bulky triads on each thigh and calf severely encumbers the subject. Kadaba, Ramakrishnan, and Wootten (1990) of the Helen Hayes Hospital in upstate New York proposed a marker system that uses wands or sticks about 7 to 10 cm long attached to the thighs and calves. The advantage of this approach is that the markers are easier to track in 3-D space with video-based kinematic systems, and they can (at least theoretically) provide more accurate orientation of the segment in 3-D space.

---

**Figure 3.4** The 15-marker system that uniquely defines the position of each segment in 3-D space: (a) anterior view; (b) posterior view.
The major disadvantage is that the wands encumber the subject, and if he or she has a jerky gait, the wands will vibrate and move relative to the underlying skeleton. In addition, Kadaba et al. (1990) only have two markers on the foot segment. After careful consideration we have adopted the 15 marker locations illustrated in Figure 3.4, a and b. This is referred to as the Helen Hayes Hospital marker set in GaitLab.

Note the position of the XYZ global reference system in Figure 3.4 with its origin at one corner of Force Plate 1. The X, Y, and Z coordinates of these 15 markers as a function of time may then be captured with standard equipment.

Table 3.4 Three-Dimensional Displacement Data of External Landmarks at Time = 0.00 s (Right Heel Strike) of a Normal Male

<table>
<thead>
<tr>
<th>Number</th>
<th>Name</th>
<th>X (m)</th>
<th>Y (m)</th>
<th>Z (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R. Metatarsal head V</td>
<td>0.157</td>
<td>0.142</td>
<td>0.057</td>
</tr>
<tr>
<td>2</td>
<td>R. Heel</td>
<td>-0.016</td>
<td>0.207</td>
<td>0.032</td>
</tr>
<tr>
<td>3</td>
<td>R Lateral malleolus</td>
<td>0.033</td>
<td>0.155</td>
<td>0.067</td>
</tr>
<tr>
<td>4</td>
<td>R Tibial tubercle</td>
<td>0.002</td>
<td>0.181</td>
<td>0.443</td>
</tr>
<tr>
<td>5</td>
<td>R Femoral epicondyle</td>
<td>-0.055</td>
<td>0.136</td>
<td>0.509</td>
</tr>
<tr>
<td>6</td>
<td>R Greater trochanter</td>
<td>-0.207</td>
<td>0.082</td>
<td>0.880</td>
</tr>
<tr>
<td>7</td>
<td>R ASIS</td>
<td>-0.161</td>
<td>0.141</td>
<td>0.979</td>
</tr>
<tr>
<td>8</td>
<td>L Metatarsal head V</td>
<td>-0.578</td>
<td>0.392</td>
<td>0.032</td>
</tr>
<tr>
<td>9</td>
<td>L Heel</td>
<td>-0.705</td>
<td>0.320</td>
<td>0.138</td>
</tr>
<tr>
<td>10</td>
<td>L Lateral malleolus</td>
<td>-0.648</td>
<td>0.374</td>
<td>0.128</td>
</tr>
<tr>
<td>11</td>
<td>L Tibial tubercle</td>
<td>-0.383</td>
<td>0.341</td>
<td>0.396</td>
</tr>
<tr>
<td>12</td>
<td>L Femoral epicondyle</td>
<td>-0.369</td>
<td>0.393</td>
<td>0.495</td>
</tr>
<tr>
<td>13</td>
<td>L Greater trochanter</td>
<td>-0.263</td>
<td>0.439</td>
<td>0.891</td>
</tr>
<tr>
<td>14</td>
<td>L ASIS</td>
<td>-0.174</td>
<td>0.386</td>
<td>0.976</td>
</tr>
<tr>
<td>15</td>
<td>Sacrum</td>
<td>-0.369</td>
<td>0.242</td>
<td>0.962</td>
</tr>
</tbody>
</table>

Note. The XYZ positions refer to the global coordinate system defined in Figure 3.4, although the position of the subject in this figure is much later in the gait cycle (approaching right toe-off).

Figure 3.5 The 3-D coordinates of the right lateral malleolus plotted as a function of time. There are approximately one and a half gait cycles (i.e., from right heel strike beyond the next right heel strike) in this figure, as can be seen in the Z curve.
The data in the DST files in GaitLab were gathered at the Oxford Orthopaedic Engineering Centre (OOEC), the National Institutes of Health (NIH) Biomechanics Laboratory, the Richmond Children's Hospital, and the Kluge Children's Rehabilitation Center in Charlottesville, Virginia (where all laboratories use the VICON system from Oxford Metrics). Table 3.4 shows the data for one time frame (actually the first right heel strike), while Figure 3.5 is an example of X, Y, and Z coordinates of the right lateral malleolus plotted as a function of time.

Marker Placement for Current Model

One of the problems in capturing kinematic data is that we are really interested in the position of the underlying skeleton, but we are only able to measure the positions of external landmarks (Figure 3.4 and Table 3.4). Because most gait studies are two-dimensional and concentrate on the sagittal plane, researchers have assumed that the skeletal structure of interest lies behind the external marker. We obviously cannot do that with our 3-D marker positions, but we can use the external landmarks to predict internal positions. The 3-step strategy used to calculate the positions of the hip, knee, and ankle joints on both sides of the body is as follows:

1. Select three markers for the segment of interest.
2. Create an orthogonal uvw reference system based on these three markers.
3. Use prediction equations based on anthropometric measurements and the uvw reference system to estimate the joint centre positions.

Foot. Consider the markers on the right foot as seen in Figure 3.4a. These are numbered 1, metatarsal head II; 2, heel; and 3, lateral malleolus. They are shown in more detail in Figure 3.6, a and b.

When creating the uvw reference system, we first place the origin at Marker 3 (lateral malleolus). The three markers form a plane, and the w axis is perpendicular to this plane. The u axis is parallel to the line between markers 2 and 1 although its origin is Marker 3. Finally, the v axis is at right angles to both u and w so that the three axes uvw form a so-called right-handed system. (To determine if a system is right-handed, point the fingers of our right hand in the direction of the u axis, curl them toward the v axis, and your thumb should be pointing in the w direction. This is called the right-handed
screw rule.) Now that $uvw$ for the foot has been defined, we can use this information in prediction equations to estimate the position of the ankle and longest toe:

\[
P_{\text{Ankle}} = P_{\text{Lateral malleolus}} + 0.016(\text{Foot length})u_{\text{Foot}} + 0.392(\text{Malleolus height})v_{\text{Foot}} + 0.478(\text{Malleolus width})w_{\text{Foot}} \\

P_{\text{Toe}} = P_{\text{Lateral malleolus}} + 0.742(\text{Foot length})u_{\text{Foot}} + 1.074(\text{Malleolus height})v_{\text{Foot}} - 0.187(\text{Foot breadth})w_{\text{Foot}}
\]

(3.13) (3.14)

You should realise that these equations refer to the right ankle and toe. The mathematics for calculating $uvw$ and distinguishing between the left and right sides may be found in Appendix B.

**Calf.** Consider the markers on the right calf as seen in Figure 3.4a (note: This segment is sometimes referred to as the shank or leg). These are numbered 3, lateral malleolus; 4, calf wand; and 5, femoral epicondyle. They appear in more detail in Figure 3.7.

When creating the $uvw$ reference system, we first place the origin at Marker 5, femoral epicondyle. The three markers form a plane, and the $u$ axis is perpendicular to this plane. The $v$ axis is parallel to the line between Markers 5 and 3. Finally, the $w$ axis is at right angles to both $u$ and $v$ so that the three axes $uvw$ form a right-handed system as before. We can now use this triad $uvw$ for the calf to estimate the position of the knee joint centre based on the following prediction equation:

\[
P_{\text{Knee}} = P_{\text{Femoral epicondyle}} + 0.000(\text{Knee diameter})u_{\text{Calf}} + 0.000(\text{Knee diameter})v_{\text{Calf}} + 0.500(\text{Knee diameter})w_{\text{Calf}}
\]

(3.15)
As with the ankle, this equation refers to the right knee, but the mathematics for the left knee are essentially the same (see Appendix B).

**Pelvis.** Consider the markers on the pelvis as seen in Figure 3.4. These are numbered 7, right anterior superior iliac spine or ASIS; 14, left ASIS; and 15, sacrum. The sacral marker is placed at the junction between the fifth lumbar vertebra and the sacrum. They appear in more detail in Figure 3.8, a and b.

![Figure 3.8](image)

When creating the uvw reference system for the pelvis, we first place the origin at Marker 15 (sacrum). The three markers form a plane, and the w axis is perpendicular to this plane. The v axis is parallel to the line between Markers 7 and 14, although its origin is Marker 15. Finally, the u axis is at right angles to both v and w so that the three axes uvw form a right-handed system.

Now that uvw for the pelvis has been defined, we can use this information in a prediction equation to estimate the positions of the left and right hip joints:

$$
\mathbf{p}_{\text{Hip}} = \mathbf{p}_{\text{Sacrum}} + (0.598)(\text{ASIS breadth})\mathbf{u}_{\text{Pelvis}} + (0.344)(\text{ASIS breadth})\mathbf{v}_{\text{Pelvis}} - (0.290)(\text{ASIS breadth})\mathbf{w}_{\text{Pelvis}}
$$

The ± differentiates between the left (+) and right (-) hip joints. This method for predicting the positions of the hip joint centres is very similar to others in the literature (Campbell, Grabiner, Hawthorne, & Hawkins, 1988; Tylkowski, Simon, & Mansour, 1982).

**Prediction of Joint Centres**

Equations 3.13 to 3.16 demonstrate how it is possible to use the 3-D positions of external landmarks (Table 3.4) and anthropometric data (Table 3.2) to predict the 3-D positions of internal skeletal landmarks (i.e., the joint centres). The coefficients in Equations 3.13 to 3.15 have been based on direct 3D measurements of 12 normal subjects, while 3.16 is based on stereo X rays of a normal subject (Vaughan, 1983). The biomechanics literature desperately needs coefficients that have been derived from many subjects, both nor-
Table 3.5 shows an example of the 3-D data of the joint centres and foot endpoints from the Man.DST file in GaitLab. A single joint, the right ankle, has been plotted out in Figure 3.9 for comparison with the right lateral malleolus in Figure 3.5. Though the curves are similar, they are not identical, especially with regard to the absolute value of the Y coordinate.

Table 3.5 Three Dimensional Displacement Data of the Joint Centres and Foot Endpoints at Time= 0.00 s (Right Heel Strike) in a Normal Male

<table>
<thead>
<tr>
<th>Joint/Point</th>
<th>X(m)</th>
<th>Y(m)</th>
<th>Z(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R. Hip</td>
<td>-0.193</td>
<td>0.161</td>
<td>0.905</td>
</tr>
<tr>
<td>L. Hip</td>
<td>-0.201</td>
<td>0.326</td>
<td>0.901</td>
</tr>
<tr>
<td>R. Knee</td>
<td>-0.037</td>
<td>0.197</td>
<td>0.534</td>
</tr>
<tr>
<td>L. Knee</td>
<td>-0.327</td>
<td>0.326</td>
<td>0.509</td>
</tr>
<tr>
<td>R. Ankle</td>
<td>0.059</td>
<td>0.204</td>
<td>0.090</td>
</tr>
<tr>
<td>L. Ankle</td>
<td>-0.610</td>
<td>0.326</td>
<td>0.138</td>
</tr>
<tr>
<td>R. Heel</td>
<td>-0.007</td>
<td>0.205</td>
<td>0.036</td>
</tr>
<tr>
<td>L. Heel</td>
<td>-0.695</td>
<td>0.321</td>
<td>0.152</td>
</tr>
<tr>
<td>R. Toe</td>
<td>0.261</td>
<td>0.232</td>
<td>0.133</td>
</tr>
<tr>
<td>L. Toe</td>
<td>-0.441</td>
<td>0.308</td>
<td>0.018</td>
</tr>
</tbody>
</table>

Note. The XYZ positions refer to the global coordinate system defined in Figure 3.4.

Determination of Segment Orientation

The final task in this section on linear kinematics is to determine the orientation of each segment in 3-D space. This is done by embedding a reference system (xyz) in each segment that will define how each segment is positioned relative to the global (i.e., laboratory) reference frame XYZ. The location of each xyz reference frame is at the segment’s centre of gravity. (We will describe in the next section how this position is obtained.) Figure 3.10 illustrates how the xyz frames are derived.
In the case of the thighs, the x axis runs from distal to proximal on a line between the knee and hip joints. The xz plane is formed by the hip joint, the thigh wand marker, and the knee joint. The y axis, by definition, is at right angles to the xz plane and, as seen in Figure 3.10, points in an anterior direction. By the right-handed screw rule (defined earlier), the z axis is perpendicular to x and y and points to the person's left.

For the calves, the x axis again runs from distal to proximal but on a line between the ankle and knee joints. The xz plane is formed by the knee joint, the calf wand, and the ankle joint. The y axis, by definition, is at right angles to the xz plane and, as seen in Figure 3.10, points in an anterior direction. Using the right-handed screw rule again, the z axis is perpendicular to x and y and points to the person's left. For the feet, the x axis is directed from the longest toe toward the heel marker. The xy plane is formed by the ankle joint, the heel marker, and the toe position. The z axis, by definition, is at right angles to the xy plane and points to the person's left. As seen in Figure 3.10, the y axis obtained by the right-handed screw rule (in this case z → x → y) points upward and away from the dorsal surface of the foot.

The mathematics to determine xyz for each segment relative to the global XYZ is based on standard vector algebra and is covered in full detail in Appendix B.

**Centres of Gravity**

In order to calculate the positions of segment centres of gravity (CG), we need two sets of information: the locations of the joint centres or segment endpoints (Table 3.5) and the body segment parameter data (Table 3.3).

**Prediction of Segment Centre of Gravity**

Using the mean data of Chandler *et al.* (1975) and the example shown in Figure 3.11, the following equations for predicting centre of gravity locations
may be derived:

\[ P_{\text{Thigh,CG}} = P_{\text{Hip}} + 0.39 (P_{\text{Knee}} - P_{\text{Hip}}) \]  \hspace{1cm} (3.17)

\[ P_{\text{Calf,CG}} = P_{\text{Knee}} + 0.42 (P_{\text{Ankle}} - P_{\text{Knee}}) \]  \hspace{1cm} (3.18)

\[ P_{\text{Foot,CG}} = P_{\text{Heel}} + 0.44 (P_{\text{Toe}} - P_{\text{Heel}}) \]  \hspace{1cm} (3.19)

Velocity and Acceleration

The next task is to get the velocity and acceleration data for the segment centres of gravity (refer to Figures 1.4 and 1.5). Velocity and acceleration may be defined, in simplistic form, as follows:

Velocity = (Change in displacement)/(Change in time)  \hspace{1cm} (3.20)

Acceleration = (Change in velocity)/(Change in time)  \hspace{1cm} (3.21)

These two equations are simple, finite difference equations and are part of the branch of mathematics known as numerical differentiation (Miller & Nelson, 1973). Two techniques for smoothing out noisy displacement data and performing numerical differentiation were presented by Vaughan (1982): a digital filter and the quintic spline. Though the quintic spline can be used to good effect for both smoothing and differentiation (Wood & Jennings, 1979), the size of the computer code (i.e., the number of program lines) and its long running time precludes its use on a personal computer. For GaitLab, we have chosen to use a digital filter algorithm for smoothing displacement data, as popularised for use in biomechanics research by Pezzack, Norman, and Winter (1977).

Example of Centre of Gravity Data

Table 3.6 is an example of the centre of gravity data for one time frame for the
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Man.DST file in GaitLab. Choosing the centre of gravity (CG) of one segment (the right foot) and one direction (Z) yields the curves seen in Figure 3.12. This figure shows how Equations 3.20 and 3.21 function. Study the position curve at the top of Figure 3.12 first. You will notice that at $t = 0.0$ s (heel strike), the foot's CG is slightly above zero. It drops down almost to zero and then does not change much until about $0.6$ s. This period is obviously when the foot is flat on the ground. At heel strike, the velocity is slightly negative because the CG is still moving downward. During foot-flat ($0.1-0.6$ s), the velocity is almost zero because the displacement is not changing (see Equation 3.20). The acceleration is quite large and positive just after heel strike when the foot is experiencing an upward force from the ground. During the foot-flat phase, when the velocity is not changing much, the acceleration is almost zero (see Equation 3.21).

Table 3.6 Three-Dimensional Displacement, Velocities and Acceleration Data of the Segment Centres of Gravity at Time $= 0.00$ s (Right Heel Strike) for a Normal Male

<table>
<thead>
<tr>
<th>Segment Centre</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>$v_x$</th>
<th>$v_y$</th>
<th>$v_z$</th>
<th>$a_x$</th>
<th>$a_y$</th>
<th>$a_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>R. Thigh</td>
<td>-0.121</td>
<td>0.173</td>
<td>0.761</td>
<td>0.68</td>
<td>-0.12</td>
<td>0.08</td>
<td>8.2</td>
<td>-1.3</td>
<td>2.6</td>
</tr>
<tr>
<td>L. Thigh</td>
<td>-0.238</td>
<td>0.324</td>
<td>0.748</td>
<td>0.77</td>
<td>-0.09</td>
<td>-0.02</td>
<td>8.7</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>R. Calf</td>
<td>0.012</td>
<td>0.199</td>
<td>0.347</td>
<td>0.52</td>
<td>-0.05</td>
<td>0.00</td>
<td>4.0</td>
<td>0.6</td>
<td>1.4</td>
</tr>
<tr>
<td>L. Calf</td>
<td>-0.436</td>
<td>0.327</td>
<td>0.355</td>
<td>0.68</td>
<td>0.03</td>
<td>0.09</td>
<td>9.2</td>
<td>-1.4</td>
<td>1.5</td>
</tr>
<tr>
<td>R. Foot</td>
<td>0.115</td>
<td>0.217</td>
<td>0.074</td>
<td>0.19</td>
<td>0.03</td>
<td>-0.23</td>
<td>-2.1</td>
<td>1.0</td>
<td>-0.8</td>
</tr>
<tr>
<td>L. Foot</td>
<td>-0.579</td>
<td>0.316</td>
<td>0.097</td>
<td>0.32</td>
<td>0.06</td>
<td>0.26</td>
<td>6.0</td>
<td>0.7</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Note. The XYZ positions refer to the global coordinate system defined in Figure 3.4. The velocities (in m/s) are $v_x$, $v_y$ and $v_z$, while $a_x$, $a_y$ and $a_z$ are the accelerations (in m/s$^2$).

Figure 3.12 The displacement, velocity and acceleration of the right foot's centre of gravity in the Z direction as a function of time.

The next phase is heel-off to toe-off which takes place between $0.6$ and
0.8s. The position of the foot’s CG gradually increases to about 0.15 m. The velocity increases to 0.7 m/s as the heel lifts off prior to toe-off at 0.8 s. From toe-off (just after 0.8 s) to the next heel strike (just after 1.3s), there are some interesting hills and valleys in all three curves. From Equation 3.20, you can see that any time the position curve has a hill or valley (i.e., a maximum or minimum point), the velocity must be zero. Similarly, from Equation 3.21, any time the velocity curve has a hill or valley (also referred to as a turning point), the acceleration must be zero. The position curve has turning points at about 0.91, 1.15, and 1.28 s; at these same points the velocity is zero. The velocity curve has turning points at about 0.83, 1.02, 1.21, and 1.33 s, and at these points, the acceleration is zero.

Methodological Notes

As a final comment, you should be aware that the digital filter algorithm has some endpoint problems (Vaughan, 1982). This means that the algorithm has a tendency to oversmooth the first few and last few data frames, which can result in erroneous velocity and acceleration data. One way of overcoming this is to sample extra frames of data on either side of the period of interest and then ignore these extra frames after the data have been smoothed. Another approach would be to use a different smoothing algorithm, such as a least squares quintic spline. The latter was considered for GaitLab, but the increased processing time and memory requirements mitigated against it (Vaughan, 1982).

Angular Kinematics

In this section, you will learn about two different ways to express the angular orientation of the segments in 3-D space. First, we will show you how one segment is orientated relative to another — the anatomical joint angles. Second, we will define how one segment is orientated relative to the fixed global reference frame — the segment Euler angles, named after the 18th-century Swiss mathematician. The anatomical joint angles are important because the ranges of movement are of interest to clinicians (e.g., hip abduction and adduction, knee flexion and extension, ankle inversion and eversion). The segment Euler angles are important because they are needed to define the angular velocities and angular accelerations of the segments. These latter two angular kinematic parameters are used in the equations of motion (see Figure 1.5) to calculate the joint moments.

Definition of Anatomical Joint Angles

There has been some debate as to the most appropriate method of defining joint angles so that they make sense from a traditional, anatomical point of view. We have decided that the most sensible method has been proposed by Chao (1980) and Grood and Suntay (1983). Consider the segment reference frames that were defined in Figure 3.10. Each joint has a reference frame in the proximal and distal segments (for the hip joint, this is the pelvis and thigh; for the knee joint, the thigh and calf; for the ankle joint, the calf and foot). Joint angles are defined as a rotation of the distal segment relative to the proximal segment. The rotations may be defined, in general, as follows:

- Flexion and extension (plus dorsiflexion and plantar flexion) take place about the mediolateral axis of the proximal segment (i.e., the z axes in Figure 3.10).
• Internal and external rotation take place about the longitudinal axis of the distal segment (i.e., the x axes in Figure 3.10).
• Abduction and adduction take place about a floating axis that is at right angles to both the flexion/extension and internal/external rotation axes.

These angle definitions can be a little more easily understood by referring to Figure 3.13, which illustrates the left knee.

![Diagram of the left knee](image)

**Figure 3.13** The axis of rotation for the left knee. The proximal and distal reference frames are shown on the left, while the axes are highlighted on the right. There are three separate ranges of motion: Flexion and extension take place about the mediolateral axis of the left thigh ($z_2$); internal and external rotation take place about the longitudinal axis of the left calf ($x_4$); and abduction and adduction take place about an axis that is perpendicular to both $z_2$ and $x_4$. Note that these three axes do not form a right-handed triad, because $z_2$ and $x_4$ are not necessarily at right angles to one another.

The first three columns of Table 3.7 show the anatomical joint angles for $t=0.00$ s for the Man.DST file in GaitLab, whereas Figure 3.14 concentrates on the right hip joint. The mathematical details describing how the rotation axes of Figure 3.13 can be used to generate the data in Figure 3.14 and Table 3.7 are quite complex and are included in Appendix B.

<table>
<thead>
<tr>
<th>Joint/Segment</th>
<th>Fx/</th>
<th>Abd/</th>
<th>Int/</th>
<th>Omega_x</th>
<th>Omega_y</th>
<th>Omega_z</th>
<th>Omdot_x</th>
<th>Omdot_y</th>
<th>Omdot_z</th>
</tr>
</thead>
<tbody>
<tr>
<td>R. Hip/Thigh</td>
<td>18.9</td>
<td>-5.0</td>
<td>-3.7</td>
<td>0.15</td>
<td>0.11</td>
<td>-0.08</td>
<td>9.3</td>
<td>6.5</td>
<td>-0.3</td>
</tr>
<tr>
<td>L. Hip/Thigh</td>
<td>-21.8</td>
<td>2.1</td>
<td>-13.3</td>
<td>0.61</td>
<td>-0.02</td>
<td>0.48</td>
<td>3.2</td>
<td>15.5</td>
<td>5.1</td>
</tr>
<tr>
<td>R. Knee/Calf</td>
<td>10.4</td>
<td>4.1</td>
<td>-1.7</td>
<td>-0.15</td>
<td>0.95</td>
<td>0.88</td>
<td>5.2</td>
<td>82.8</td>
<td>12.7</td>
</tr>
<tr>
<td>L. Knee/Calf</td>
<td>18.9</td>
<td>5.1</td>
<td>9.0</td>
<td>-0.19</td>
<td>0.60</td>
<td>-1.25</td>
<td>21.0</td>
<td>-9.4</td>
<td>-20.3</td>
</tr>
<tr>
<td>R. Ankle/Foot</td>
<td>-7.6</td>
<td>-6.8</td>
<td>-16.8</td>
<td>0.03</td>
<td>0.40</td>
<td>2.57</td>
<td>-0.7</td>
<td>3.1</td>
<td>-1.9</td>
</tr>
<tr>
<td>L. Ankle/Foot</td>
<td>-9.7</td>
<td>-8.3</td>
<td>-19.0</td>
<td>-1.80</td>
<td>-1.18</td>
<td>2.16</td>
<td>7.3</td>
<td>-16.6</td>
<td>38.4</td>
</tr>
</tbody>
</table>

*Note.* The first three columns are the anatomical joint angles. Refer to the text and Figure 3.13 for their definitions. The middle three columns, the segment angular velocities, and the last three columns, the segment angular accelerations, are kinematic quantities derived from the segment Euler angles (refer to text and Figure 3.16) and are relative to the segment reference frames (Figure 3.10).
Figure 3.14 The orientation of the right thigh relative to the pelvis, that is, the right hip joint angles plotted, as a function of time. Top is flexion (positive) and extension (negative), middle is internal (+ve) and external rotation (-ve), and bottom is abduction (+ve) and adduction (-ve).

Figure 3.15 The three linear degrees of freedom (X_{R Calf}, Y_{R Calf}, and Z_{R Calf}) defining the position of the right calf's centre of gravity in terms of the global reference system XYZ.

Definition of Segment Euler Angles

Segment Euler angles play an important role in calculating segment angular velocities and accelerations. Earlier in this chapter, we discussed the need to have at least three non-collinear points on a segment to describe its position in 3-D space uniquely. Each segment (or free body) in 3-D space has six degrees of freedom: Six independent coordinates are necessary to define the segment's position. Three of these coordinates are the X, Y, and Z positions of the segment's centre of gravity, which are illustrated for the right calf in Figure 3.15. The other three coordinates are the Euler angles and can be defined with the aid of Figure 3.16. (Your ability to think in 3-D will now be tested to the limit!) First, we move the CG of the calf so that it coincides with the origin of the global reference system. We do this because the position of the calf's CG has already been taken care of as seen in Figure 3.15. Second,
we define the *line of nodes*, which is a line at right angles to both the global reference axis $Z$ and the calf axis $z_{R, Calf}$. Third, we rotate the xyz system of the calf from the XYZ (global) system to its actual position. The following three rotations are performed in order:

1. $\phi$ about the $Z$ axis
2. $\theta$ about the line of nodes
3. $\psi$ about the $z_{R, Calf}$ axis

These three rotations are the Euler angles and are illustrated in Figure 3.16. The particular convention that we have chosen to use — one based on the axes of rotation and their order ($Z$/line of nodes/$z$) — is that adopted by Synge and Griffith (1959) and Goldstein (1965) in their well-known texts on classical mechanics.

**Angular Velocity and Acceleration**

When the Euler angles have been calculated for each segment and at each instant in time, the angular velocities and accelerations may be derived.

\[
\text{Angular velocity} = \text{Function [Euler angles and their first derivatives]} \tag{3.22}
\]

\[
\text{Angular acceleration} = \text{Function [Euler angles and their first and second derivatives]} \tag{3.23}
\]

These equations are complex and lengthy, but have been included for the sake of completeness in Appendix B. There are a number of points that you need to be aware of, however.

1. The symbol for angular velocity is the Greek letter $\omega$ (pronounced
“omega”

2. The angular velocity has three components and is expressed relative to a body-based coordinate system \((x_{\text{R.Calf}}, y_{\text{R.Calf}}, z_{\text{R.Calf}})\) in the case of Figure 3.16) rather than the global reference frame XYZ.

3. The angular acceleration is the first derivative of angular velocity, so we use the symbol \(\ddot{\omega}\) (pronounced “omega dot”).

4. The units for angular velocity and acceleration are radians/second and radians/second² respectively (where radian is an angular measurement and is a dimensionless ratio).

Table 3.7 has an example of segmental angular velocities and acceleration at \(t = 0.00\) s. Figure 3.17 is a plot of angular velocities and accelerations for the right calf about its own z axis.

### Dynamics of Joints

So far in this chapter we have dealt only with kinematic quantities, such as displacement, velocity, and acceleration. As stressed in chapter 1, the kinematics are the effects, but we are also interested in studying the dynamics, the causes of motion. We now are ready to integrate body segment parameters, linear kinematics, centres of gravity, angular kinematics, and ground reaction forces in the equations of motion (Figures 1.4 and 1.5) to yield the resultant joint forces and moments.

### Measurement of Ground Reaction Forces

To perform 3-D gait analysis, we must have a force plate that provides six pieces of information:

1. Force in X direction, \(F_x\)
2. Force in Y direction, \(F_y\)
3. Force in Z direction, \(F_z\)
4. Position of resultant force in X direction, \(D_x\)
5. Position of resultant force in Y direction, \(D_y\)
6. Torque about Z axis, \(T_z\)

Figure 3.4 shows the position of two force plates used in tandem where the origin of the global reference system XYZ is placed at the corner of Plate 1. Figure 3.18a depicts a foot on the plate, whereas Figure 3.18b shows the previously listed six pieces of information associated with the contact between the foot and plate.

---

**Figure 3.17** Angular velocity (top) and angular acceleration (bottom) of the right calf relative to its z axis, plotted as a function of time.
Figure 3.18 The force plate used to measure the reaction forces of the ground acting on a subject's foot: (a) view of foot and plate showing XYZ global reference frame; (b) the resultant force $F_R$ of the plate on the foot has three orthogonal components—$F_X$, $F_Y$, and $F_Z$. The position of this resultant force is specified by the coordinates $DX$ and $DY$, and $T_z$ is the torque applied to the foot about the vertical $Z$ axis.

Table 3.8 The Three-Dimensionl Force Plate Information, as Defined in Figure 3.18b, Showing the Data for Plates 1 and 2 Between 0.68 and 0.72 s

<table>
<thead>
<tr>
<th>Time = 0.68 s</th>
<th>Number</th>
<th>$F_X$(N)</th>
<th>$F_Y$(N)</th>
<th>$F_Z$(N)</th>
<th>DX(m)</th>
<th>DY(m)</th>
<th>$T_z$(Nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plate 1</td>
<td>108</td>
<td>-1</td>
<td>645</td>
<td>0.196</td>
<td>0.204</td>
<td>2.774</td>
<td></td>
</tr>
<tr>
<td>Plate 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time = 0.70 s</th>
<th>Number</th>
<th>$F_X$(N)</th>
<th>$F_Y$(N)</th>
<th>$F_Z$(N)</th>
<th>DX(m)</th>
<th>DY(m)</th>
<th>$T_z$(Nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plate 1</td>
<td>117</td>
<td>-4</td>
<td>617</td>
<td>0.198</td>
<td>0.205</td>
<td>2.546</td>
<td></td>
</tr>
<tr>
<td>Plate 2</td>
<td>-15</td>
<td>30</td>
<td>271</td>
<td>0.672</td>
<td>0.272</td>
<td>0.609</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time = 0.72 s</th>
<th>Number</th>
<th>$F_X$(N)</th>
<th>$F_Y$(N)</th>
<th>$F_Z$(N)</th>
<th>DX(m)</th>
<th>DY(m)</th>
<th>$T_z$(Nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plate 1</td>
<td>120</td>
<td>-2</td>
<td>538</td>
<td>0.199</td>
<td>0.206</td>
<td>1.417</td>
<td></td>
</tr>
<tr>
<td>Plate 2</td>
<td>-79</td>
<td>30</td>
<td>352</td>
<td>0.677</td>
<td>0.274</td>
<td>0.159</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.8 shows the ground reaction force information for both plates between 0.68 and 0.72 s for the Man.DST file in GaitLab. Note that at 0.68 s, all the values for Plate 2 are zero. This simply means that the subject’s left foot has not yet made contact with this plate. Note too that the DX value for Plate 2 is about 0.47 m greater than that for Plate 1. This simply reflects the fact that Plate 2 is that much further from the origin of the global reference frame (refer to Figure 3.4). Note also that $F_z$ in Plate 1 is decreasing (with increasing time) as the subject’s right foot approaches toe-off. The ground reaction force data may be plotted as a function of time as seen in Figure 3.19.

There are a few observations that need to be made when studying the $F_X$, $F_Y$, and $F_Z$ curves in this figure. The range (in newtons) for the vertical force $F_Z$ is almost three times that of the fore-aft force $F_X$. The mediolateral force $F_Y$ has a range of less than one tenth of $F_Z$. The subject’s weight is a little over 600N, so $F_Z$, which has the characteristic double hump, exceeds body weight
at two different times during the stance phase.

As can be seen from all three curves, the stance phase lasts a little over 0.75 s. It should be pointed out that the male subject in this example was walking slightly slower than his normal pace (stance time is normally a little over 0.6 s). The fore-aft force $F_x$ is negative (i.e., acting in a backward or aft direction) for the first half of the cycle. Thereafter it becomes positive as the subject pushes off, driving backward on the plate, and, in accordance with Newton’s third law of motion, experiencing a forward force. The mediolateral force $F_y$ is negative for the first 0.5 s, indicating that just after heel strike, the foot was acting on the plate in the positive Y direction (refer to Figure 3.18, and remember that all these forces — $F_x$, $F_y$, $F_z$ — reflect the force of the plate on the subject’s foot and not vice versa). During most of the stance phase $F_y$ is positive, which means that the plate is pushing inward (or in a medial direction) on the subject’s foot.

**Calculation of Joint Forces and Moments**

Now that we have the ground reaction force data, we can go on to calculate the resultant forces and moments acting at the joints of the subject’s lower extremities — ankles, knees, and hips. The mathematics to accomplish this is not trivial (Greenwood, 1965), but we provide a simple overview of some of the key steps here in this chapter, leaving the details for Appendix B. First, you need to understand the concept of a Free Body Diagram (FBD). An FBD is a diagram in which the segment or body or interest (say, the right foot) is removed (or set free) from its environment and the external forces and moments acting on it are drawn in. Figure 3.20 shows an FBD for the right foot.

![Figure 3.19 The fore-aft ($F_x$), mediolateral ($F_y$), and vertical ($F_z$) forces in newtons (N), acting on the subject’s right foot, as a function of time. For $X$, a forward force is $+ve$, backward is $-ve$; for $Y$ to the left is $+ve$, to the right is $-ve$; and for $Z$, up is $+ve$, down is $-ve$.](image-url)
Figure 3.20 Free Body Diagram for the right foot during pushoff. The external forces acting on the foot are its weight $W_F$, the resultant ground reaction $F_R$, and the force of the calf on the foot at the ankle joint $F_{R, \text{Ankle}}$. The external moments acting on the foot are the ground reaction torque about the $Z$ axis $T_Z$ and the moment of the calf on the foot at the ankle joint $M_{R, \text{Ankle}}$. Note that the torque and moment are indicated as vectors with double arrow points. Compare this FBD for the right foot with Figure 3.18 and make sure you understand the similarities and differences.

The next step is to apply Newton's second law of motion to each segment with the aid of the FBD. This law has two basic forms: linear and angular.

**Linear:** The summation of external forces acting on a segment (or free body) is equal to the rate of change of the linear momentum of the segment.

If we consider that

$$\text{Linear momentum} = (\text{Mass of segment}) \times (\text{Velocity of segment CG})$$

and that the mass of the segment remains constant over time, the first derivative of Equation 3.24 may be written as

$$\text{Change in linear momentum} = (\text{Mass of segment}) \times (\text{Acceleration of segment CG})$$

Using the definition for the linear form of Newton's second law of motion and Equation 3.25 we get

$$\Sigma \text{ Forces} = (\text{Mass of segment}) \times (\text{Acceleration of segment CG})$$

If we apply Equation 3.26 to the FBD in Figure 3.20, then the resulting equation is

$$F_{R, \text{Ankle}} + W_F + F_R = \text{mass}_{R, \text{Foot}} \times a_{R, \text{Foot, CG}}$$
The only unknown in this equation is $F_{R,\text{Ankle}}$. The weight of the foot $W_{\text{Foot}}$ is simply its mass $(\text{mass}_{\text{Foot}}$ obtained from Table 3.3) times the acceleration due to gravity $g$; the ground reaction force $F_R$ is obtained from the force plate (Table 3.8 and Figure 3.19); the mass of the right foot $m_{\text{Foot}}$ comes from Table 3.3; and the acceleration of the foot's centre of gravity $a_{\text{Foot}_{\text{CG}}}$ was derived earlier (Table 3.6 and Figure 3.12). All this means that we now have sufficient information to solve for the resultant force at the right ankle joint $F_{R,\text{Ankle}}$. It is important to realise that this force is not simply the force of the tibia acting on the talar dome. Rather, it is the resultant of all the forces acting across the ankle, including bone, ligament, and muscular forces. To solve for all these individual forces uniquely is not possible because we do not have enough equations (Vaughan, Hay & Andrews, 1982).

The angular form of Newton's second law of motion may be stated as follows:

**Angular**: The summation of external moments acting on a segment (or free body) about its centre of gravity is equal to the rate of change of the angular momentum of the segment.

Expressed mathematically, and applied to the right foot of Figure 3.20, this law takes the form

$$\sum \text{Moments} = \text{Rate of change of angular momentum of the segment}$$

(3.28)

We take moments about the segment's CG, so the left side of Equation 3.28 is

$$\sum \text{Moments} = M_{R,\text{Ankle}} + T_z + \text{Moment due to } F_{R,\text{Ankle}} + \text{Moment due to } F_R$$

(3.29)

The right side of Equation 3.28 has the form

$$\text{Rate of change of angular momentum} = \text{Function [moments of inertia, angular velocity, and acceleration]}$$

(3.30)

The form of this function is well established (Synge & Griffith, 1959) and is presented in full in Appendix B. Because we know the principal centroidal moments of inertia (Table 3.3) and the segmental angular velocities and accelerations (Table 3.7), we can calculate the rate of change of angular momentum. The only unknown in the right side of Equation 3.29 is $M_{R,\text{Ankle}}$. The ground reaction torque $T_z$ is known from the force plate (see Table 3.8, which contains data for the Man.DST file used in GaitLab), the resultant force at the right ankle $F_{R,\text{Ankle}}$ is calculated in Equation 3.27, and the ground reaction force $F_R$ is obtained from the force plate (Table 3.8). In addition we know that

$$\text{Moment due to force} = \text{Force} \times \text{Lever arm}$$

(3.31)

Because we took moments relative to the segment centre of gravity in Equation 3.29, the lever arms for $F_{R,\text{Ankle}}$ and $F_R$ are relative to the right foot's centre of gravity. We know where the foot's CG is from Table 3.6, the right
ankle's position from Table 3.5, and the point of application of the ground reaction force from Table 3.8. With this information, we calculate the lever arms and hence the moments due to the proximal force at the ankle and the distal force from the ground.

Using Equations 3.26 to 3.31, we can calculate $M_{R_{Ankle}}$, $F_{R_{Ankle}}$ was calculated in Equation 3.27. Now, by Newton's third law of motion (also known as the law of action and reaction), if we know the force and moment exerted by the calf on the foot at the ankle, then the force and moment exerted by the foot on the calf at the ankle has the same magnitude and opposite direction. We can then apply Newton's second law (Equations 3.26 and 3.28) to the calf to solve for the resultant force and moment at the knee joint. We repeat the process for the thigh to find the force and moment at the hip joint. Just as this procedure has been applied to the right side, it can be applied to the left side, providing the foot is either airborne (in which case the ground reaction force data are zero) or in contact with a force plate (and the ground reaction force data can be measured).

Expression of Joint Forces and Moments

The resultant joint forces and moments are three-dimensional vectors. This means that they can be expressed in terms of their components. One way of doing this is to use the global reference frame XYZ as the basis for the components. The drawback of this approach, however, is that it can be difficult to relate these laboratory-based components to human subjects, particularly those who walk at an angle to the X and Y axes instead of walking parallel to the X axis as illustrated in Figure 3.4. We believe a more sensible approach is to express the forces and moments in terms of body-based coordinate systems that have some anatomical significance. We have chosen the same axes used to define anatomical joint angles. These are as follows:

**Forces**
- A mediolateral force takes place along the mediolateral axis of the proximal segment.
- A proximal/distal force takes place along the longitudinal axis of the distal segment.
- An anterior/posterior force takes place along a floating axis that is perpendicular to the mediolateral and longitudinal axes.

**Moments**
- A flexion/extension moment takes place about the mediolateral axis of the proximal segment.
- An internal/external rotation moment takes place about the longitudinal axis of the distal segment.
- An abduction/adduction moment takes place about a floating axis that is perpendicular to the mediolateral and longitudinal axes (see Figure 3.21).

Table 3.9 shows the resultant forces and moments expressed in terms of these components (the table contains data for the Man.DST file used in GaitLab), and Figure 3.22 concentrates on the flexion/extension moments at the right hip, knee and ankle joints. These curves compare favorably with other data in the literature (Andriacchi & Strickland, 1985; Apkarian et al.,
1989; Gainey et al., 1989; Winter, 1987). In Figure 3.23 the three components of the resultant moment at the right knee joint have been plotted. You will notice that the ranges (in newton–metres, Nm) for the flexion/extension and abduction/adduction moments are of the same order of magnitude. This is an excellent example of the potential danger in assuming that gait is purely a two dimensional activity, and therefore casts some doubt on concepts such as the support moment proposed by Winter (1987). Note that in both Figures 3.22 and 3.23, the time axis runs from 0.00 to 1.40 s (i.e., from right heel strike to the next right heel strike). We do not have force plate information for the second right foot contact (although we do have kinematic data up to 1.68 s), so it is inappropriate to calculate joint forces and moments for the final 0.28 s.

**Figure 3.21** The reference axes for the left knee for expressing the components of (a) the resultant force at the knee; and (b) the resultant moment at the knee. Refer to the text for further discussion of these axes.

**Figure 3.22** The flexion extension moments (in newton-metres, N•m) at the right hip, knee, and ankle joints plotted as a function of time.

**Figure 3.23** The three components of the resultant moment at the right knee joint have been plotted. You will notice that the ranges (in newton–metres, Nm) for the flexion/extension and abduction/adduction moments are of the same order of magnitude. This is an excellent example of the potential danger in assuming that gait is purely a two dimensional activity, and therefore casts some doubt on concepts such as the support moment proposed by Winter (1987). Note that in both Figures 3.22 and 3.23, the time axis runs from 0.00 to 1.40 s (i.e., from right heel strike to the next right heel strike). We do not have force plate information for the second right foot contact (although we do have kinematic data up to 1.68 s), so it is inappropriate to calculate joint forces and moments for the final 0.28 s.
Figure 3.23 The flexion/extension, internal/external rotation, and abduction/adduction moments in newton-metres, N·m) at the right knee joint plotted as a function of time.

Table 3.9 The Three-Dimensional Resultant Joint Forces (F) and Moments (M) Acting at the Six Major Joints of the Lower Extremity at Time = 0.30 s

<table>
<thead>
<tr>
<th>Joint</th>
<th>F_{MedLat}</th>
<th>F_{AntPos}</th>
<th>F_{ProDis}</th>
<th>M_{FixExt}</th>
<th>M_{AbdAdd}</th>
<th>M_{IntExt}</th>
</tr>
</thead>
<tbody>
<tr>
<td>R. Hip</td>
<td>-10</td>
<td>-34</td>
<td>-674</td>
<td>6.1</td>
<td>49.5</td>
<td>3.0</td>
</tr>
<tr>
<td>L. Hip</td>
<td>6</td>
<td>-38</td>
<td>-111</td>
<td>-2.1</td>
<td>-0.6</td>
<td>-0.4</td>
</tr>
<tr>
<td>R. Knee</td>
<td>-76</td>
<td>85</td>
<td>-599</td>
<td>-19.5</td>
<td>15.3</td>
<td>-0.7</td>
</tr>
<tr>
<td>L. Knee</td>
<td>1</td>
<td>33</td>
<td>-32</td>
<td>-7.8</td>
<td>-0.9</td>
<td>-0.2</td>
</tr>
<tr>
<td>R. Ankle</td>
<td>-45</td>
<td>-568</td>
<td>57</td>
<td>17.9</td>
<td>1.6</td>
<td>-6.4</td>
</tr>
<tr>
<td>L. Ankle</td>
<td>1</td>
<td>-6</td>
<td>-9</td>
<td>0.0</td>
<td>0.2</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Note. The forces are in newtons, N; the moments are in newton·metres, N·m.

Summary

We have finally reached the furthest point up the movement chain — the joint forces and moments — in our efforts to determine the causes of the observed movements. We cannot measure the tension in the muscles (see Figure 1.4) because there are not enough equations (such as 3.26 and 3.28) to calculate the large number of unknown muscle tensions. This state of indeterminacy has been solved by some researchers using mathematical optimization techniques (Crowninshield & Brand, 1981; Davy & Audu, 1987), but their predictions of individual muscle tensions have been only partially validated using electromyography. In chapter 4 you will learn some of the fundamentals of electromyography — particularly their applications to human gait.
CHAPTER 4

Muscle Actions Revealed Through Electromyography

"To record shape has been far easier than to understand it."
C.S. Sherrington, 1940

"The time has come to take EMG seriously." This quote from Hof (1988) suggests two things: First, there are investigators who in the past have not taken EMG seriously; and second, there are good reasons why this should no longer be the case. We do not intend to suggest that EMG is the ultimate tool for understanding human gait, but we hope that you will find there are some definite uses for the technique in the field of locomotion studies. Much of the confusion surrounding EMG analysis stems from an inadequate understanding of what is being measured and how the signal is processed, so we discuss some basic methodological issues first. These include basic electrochemistry regarding the operation of electrodes, selection of sampling frequencies, and signal processing methods. Next, we review the phasic activity of the major muscle groups involved in human gait. Finally, we study how these muscles interact with one another and reveal some basic patterns using a statistical approach.

Back to Basics

With the prospect of gaining some insight into the neuromuscular system, you may be tempted to rush in and apply any conveniently available electrode to some suitably prominent muscle belly, in the belief that anything can be made to work if you stick with it long enough. Rather than pursuing such an impetuous approach, we believe that the necessary attention should first be paid to some basic electrochemical principles.

Electrodes

To begin with, you need to have some idea of what an electrode is. Basically, it is a transducer: a device that converts one form of energy into another, in
this case ionic flow into electron flow (Warner, 1972). The term electrode potential has been defined as the difference between the potential inside the metal electrode and the potential at the bulk of the solution (Fried, 1973). This implies that the metal electrode cannot, by itself, be responsible for the electrode potential. Thus to prevent confusion, it is better to refer to half-cell potentials, which suggests that it is not just the electrode that is important, but the solution as well. Figure 4.1 shows a simple half-cell.
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In the half-cell shown in Figure 4.1, the metal ions tend to go into solution, and the electrolyte ions tend to combine with the metal. This results in a charge separation, which occurs in the region of the electrode and the electrolyte boundary. Because one can think of this boundary as being composed of two oppositely charged sheaths, it is commonly referred to as the double layer. In the ideal case, if two electrodes made of the same metal were in contact with a solution of their salts (e.g., zinc in a solution of zinc sulphate), the double layers would be identical, and there would be no net potential between the two electrodes. If the metals were different, such as copper and zinc electrodes, there would be a galvanic potential between the two (Figure 4.2). In the context of measuring EMG potentials, the electrodes must be identical, because you want the measured voltage difference to be attributable to half-cell changes due only to ionic flow within the electrolyte — not to galvanic potentials.
The concepts of half-cell potential and the double layer are extremely important for anyone working in the field of electromyography, because artifacts in the measured voltages can result when the double layer is disturbed by movement of the electrode. Warner (1972) describes a motion artifact as a percentage disturbance of the double layer. Electrode motion is unavoidable during walking, and especially during running; but if the artifact can be reduced somehow, the final EMG data will contain fewer errors. The easiest way to achieve minimal motion artifacts is by choosing suitable electrodes. An electrode with a half-cell potential of 1.6 V would have twice the artifact compared to an electrode with a half-cell potential of 0.8 V for an equal disturbance in the double layer (Warner, 1972). Typical half-cell potentials appear in Table 4.1.

Table 4.1 Typical Half-Cell Potentials for Different Metals That Could Be Used for EMG Electrodes

<table>
<thead>
<tr>
<th>Electrode</th>
<th>Potential (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zinc</td>
<td>-0.760</td>
</tr>
<tr>
<td>Tin</td>
<td>-0.140</td>
</tr>
<tr>
<td>Lead</td>
<td>-0.126</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>0.000</td>
</tr>
<tr>
<td>Silver (Ag)</td>
<td>0.799</td>
</tr>
<tr>
<td>Platinum</td>
<td>1.200</td>
</tr>
<tr>
<td>Gold</td>
<td>1.420</td>
</tr>
<tr>
<td>Ag/AgCl</td>
<td>0.223</td>
</tr>
</tbody>
</table>

Note. Adapted from Rieger (1987).

It is apparent from Table 4.1 that pure silver has a half-cell potential of more than three times that of an electrode made of the same material but with a coating of silver chloride deposited on the surface. Pure silver is a poor electrode for EMG studies, because silver ions do not exist in the body nor in commonly used electrolytes. Therefore, the reaction at the boundary never reaches equilibrium. Large artifacts can also be caused by the migration of chloride ions from the body to the electrode surface. On the other hand, if the silver is coated with silver chloride, it is usual to obtain a stable half-cell potential of only 0.223 V. This, together with the fact that a stable equilibrium can be achieved between the chloride ions in the electrolyte and those in the body, allows EMG signals of moving subjects to be measured relatively accurately.

Warner (1972) describes a second possible source of artifact when measuring EMG signals from an exercising subject: the changes in the composition of the electrolyte resulting from the addition of sweat. Because perspiration is about 99.2% water, there will be a progressive shift in the baseline voltage as the amount of perspiration increases. A similar problem occurs in long-term studies in which the electrolyte is not completely sealed from the air and progressive drying occurs. In the latter case, crystals form and there are fewer free ions available to make up the half-cell (Warner, 1972).

To conclude this discussion of characteristics that make up a good electrode, it must be emphasized that the physical attachment of the electrode should be firm enough to restrict lateral motion and electrolyte drying, yet not so firm that it hinders the movement of the subject. The electrodes should be as similar as possible, with a low half-cell potential, such as found with the
Ag/AgCl combination. If these are used, they should be cleaned gently, after each application, to keep the silver chloride coating intact.

**Electrophysiology**

Until now, we have tacitly assumed that there is some activity under the skin that is worth measuring. At this stage it is worthwhile to consider the underlying physiological processes that cause an electrical voltage to appear on a person's skin. Of necessity the discussion will be brief, but you are encouraged to refer to other excellent books on this topic (Loeb & Gans, 1986; Webster, 1976).

At the risk of oversimplifying the physiological processes that result in a nerve impulse being transmitted down a nerve axon, Figure 4.3a roughly illustrates the form of an axon potential. In this diagram a dipole (a small object with a positive and negative charge at each end) is moving along a volume conductor. A differential amplifier records the difference between the potentials at Points A and B on the conductor. Initially there is no difference between these points, so the output from the amplifier is zero. However, as the dipole approaches Point A, this point becomes negative with respect to B, and there will be some negative output. As soon as the dipole passes A, the situation changes. Not only does Point B start to register the approaching negative charge, but Point A begins to feel the effect of the positive charge at the other end of the dipole. The result is that when the quantity A-B is amplified, it is markedly positive. Finally, when Point B registers the positive end of the dipole, and Point A has returned to zero potential, the quantity A-B is slightly negative.

The resulting graph in Figure 4.3b is triphasic in appearance and bears some similarity to an action potential that actually traverses a nerve axon. It should be noted that a single axon leading to a muscle is responsible for the innervation of as few as 3 or as many as 2,000 individual muscle fibres (Winter, Rau, Kadefors, Broman, & DeLuca, 1980). A neuron and the muscle fibres that it innervates are referred to as a *motor unit*. Once an action potential reaches a muscle fibre, it propagates proximally and distally and is termed the *motor action potential*, or MAP. A *motor unit action potential* (MUAP) is a spatiotemporal summation of MAPs for an entire motor unit. Finally, an electromyographic signal (which is the topic of interest for the rest of this chapter) is the algebraic summation of many repetitive sequences of MUAPs from all active motor units in the vicinity of the recording electrodes (Winter et al., 1980).
It is also important to note that the commands given to a muscle do not always cause the muscle to shorten. Cavanagh (1987) notes that one of the main functions of a muscle may indeed be to act as a brake, rather than to shorten actively. This is one reason why he prefers the term muscle action to muscle contraction. In this chapter we too will use the terminology he has suggested and use eccentric and concentric action, where appropriate.

**Selection of Sampling Frequency**

Once you have decided to measure myoelectric signals from a muscle and have applied a suitable electrode to the surface of the skin, the issue of sampling frequency needs to be addressed. The importance of this issue can be seen in Figure 4.4. If the actual signal has a cyclic period of 0.033 s (i.e., a frequency of 30 Hz) and you sample every 0.016 s (i.e., a frequency of 60 Hz), it is theoretically possible to record no signal at all. In passing, it is important to point out that sampling at 60 Hz is extremely inadvisable, because this is the frequency at which electricity is generated in many parts of the world. It is therefore very likely that any recording would be more a reflection of the electrical fields surrounding the equipment in the laboratory than of the physiological processes within the muscle of interest. To circumvent the problem of choosing a sampling frequency that is too low, the theorem of Shannon is often used as a rule of thumb: The sampling frequency should be at least twice the highest frequency of interest. According to standards prepared under the auspices of the International Society of Electrophysiological Kinesiology (ISEK), the range of signal frequencies for surface EMGs is from 1 to 3,000 Hz (Winter et al., 1980). This means that to prevent the problem of aliasing illustrated in Figure 4.4, a sampling frequency of at least 6,000 Hz may be required. In general, however, most of the power of the signal is in the range 50 to 150 Hz and certainly below 250 Hz (see Figure 4.5). For this reason a sampling frequency of 500 Hz would be more than adequate for surface EMG and will be within the capabilities of most data capturing systems presently in use.

![Figure 4.4](https://example.com/figure4_4.png) Although this signal has a frequency of 30 Hz and sampling is at 60 Hz, it is still possible to get no signal. This problem is known as “aliasing.”
Surface Versus Indwelling Electrodes

The electrode options available to someone wishing to collect EMG data are many and varied. You can use needle or wire electrodes (Basmajian and DeLuca, 1985) and there are other possibilities, such as monopolar or bipolar surface electrodes. For a comprehensive review of these and other electrode types, refer to the texts by Loeb and Gans (1986) and Geddes (1972). Some examples of surface electrodes are illustrated in Figure 4.6. The advantages of these electrodes are that they are simple to use, are noninvasive, and, if the skin surface is well prepared, will provide a good indication of the underlying muscle activity. (Preparing the skin surface requires that hair be shaved and that the dry, keratinised layer be removed by lightly abrading the skin with very fine sandpaper and then swabbing with alcohol-soaked cotton.) The disadvantage of surface electrodes, however, is that the activity of deep muscles cannot be monitored. Though in many applications in gait analysis this is not a problem, there are times when a deep muscle, such as tibialis posterior, may be suspected of some underlying pathology (such as spastic hemiplegia with a varus foot) and only deep, indwelling electrodes can be used.
When using bipolar surface electrodes, it is typical to have the signals preamplified and then sent to a main differential amplifier. A possible source of confusion here is that if the amplifier measures the difference between the two signals at its input stage, the need for a separate ground electrode is not that obvious. However, the way that most differential amplifiers are designed (see Figure 4.7), a separate ground electrode is needed to ensure that the input signals are referenced in such a way that they do not exceed the limits of the amplifier. A more detailed discussion on amplifiers may be found in Loeb and Gans (1986).

As mentioned earlier, one method for reducing motion artifact is to select electrodes such as the Ag/AgCl variety, which have low half-cell potentials. Another method of getting rid of most of these spurious signals is to take advantage of the fact that motion artifact noise is at the low end of the frequency spectrum (as seen in chapter 2, most gait signals repeat about once per second, i.e., one hertz). By filtering out or removing any signals with a frequency less than 20 Hz, many of the problems caused by artifacts can be reduced. Also, as indicated previously, using a notch filter to eliminate 60 Hz background noise (sometimes referred to as “mains hum”) would be advisable.

### Signal Processing Methods

Some methods for processing EMG data have been recommended by ISEK (Winter et al., 1980). As seen in Figure 4.8, the raw EMG signal may be processed in a number of ways. These include

- full-wave rectification, in which the absolute value of the signal is taken;
- a linear envelope detector, which consists of full-wave rectification followed by a low-pass filter (i.e., all the high frequencies are removed);
- integration of the linear envelope (taking the area under the curve) over the period of interest; and
- a simple binary threshold detector, in which the muscle is designated to be either off or on.
For the rest of this chapter, and in the software examples demonstrated in Chapter 5 and GaitLab, we have chosen to represent EMG signals processed by the linear envelope method.

**Phasic Behaviour of Muscles**

In Figure 2.11, you saw the EMG activity in a single muscle - a normal female’s rectus femoris — plotted as a function of the gait cycle. One of the fascinating features of human gait, however, is that the central nervous system must control many muscles simultaneously. Figure 4.9 shows the normal EMG patterns for 28 of the most important muscles in the lower extremities plotted as functions of the gait cycle. When you consider that this graph is for one side of the body only and that there is another set of muscles on the other side which are half a cycle out of phase, you realise just how complex the human locomotor apparatus is!

The order of muscles in Figure 4.9 has been chosen so that there appears to be a wave of muscle action that flows from left to right, that is, from heel strike through to the next heel strike. Muscles with similar phasic activity have been grouped together. This applies both to muscles with similar actions (such as tibialis anterior and extensor digitorum longus), as well as those with no immediately apparent connection (such as rectus femoris and gluteus maximus).

Inman et al. (1981) introduced a novel method for illustrating the actions of leg muscles during the gait cycle. Wooden models of the pelvis and lower limbs were constructed and arranged in an expanded and sequential series depicting a single stride. Based on photographs of these models, drawings were made, and muscle groups were superimposed on the drawing of each model at each position. Then the level of the muscle activity was indicated by colour: red, highly active; pink, intermediate; and white, quiescent. We have adapted and extended their concept in this book. Figure 4.10 shows a gait cycle from two separate views, posterior and lateral; the events are indicated using the conventions described in Figure 2.5 and 2.7. The seven major muscle groups represented in Figure 4.10 are
1. gluteus maximus (posterior view);
2. gluteus medius (posterior and lateral views);
3. adductor magnus (posterior view);
4. quadriceps (lateral view);
5. hamstrings (posterior and lateral views); and
6. tibialis anterior (lateral view).

The shading indicates the degree of activity: black, most active; stippled, intermediate; and white, quiescent. The images in Figure 4.10 form part of the animation sequences that are the focus of Appendix A, where we will extend the concepts of Inman et al. (1981) and enable you to bring the human locomotor apparatus to life by fanning the pages of this book. In addition, these muscle activity sequences have been colour-coded and animated in GaitLab.
Figure 4.10 Posterior and lateral views of seven of the major muscles of the lower extremities, showing the activity of the muscles at key phases of the gait cycle.
A careful study of Figures 4.9 and 4.10 allow certain generalities to be
made concerning the phasic behaviour of the muscles. Most of the major
muscle groups are active at or around both heel strike and toe-off (i.e., at the
beginning and end of the stance and swing phases of the cycle). These are the
periods of deceleration and acceleration of the legs, when body weight is
transferred from one foot to the other. During midstance and midswing, most
muscles (with the exception of gluteus medius and triceps surae during stance,
and tibialis anterior during swing) are relatively quiescent. This is interesting
because it is during these two periods (midstance and midswing) that the
greatest observable movement takes place. During midstance, gluteus me-
dius acts as a hip abductor to stabilise the pelvis as the contralateral leg swings
through, while the triceps surae prevents excessive dorsiflexion of the ankle
and then prepares to drive the person forward. During midswing, the tibialis
anterior (as well as extensor digitorum longus and extensor hallucis longus)
provides active dorsiflexion and thus prevents the toes from dragging on the
ground. As a general rule, then, it appears that one of the principal actions of
the muscles is to accelerate and decelerate the angular motions of the legs
(Inman et al., 1981).

Relationship Between Different Muscles

Although the foregoing review considered the phasic activity of all the major
muscles separately, some useful insights into the neuromuscular system can
be obtained by studying the relationships that exist between different muscles.
A question frequently of interest to those involved in gait analysis concerns
the degree to which muscles are synergists or antagonists. There seems to be
little dispute in the literature concerning the phasic behaviour of the plantar
flexors and dorsiflexors of the ankle during natural walking. Mann and Hagy
(1980) found that when the one group was on the other was off, a finding
endorsed by Procter and Paul (1982) and Inman et al. (1981), and seen in
Figures 4.9 and 4.10. This pattern can be demonstrated by plotting the activ­
ity levels of one muscle as a function of the other, and Figure 4.11 illustrates
such a graph. Note that when each muscle is highly active the other is almost
quiescent.

Figure 4.11 A phase
diagram of the EMG of
the triceps surae plotted
as a function of the
EMG of the tibialis
anterior, both in micro­
volts (μV). Note the L
shape of the curve,
which indicates that
these two muscles act in
a reciprocating manner
(when one is active, the
other is quiescent and
vice versa). RTO, right
toe-off; RHS, right heel
strike.
Figure 4.12 A phase diagram of the EMG of the rectus femoris plotted as a function of the EMG of the gluteus medius. Note that these two muscles, although they have quite different roles, are almost perfectly in phase with one another. RTO, right toe-off; RHS, right heel strike.

Figure 4.13 A phase diagram of the EMG of the hamstrings plotted as a function of the EMG of the gluteus medius. The large loop indicates that there is a considerable phase lag between these two muscles. RTO, right toe-off; RHS, right heel strike.

Figure 4.11 is based on data published by Winter (1987) and was generated in GaitLab. We recommend that you experiment with all the possible combinations of pairs of muscles (note that GaitLab has data for eight muscles, so these are 28 possible pairings of different muscles). Many different forms of relationships will be found. Figure 4.12 shows that gluteus medius and rectus femoris are relatively coactive. If their activity levels increased and decreased in perfect harmony, the curve would be a straight line passing through the origin and the top right-hand corner of the graph. If, in addition, the slope of the curve was unity, it would indicate that the magnitudes at any particular instant were the same. When there is a loop in the graph (as seen in Figure 4.13), you can deduce that there is some phase lag between the two individual EMG traces. Although a graph such as that shown in Figure 4.13 may be difficult to interpret, the effort of thinking about gluteus medius and hamstrings would most likely help you gain a better understanding of the relationship between these muscles.
Multidimensional Scaling and Muscle Mapping

Although graphs such as Figures 4.11 to 4.13 allow the degree of coactivity to be easily visualized, the number of pairings becomes excessive when dealing with more muscles. For example, Winter (1987) listed the EMG activity for 16 muscles of the locomotor system, which would require 120 graphs. The geographer Gould (1985) used a novel way of depicting the relationships between many variables, called multidimensional scaling. (He used the technique to describe the "closeness" of academic journals — by noting how many times one journal cites another — and also the relationships between all the characters of *Romeo and Juliet*!) His statistical technique allows one to map the location of points on a set of axes such that the distance between the points gives some indication of how close those variables are to one another. In the present context, to find the best two-dimensional representation of 16 points would take an extremely long time, not to mention the tediousness and frustration that would be involved. Fortunately, Gould described a computerized method for optimising the location of points that represent some complex relationship. This method involves an iterative procedure that "seeks" the best solution given some arbitrary starting configuration.

The degree of coactivity between the 16 muscles that Winter (1987) listed can be determined by following the procedure outlined in Figure 4.14. Figure 4.15 illustrates the resulting muscle map and shows the relationships between all 16 muscles in muscle space. The distance between any two muscles gives an indication of the similarity between these muscles.

![Figure 4.14](image-url)

*Figure 4.14* Prior to performing multidimensional scaling it is necessary to determine the coactivity between all pairs of muscles.
Figure 4.15 Multidimensional scaling leads to a muscle map that shows the relationships between different muscle groups.

From the map of muscle relationships in Figure 4.15, some interesting observations can be made. First, muscles with relatively low levels of EMG activity, such as gluteus maximus, sartorius, rectus femoris, and gluteus medius, are located toward the periphery. Conversely, muscles that are highly active, such as gastrocnemius or tibialis anterior, are much closer to the centre. It is also interesting to note the various groupings of muscles. As the name triceps surae suggests, there are three calf muscles grouped together. However, it is less obvious that tibialis anterior and extensor digitorum longus are associated with the hamstrings, although when you consider what happens at heel strike, this grouping does make sense: Just when the anterior calf muscles are doing their utmost to prevent the foot from slapping on the ground, the hamstrings are controlling and stabilising the hip and knee joints. Further insight into the four main groups or spaces in Figure 4.15 will be provided a little later in this chapter when we introduce you to a factor analysis approach.

The position of peroneus longus in Figure 4.15 indicates that it is acting as an intermediary, bridging the activities of the pre- and post-tibial muscles. This is not unexpected if one bears in mind what Winter (1987) has to say regarding the activity of this muscle: “The first burst appears to stabilise the ankle against foot inversion (possibly as a co-contraction to the tibialis anterior), and the remainder of the activity through to and including push-off is as a plantar flexor” (p. 54).

Factor Analysis

One of the goals of studying EMG is to discover the control processes involved in regulating muscular activity during gait. In other words, we want to uncover some of the traits of the homunculus, the “little man” responsible for coordinating our movement patterns (see Figure 1.1). Unfortunately, not much progress has been made in this regard, because neural signals cannot be measured directly and the complexity of the human nervous system far exceeds any electronic or computer device. The best we can do is to analyse EMG signals using either pattern recognition algorithms (Patla, 1985) or a branch of multivariate statistics commonly known as factor analysis (Kaiser, 1961).

Of relevance to the present chapter is the question, are there some under-
lying trends that in combination can explain all the variations in a set of EMG traces? This question is important, because if it is found that there are fewer factors than there are muscles, the neural system may not need one program for each EMG signal. Thus, by decomposing the original data, we can ascertain how many independent patterns are needed to span the entire muscle space, and therefore how many EMG traces are needed to reconstruct all of the EMG patterns. Another advantage of this approach is that it permits us to know, for example, how similar gluteus medius is to vastus lateralis over a variety of instances in the gait cycle. The resulting correlation between EMG patterns and the underlying factors is called the loading matrix. If two EMG signals load highly on the same factor, then their patterns are similar.

A factor analysis, using the commercially available SAS package, was conducted on the data published by Winter (1987) for 16 leg muscles. The results of the analysis showed that only four main patterns emerged. These four patterns, or components, accounted for 91.5% of the variance. Whether to include a fifth pattern was debatable: It only accounted for an extra 5% of the variance in the EMG data. By including this fifth component, the total amount of variance accounted for would obviously have been 96.5%, but we decided that 91.5% was acceptable. The question to be addressed at this stage is, What do these four factors mean from a physiological point of view? To tackle this question, we need to look at the matrix of factor loadings shown in Table 4.2.

Table 4.2 The Analysis of 16 EMG Signals Using Multivariate Statistics Yields a Matrix of Loading Factors

<table>
<thead>
<tr>
<th>Muscle</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gluteus medius</td>
<td>0.17</td>
<td>0.03</td>
<td>0.98</td>
<td>0.02</td>
</tr>
<tr>
<td>Gluteus maximus</td>
<td>0.57</td>
<td>-0.11</td>
<td>0.71</td>
<td>0.37</td>
</tr>
<tr>
<td>Medial hamstrings</td>
<td>0.85</td>
<td>-0.26</td>
<td>0.19</td>
<td>-0.07</td>
</tr>
<tr>
<td>Lateral hamstrings</td>
<td>0.89</td>
<td>-0.10</td>
<td>0.35</td>
<td>0.13</td>
</tr>
<tr>
<td>Erector spinae</td>
<td>0.29</td>
<td>0.19</td>
<td>0.35</td>
<td>0.76</td>
</tr>
<tr>
<td>Sartorius</td>
<td>0.09</td>
<td>-0.29</td>
<td>0.19</td>
<td>0.85</td>
</tr>
<tr>
<td>Rectus femoris</td>
<td>0.23</td>
<td>0.07</td>
<td>0.87</td>
<td>0.40</td>
</tr>
<tr>
<td>Vastus lateralis</td>
<td>0.31</td>
<td>-0.01</td>
<td>0.89</td>
<td>0.29</td>
</tr>
<tr>
<td>Adductor longus</td>
<td>0.15</td>
<td>-0.14</td>
<td>0.18</td>
<td>0.93</td>
</tr>
<tr>
<td>Adductor magnus</td>
<td>0.27</td>
<td>-0.76</td>
<td>0.23</td>
<td>0.05</td>
</tr>
<tr>
<td>Tibialis anterior</td>
<td>0.86</td>
<td>-0.24</td>
<td>0.17</td>
<td>0.36</td>
</tr>
<tr>
<td>Extensor digitorum longus</td>
<td>0.83</td>
<td>-0.15</td>
<td>0.28</td>
<td>0.38</td>
</tr>
<tr>
<td>Medial gastrocnemius</td>
<td>-0.26</td>
<td>0.81</td>
<td>0.10</td>
<td>-0.35</td>
</tr>
<tr>
<td>Lateral gastrocnemius</td>
<td>-0.11</td>
<td>0.98</td>
<td>-0.01</td>
<td>-0.03</td>
</tr>
<tr>
<td>Soleus</td>
<td>-0.40</td>
<td>0.88</td>
<td>0.02</td>
<td>-0.20</td>
</tr>
<tr>
<td>Peroneus longus</td>
<td>0.38</td>
<td>0.77</td>
<td>0.30</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Factor Loadings — Patterns of Muscle Activity

Inspection of Table 4.2 offers some insight into how the EMG signals can be grouped. Both lateral and medial hamstrings as well as tibialis anterior and extensor digitorum longus load highly on the first factor. Thus, this factor can be thought of as describing the activity of those muscles whose peak EMG signal occurs within 5% of heel strike (i.e., 95% to 5% of the cycle). We have therefore called it the heel strike factor. The second factor describes the activity of the triceps surae and peroneus longus muscles, which are most
active during mid- and terminal stance. This factor we called the *propulsion factor*. Muscles that load highly on the third factor are gluteus medius, rectus femoris, vastus lateralis, and possibly gluteus maximus. The similarity between these muscles is that they have peak activity levels at about 10% of the gait cycle, and, excepting the first, all have a slight, second burst just after toe-off. These muscles can be thought of as predominantly hip and thigh stabilisers, and this factor is therefore referred to as the *loading response factor*. Lastly, with regard to the fourth factor, it is apparent that sartorius, adductor longus, and possibly erector spinae are correlated. The similarity between these three muscles may be difficult to imagine, but by referring to Figure 4.9, it can be seen that these muscles all have two approximately equal peaks — just after heel strike and just after toe-off. This factor has therefore been called the *biphasic factor*. It is important to point out here that the heel strike factor is the most important, in the sense that it accounts for most of the variance, whereas the biphasic factor is the least important.

Further manipulation of the data (beyond what is shown in Table 4.2) yields the basic shape of the factor scores presented in Figure 4.16. Remember that by combining these four graphs, most of the trends in the 16 EMG traces can be described. It is interesting to compare these results with those of Patla (1985) who suggested that just four basic features were required to synthesise seven muscular activity patterns within various conditions of speed and stride length. In his analysis, the error in using only four features was 8.3%, which is similar to the error of 8.5% that our four factors have yielded. Wootten, Kadaba, and Cochran (1990a, 1990b) represented the linear envelope signals of 10 different muscles using a principal component analysis. They found that between 3 and 5 features (or components) were necessary to represent, and thereby reconstruct, the individual muscle patterns. Their purpose, however, was other than finding the relationship between different muscle groups (as we have explored in this chapter).

![Figure 4.16](image-url) The four underlying factors (or trends) for the EMG profiles of 16 leg muscles based on multivariate statistics (see Table 4.2). Note that the units have been normalised, or *scaled*. 
Figure 4.17 The EMG activity of four selected muscles (in $\mu$V), each one typical of the four basic factors shown in Figure 4.16 and Table 4.2. Note. Based on data from Winter (1987).

It is interesting to note how strongly the muscle map in Figure 4.15 ties in with the factor analysis in Table 4.2. The four factors in Table 4.2 have been represented as four spaces in Figure 4.15. If we choose a representative muscle from each of the four factors and plot its activity as a function of the gait cycle (see Figure 4.17), then the agreement with the factor score graphs in Figure 4.16 is remarkable. However, we must finish this discussion on the relationship between different muscles with a word of caution. Both the multidimensional scaling technique (Figures 4.14 and 4.15) and the factor analysis with multivariate statistics (Table 4.2 and Figure 4.16) were based on surface EMG from Winter (1987). Surface EMG signals are notorious for the amount of crosstalk between muscles (Inman et al., 1981; Loeb & Gans, 1986). This means, for example, that a pair of electrodes placed over the soleus will almost certainly pick up the signal from nearby muscles, such as the two heads of the gastrocnemius, at the same time. The high degree of correlation between certain muscles may therefore be a result of the data capture procedure rather than a true manifestation of the underlying neuromuscular control system. One solution to this problem would be to gather fine-wire EMG data, but the likelihood of attracting a large pool of subjects would be rather slim.

We have extended the analysis of Winter's unilateral data (Davis & Vaughan, 1993) to a bilateral analysis of 8 muscle pairs (Olree & Vaughan, 1995). Again, two fundamental factors -- loading response and propulsion -- were established and another pattern, named the coordinating factor, was identified.

Despite the shortcoming of surface EMG, we believe that the foregoing discussion should give you a deeper appreciation of the control strategies that permit bipedal humans to walk in a smooth, coordinated fashion.
Summary

In this chapter on electromyography, we have taken you back to the basics — explaining some fundamental electrophysiology, the importance of understanding electrodes, and the issues of sampling frequency plus signal processing. In Figure 4.9 you saw the actions of 28 muscles and realized just how complex the human locomotor apparatus is. Finally, you learned how two statistical techniques — multidimensional scaling and factor analysis — can help reveal some basic patterns of interaction between muscles. In the next chapter, you will see how electromyography — and other gait analysis parameters — may be applied to the understanding of pathological gait.
As we stated earlier, one of the purposes of this book is to introduce clinicians to the insights that gait analysis can offer when analysing the locomotor status of patients. Our clinical example is a 23-year-old man, whom we will call SI. He was born by breech delivery, and his breathing was delayed. He had abnormal motor development and began physiotherapy at the age of 13 months. By 20 months he was able to stand independently, and by 26 months he was walking. There was some disagreement among SI’s physicians concerning his diagnosis. At age 15, the neurologist described a “steppage” gait, high arched feet, weakness in the calf muscles, and depression of ankle joint reflexes. Based on electromyographic data and nerve conduction velocity tests, the neurologist made a diagnosis of hypertrophic peripheral neuropathy of the type Charcot-Marie-Tooth. At the same age, SI’s orthopaedic surgeon diagnosed him as having cerebral palsy with evidence of athetosis and hypotonia. He described SI’s gait as being athetoid with instability of the ankle joints and an equinus foot on the left side. Although the surgeon believed that SI had cerebral palsy, he did not rule out hereditary hypertrophic polyneuropathy as an alternative diagnosis.

The orthopaedic surgeon elected to address the unstable ankles by performing an arthrodesis of the subtalar joints according to the method of Lambrinudi (1927). In this procedure, a wedge of bone is excised from the plantar aspect of the head and neck of the talus. The distal sharp margin of the body of the talus is inserted into a prepared trough in the navicular. The talus is thus locked in an equinus position at the ankle joint, whereas the rest of the foot maintains the desired degree of dorsiflexion. The procedure was done first on the left side and then on the right side (4 months later) when SI was 16 years old. Figure 5.1, a-h shows the pre- and post-operative X-rays of his feet. Notice the clawing of the toes and the high arch before surgery. After surgery, the bones of the feet are in a more neutral alignment, and the staples used in the arthrodesis have provided the necessary stability.
Figure 5.1 X-rays of the clinical subject SI's feet before and after surgery: right foot lateral before (a) and after (b); left foot lateral before (c) and after (d); right foot dorsal before (e) and after (f); left foot dorsal before (g) and after (h).

Experimental Methods

We studied SI's gait when he was 23 years old and a very functional ambulator. His only difficulties were ascending and descending stairs (a result of the weakness in his calf muscles) and walking on uneven terrain (compromised by lack of mobility in his subtalar joints). We used a simple beam caliper and flexible tape to measure the necessary anthropometric data (see Tables 3.1 and 3.2). The electromyographic, kinematic, and force plate data were all gathered simultaneously. It should be noted that SI's EMG and force plate data were sampled at 1,000 Hz but are translated and reported in the file clinical.dst in GaitLab at 50 Hz. This was done to facilitate comparison with the kinematic data sampled at 50 Hz.

Kinematic Data

Fifteen spherical markers, 15 mm in diameter, were attached to SI's body with double-sided tape according to the marker configuration illustrated in Figure 3.10 in Vaughan et al. (1992). A Vicon system, consisting of strobed, infrared light and five cameras operating at 50 Hz, was used to capture the 3-D kinematic data (see Appendix C).
EMG Data

For the EMG, we shaved the hair from the area of interest and used surface Ag/AgCl pregelled electrodes with the Transkinetics telemetry system. Only muscles on the right side were studied, and these included erector spinae, gluteus maximus, gluteus medius, lateral hamstrings, rectus femoris, adductor longus, tibialis anterior, and triceps surae. Details on the placement of the electrodes may be found in Winter (1987). The raw EMG data were fed through a cascade of three hardware filters: first-order high pass (20 Hz), third-order low pass (300 Hz), and sixth-order high pass (20 Hz) Butterworth filters. The analogue signals were sampled at 1,000 Hz and then full-wave rectified and passed through a linear envelope detector in software (see Figure 4.8).

Force Plate Data

The ground reaction forces were measured with a pair of AMTI force plates arranged in tandem. Details on these devices, which monitor the six components of the ground reaction (refer to Figure 3.18), may be found in Appendix C. As mentioned, the EMG, kinematic, and force plate data were gathered simultaneously for three separate walking trials. Based on videotapes taken at the same time, we selected one representative trial for detailed analysis.

Results and Discussion

All the data that we collected on SI — the anthropometry, electromyography, kinematics and force plate — are contained in the file clinical.dst in GaitLab. Therefore, all the data and figures that we present in this chapter are available to you. Although the following data and discussion are self-contained, you are encouraged to experiment with GaitLab. By exploring on your own you will develop a much better appreciation of the power of 3-D gait analysis.

Anthropometric Comparisons

The anthropometric and body segment parameter data for SI are shown in Tables 5.1 and 5.2. Though SI’s height (1.70m) and mass (69.5 kg) are normal for a young man, Table 5.1 shows some of the anthropometric measures that are a manifestation of his underlying pathology. Note that the circumferences of his right and left calves are 0.292 m and 0.319 m, respectively. The asymmetry of the two sides is quite clear, and the muscle atrophy in the calf muscles can be seen by comparing SI’s circumferences with those of the normal male’s in Table 3.2. Despite a total body mass of 64.9 kg, almost 5 kg less than that of SI, the normal male shows calf circumferences of 0.365 m. These discrepancies in the anthropometric measurements also translate into differences for the body segment parameter data (cf. Tables 5.2 and 3.3). In the clinical example, the masses of SI’s right and left calves are 2.67 kg and 2.85 kg, respectively. Compare these figures with a normal man’s masses of 3.28 kg. Although there are fairly small differences for the moment of inertia data of the calves about the flexion/extension and abduction/adduction axes, there are substantial differences about the internal/external axes (cf. 0.0025 kgm² for SI’s right calf compared to 0.0037 kgm² for a normal man’s calf). Again, these differences are explained by the atrophy in SI’s calf musculature.
Tables 5.1 The Anthropometric Measurements for the Clinical Subject SI (Adult With Cerebral Palsy)

<table>
<thead>
<tr>
<th>Number</th>
<th>Anthropometric measurement</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Total body mass</td>
<td>69.50</td>
<td>kg</td>
</tr>
<tr>
<td>2</td>
<td>ASIS breadth</td>
<td>0.250</td>
<td>m</td>
</tr>
<tr>
<td>3</td>
<td>R. Thigh length</td>
<td>0.393</td>
<td>m</td>
</tr>
<tr>
<td>4</td>
<td>L. Thigh length</td>
<td>0.415</td>
<td>m</td>
</tr>
<tr>
<td>5</td>
<td>R. Midthigh circumference</td>
<td>0.524</td>
<td>m</td>
</tr>
<tr>
<td>6</td>
<td>L. Midthigh circumference</td>
<td>0.513</td>
<td>m</td>
</tr>
<tr>
<td>7</td>
<td>R. Calf length</td>
<td>0.405</td>
<td>m</td>
</tr>
<tr>
<td>8</td>
<td>L. Calf length</td>
<td>0.397</td>
<td>m</td>
</tr>
<tr>
<td>9</td>
<td>R. Calf circumference</td>
<td>0.292</td>
<td>m</td>
</tr>
<tr>
<td>10</td>
<td>L. Calf circumference</td>
<td>0.319</td>
<td>m</td>
</tr>
<tr>
<td>11</td>
<td>R. Knee diameter</td>
<td>0.114</td>
<td>m</td>
</tr>
<tr>
<td>12</td>
<td>L. Knee diameter</td>
<td>0.110</td>
<td>m</td>
</tr>
<tr>
<td>13</td>
<td>R. Foot length</td>
<td>0.238</td>
<td>m</td>
</tr>
<tr>
<td>14</td>
<td>L. Foot length</td>
<td>0.243</td>
<td>m</td>
</tr>
<tr>
<td>15</td>
<td>R. Malleolus height</td>
<td>0.065</td>
<td>m</td>
</tr>
<tr>
<td>16</td>
<td>L. Malleolus height</td>
<td>0.067</td>
<td>m</td>
</tr>
<tr>
<td>17</td>
<td>R. Malleolus width</td>
<td>0.072</td>
<td>m</td>
</tr>
<tr>
<td>18</td>
<td>L. Malleolus width</td>
<td>0.066</td>
<td>m</td>
</tr>
<tr>
<td>19</td>
<td>R. Foot breadth</td>
<td>0.084</td>
<td>m</td>
</tr>
<tr>
<td>20</td>
<td>L. Foot breadth</td>
<td>0.083</td>
<td>m</td>
</tr>
</tbody>
</table>

Note. The format of this table is the same as that of Table 3.2

Table 5.2 Body Segment Parameters Generated from Table 5.1 Using Gaitmath

<table>
<thead>
<tr>
<th>Segment number</th>
<th>Segment name</th>
<th>1 R. Thigh</th>
<th>2 L. Thigh</th>
<th>3 R. Calf</th>
<th>4 L. Calf</th>
<th>5 R. Foot</th>
<th>6 L. Foot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass (kg)</td>
<td></td>
<td>7.53</td>
<td>7.54</td>
<td>2.67</td>
<td>2.85</td>
<td>0.80</td>
<td>0.79</td>
</tr>
<tr>
<td>CG position</td>
<td></td>
<td>0.39</td>
<td>0.39</td>
<td>0.42</td>
<td>0.42</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>(ratio: proximal/length)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moments of inertia (kg<em>m</em>m)</td>
<td></td>
<td>0.1044</td>
<td>0.1133</td>
<td>0.0462</td>
<td>0.0450</td>
<td>0.0032</td>
<td>0.0033</td>
</tr>
<tr>
<td>Flx/Ext axis</td>
<td></td>
<td>0.1003</td>
<td>0.1089</td>
<td>0.0472</td>
<td>0.0459</td>
<td>0.0036</td>
<td>0.0037</td>
</tr>
<tr>
<td>Abd/Add axis</td>
<td></td>
<td>0.0319</td>
<td>0.0307</td>
<td>0.0025</td>
<td>0.0030</td>
<td>0.0010</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

Note. The format of this table is the same as that of Table 3.3

Table 5.3 Temporal and Distance Parameters for the Clinical Subject SI and a Normal Male

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Clinical subject SI</th>
<th>Normal man</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle time (s)</td>
<td>0.98</td>
<td>1.30</td>
</tr>
<tr>
<td>Cadence time (steps/min)</td>
<td>122.40</td>
<td>92.30</td>
</tr>
<tr>
<td>Stride length (m)</td>
<td>1.22</td>
<td>1.28</td>
</tr>
<tr>
<td>Average speed (m/s)</td>
<td>1.24</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Note. These data were generated in GaitLab
Kinematic Comparisons

Next, we can examine some simple kinematic measurements. Table 5.3 shows the cycle time, cadence, stride length, and average speed for our clinical example and also for a normal man. When interpreting these data, bear in mind that the man was walking quite slowly. This highlights the fact that the normal range can be fairly large. In the case of our clinical example, SI's cadence of 122.4 steps/min is slightly greater than normal (in fact, it is more like a military pace), but his stride length of 1.22 m is quite short. This combination of cadence and stride length yields a jerky type of steppage gait. Though this cannot be easily interpreted from the data in Table 5.3, it is readily apparent when viewed within GaitLab.

Figure 5.2 The mediolateral position (in metres, m) of the left and right heels as a function of the gait cycle: (a) clinical subject SI; (b) normal man.
Figure 5.2a clearly illustrates SI’s balance problems, his wide base of support, and the lurching style that characterise his gait. This figure shows the positions of the left and right heels in the mediolateral (Y) direction as a function of the gait cycle. At right heel strike, the left and right heels have almost the same Y position — 0.22 m. Then as the left foot leaves the ground, it swings out laterally to the left, almost to 0.4 m. At left heel strike, the Y position of the heel is 0.37 m and the right heel is at 0.22 m, providing a 0.15 m base of support. Compare this with the base of a normal male in Figure 5.2b, where the heels are never more than 0.10 m apart. At left heel strike, the position of SI’s right heel moves about 0.07 medially. Then at right toe-off, the heel swings out laterally to the right in preparation for the next right heel strike. By viewing SI’s gait within GaitLab, you will get a clear picture of the in-and-out movement of the feet shown in Figure 5.2a. The normal male illustrated in Figure 5.2b seems to be moving very slightly from left to right as he progresses forward. (Be aware that the curves in Figure 5.2 are based on raw, unfiltered data.)

**EMG Comparisons**

Figures 5.3 to 5.5 provide a comparison of the EMG for our clinical subject, SI, and a normal man. Before discussing these figures, however, it is important to reiterate that the normal data were not captured from a subject but are based on Winter (1987), whereas the EMG data were gathered directly from SI. You should also be aware that it is very difficult to compare magnitudes between the two sets of graphs (i.e., the EMG values in microvolts, or μV), but a comparison of the phasic activity (i.e., the timing of muscle actions) is entirely valid.

From the animation of clinical.dst in GaitLab, it is evident that the clinical subject’s right knee goes into slight recurvatum during the midstance phase. (This will be discussed later.) Although the EMG patterns for the gluteus maximus are very similar, SI’s erector spinae muscle on the right side lacks the biphasic pattern that we see for the normal man in Figure 5.3b. The normal increase in activity during the second double support phase (from left heel strike to right toe-off) is missing.

One of the purposes of the erector spinae (as its name suggests) is to keep the trunk upright; it also helps to stabilise the pelvis as weight is transferred from one leg to the other. Though Figure 5.3b does not show left toe-off (LTO), it is reasonable to assume that a normal man would have good left/right symmetry. As a general rule, then, the activity in both the left and right erector spinae rises and falls during the double support phase. The EMGs from these two muscles are in perfect phase with one another (cf. Figure 4.12 and accompanying discussion in chapter 4). Because we did not gather EMG for SI’s left side, we cannot say what the activity of that side’s erector spinae might be.

Figure 5.4, a and b, compares the EMG activity for the gluteus medius, hamstrings, and rectus femoris muscles. The most obvious discrepancy is in the activity of the gluteus medius during early stance, the loading response phase, when the contralateral foot (here, the left) is about to leave the ground. The sudden decrease in EMG activity in gluteus medius, a hip abductor, is almost certainly compensated for by the side-to-side lurching described earlier.

The other discrepancy in Figure 5.4 is one of timing in which SI’s hamstrings reach their maximum activity level in midswing rather than just before and after heel strike as in a normal male. SI’s hamstrings may be trying to control or decelerate the forward jerky motion at the hip (flexion) and knee (extension). The primary role of the hamstrings in normal gait is to stabilise the hip and knee at heel strike.

Figure 5.5, a and b, compares the EMG activity for the adductor longus, tibialis anterior, and triceps surae muscles. Though SI’s adductor longus seems a little dysphasic (its highest activity level is during late stance, rather than at toe-off), it is the
Figure 5.3 Muscle activity (in microvolts, μV) of the erector spinae and gluteus maximus plotted as a function of the gait cycle: (a) clinical subject SI; (b) normal man.

*Note.* Normal data based on data from Winter (1987).

muscles of the lower leg that show major discrepancies in activity when compared to normal levels. Although you have to be careful when comparing activity levels from two muscles in the same person, it is noteworthy that the EMG for a normal man’s tibialis anterior reaches almost 400 μV just after heel strike. In contrast, SI’s tibialis anterior is active throughout most of the gait cycle, but its activity level is amately the
same as that of his other muscles. Pre-operatively, the neurophysiologist described this muscle as having "scarce, denervated-type muscle potentials." Despite the correction of the bony deformities (seen in Figure 5.1), the underlying neural control of this muscle has probably not been changed. This point was highlighted with regard to the movement chain described in chapter 1 (cf. Figure 1.2 and accompanying discussion).
Perhaps the most interesting feature of Figure 5.5 is the complete lack of triceps surae signal during the pushoff phase (i.e., before left heel strike and right toe-off). Although lacking this pushoff function, which is characteristic of normal gait, SI's triceps surae are active before and after heel strike. Nevertheless, you can recognise SI's gait without seeing him because you can hear the characteristic slapping sound of his feet. This is almost certainly a result of the weakness in the tibialis anterior and its inability to control the plantar flexion that occurs just after heel strike.

**Figure 5.5** Muscle activity (in microvolts, μV) of adductor longus, tibialis anterior, and triceps surae plotted as a function of the gait cycle: (a) clinical subject SI; (b) normal man.

*Note.* Normal data based on data from Winter (1987).
Kinetic Comparisons

Figure 5.6, a and b, shows the vertical ground reaction forces experienced by the right (Plate 1) and left (Plate 2) feet of our clinical subject, SI, and a normal man. SI’s patterns are not much different from normal. Perhaps the only real clue that these force patterns are the result of some underlying pathology are the exaggerated dips in the curves during midstance. However, as indicated by Vaughan, du Toit, and Roffey (1987b), this pattern could also be produced by a normal person walking at a fast pace. We must emphasise again that the normal subject in Figure 5.6b was walking quite slowly; thus his vertical ground reaction forces are quite flat during midstance.

Figure 5.6 Vertical ground reaction forces (in newtons, N) on the right (Plate 1) and left (Plate 2) feet plotted as a function of time: (a) clinical subject SI; (b) normal man.
Ankle Joint Comparisons. In chapter 1 we stated that gait analysts should try to work as far up the movement chain as possible. We also stressed that the key to understanding a person's gait is to integrate the actions at different levels: muscular, joint, and kinematic. This is what we have done in Figures 5.7 to 5.9. In Figure 5.7, a and b, we concentrate on the ankle joint. Notice that the plantar flexion and dorsiflexion angles are very similar; the only difference (and this is slight) is that S1 strikes the ground with his foot in about 10° of plantar flexion, hence the slapping action described earlier. The moments at the ankle joint are remarkably similar, with

---

**Figure 5.7** Integration of different levels in the movement chain acting about the ankle joint. EMG (in microvolts, µV) of triceps surae, net ankle joint moment (in newton-metres, Nm), and ankle angle (in degrees), plotted as a function of the gait cycle: (a) clinical subject S1; (b) normal man.
a maximum plantar flexor moment of about 75 Nm during the second double support in both cases. What may at first seem puzzling is this: The plantar flexor moment for SI is at its maximum at the same time that the plantar flexor muscle group, the triceps surae, is almost quiescent. How can this apparent anomaly be resolved? Because of SI's lurching style of gait, he is able to "throw" his body forward, thus ensuring that the ground reaction force passes in front of his ankle joint. As you recall from Equation 3.29, the moment at the ankle joint is largely determined by the ground reaction force. If this force is anterior to (i.e., in front of) the ankle joint, it will tend to dorsiflex the foot. To overcome this action, a plantar flexor moment is generated about the ankle joint. Despite the weakness in the triceps surae, the effect of the arthrodesis is to prevent collapse of the subtalar joint, thus assisting with the production of a plantar flexor moment.

**Knee Joint Comparisons.** In Figure 5.8, a and b, we concentrate on the knee joint. At first glance, the curves for SI and a normal male appear to be quite similar. However, on closer examination you will see that in midstance (just before left heel strike), the knee goes into recurvatum (about 10° of extension), the knee moment changes from extension to flexion, and the rectus femoris, a knee extensor, shows its maximum activity. It appears that the knee is compensating in some way for the deficiencies that SI experiences more distally around his ankle joint. With the knee snapping back into hyperextension, the rectus femoris is actively assisting this movement, thus endangering the posterior capsule of the knee. When the knee moment is in flexion, the ground reaction force is acting in an anterior direction. This force is trying to push the knee into further hyperextension, and to overcome this tendency, a net flexor moment must be exerted across the joint.

In Figure 5.4a, when the rectus femoris reaches its maximum value of about 50 μV, the hamstrings are at a relatively low level — about 25 μV. As pointed out previously, you must be very careful when trying to compare these two numbers. However, a net flexor moment indicates that the flexor muscles are dominant over the extensor muscles. It is possible that the surface electrodes placed over the rectus femoris picked up a signal from the whole quadriceps group, whereas the electrodes for the hamstrings were placed laterally over the long head of the biceps femoris, excluding the contributions from semimembranosus and semitendinosus.

It is interesting that Sutherland (1984), in his book Gait Disorders in Childhood and Adolescence, presented pre-operative data on an 11-year-old girl with Charcot-Marie-Tooth disease. She too had knee recurvatum, claspings of the toes (cf. Figure 5.1), and ground reaction forces that were quite similar to normal except that the centre of pressure was concentrated in the forefoot region. Unfortunately, Sutherland did not have EMG or joint moment data on this patient.

**Hip Joint Comparisons.** Finally, in Figure 5.9, a and b, we concentrate on the hip joint. The general shape of the curves for gluteus maximus EMG, resultant hip joint moment, and hip angle are very similar for SI and a normal male. The only major difference is the magnitude of SI's flexion moment during pushoff: At over 100 Nm, it is almost double a normal male's value. As with his knee joint, it is likely that this high value is in response to the problems SI has distally and to his lurching style of gait.
**Figure 5.8** Integration of different levels in the movement chain acting about the knee joint. EMG (in microvolts, μV) of rectus femoris, net knee joint moment (in newton-metres, Nm), and knee angle (in degrees), plotted as a function of the gait cycle: (a) clinical subject SI; (b) normal man.
Summary

When you consider that Figures 5.2 to 5.9 are just a few of the many hundreds of curves that can be generated in GaitLab, you realise the potential gait analysis has to aid your understanding of movement dysfunction. We encourage you to explore SI’s data in more detail to elucidate both his limitations and his strengths.
APPENDIX A

Dynamic Animation Sequences

There are two sets of animation sequences — one runs from pages 77 to 131, and the other runs in reverse order from pages 132 to 78. Each includes one complete gait cycle, and they are identical except that the first sequence emphasises the sagittal view, and the second emphasises the posterior view. To animate the sequences, isolate the appendixes and place your thumb next to Frame 1 of the sequence you wish to view. Flex the book gently, then fan the pages so that the subject begins to walk. With a little practice you should be able to generate a smooth animation in either direction.

The science of gait analysis has emerged due to the inability of the human eye to measure objectively the many interrelated components of the locomotion system (Brand & Crowningshield, 1981). The word analysis comes from the Greek analyein and means "to break up" (Webster's Ninth New Collegiate Dictionary, 1983). This is precisely what the discipline involves: using measurement techniques to separate kinematic, kinetic, and other parameters describing certain aspects of locomotion. This procedure has its merits for specific applications such as the evaluation of a new surgical technique: By using the tools of gait analysis one can objectively compare specific facets of a patient's walking pattern before and after surgery. In this way, it is possible to avoid making comparisons based only on subjective ideas and recollections of how the patient used to walk.

Unfortunately, by its very nature, gait analysis tends to reduce a dynamic, complex locomotion sequence to a static form, usually graphs and tables. This prevents the human eye from using its marvellous capabilities of global pattern recognition. This human trait, which allows a farmer to spot an injured animal in a herd and enables a boardsailor to select the "perfect wave," has defied attempts at duplication by computer technology. In the medical setting, the computer-generated printout accompanying an ECG trace is re-
garded only as a guide — the final decision concerning a heart abnormality is left to the cardiologist, who scans the patterns embedded in the ECG waveform.

Leonardo da Vinci once urged artists to make a "graceful counterbalancing and balancing in such a way that the figure shall not appear as a piece of wood" (Keele, 1983, p. 174). In 1872 Leland Stanford, governor of California, hired Eadward Muybridge to investigate the question of "unsupported transit": whether a trotting horse ever has all four feet off the ground. For his initial studies, Muybridge took a sequence of photographs, up to 25 pictures/s, that showed that the horse is completely airborne for certain time periods, which allegedly helped Stanford to win a $25,000 wager (Solomon, 1989)! From this early start, Muybridge continued his photographic analyses of the movements of humans and animals at the University of Pennsylvania. His efforts culminated in two classic volumes, Animals in Motion (1899) and The Human Figure in Motion (1901).

Early Attempts at Integrating Animation and Gait Analysis

Although sequential images contain significant material for all biomechanics researchers, the graphic nature of a printed book cannot convey the feeling of motion. This was recognised by the great French physiologist Etienne Jules Marey who used some of the Muybridge sequences as strips for a zoetrope. Also known as "the wheel of life," the zoetrope had been invented in 1834 by William Horner of Bristol, England: A revolving drum with slits in its sides exploited the principle of the persistence of vision to simulate movement (Solomon, 1989). More recently, Cavanagh (1988), in accepting the Muybridge Medal from the International Society of Biomechanics, animated some of the Muybridge sequences to illustrate his own work on locomotion. In 1990, the Addison Gallery in Andover, Massachusetts, took all of Muybridge's sequences and recorded them onto a videodisk. This disk, together with its educational software, has recently been made commercially available by the Voyager Company of Santa Monica, CA, and should provide students of human movement with an outstanding learning resource.

Contributions to Our Animation Studies

Our own efforts to use animation in understanding the mechanics of human gait have been influenced not only by Muybridge, but by some recent workers, too. An important contribution was made by Inman et al. (1981), who introduced a novel method for illustrating the actions of leg muscles during the gait cycle (refer to the discussion in chapter 4). Cavanagh, Hennig, Bunch, and Macmillan (1983) measured the pressure distribution beneath the plantar surface of the foot during walking and animated wireframe diagrams of the pressure profile, using a graphics display computer and a movie camera; as the pressure "flowed" from the rear of the foot to the front of the foot, the perspective also changed, offering the observer...
some additional insights. As one of the appendixes to his PhD thesis, van den Bogert (1989) included a software diskette that enabled a user to run animated sequences of a walking horse on a standard personal computer with CGA graphics. These sequences, which were generated from a computer simulation package, could be run at various speeds.

Reversal of Gait Analysis
Beginning in this appendix, and continuing into the next, the process of gait analysis will be reversed and a single, static figure will be brought to life. This will be done by having you, the reader, fan the pages of the appendixes to animate our still-frame images. These animation sequences will help you gain a new appreciation of the human trademark, bipedality. Note that though it is possible to make the figure walk backward, the videotape that formed the basis for these animation sequences was filmed at 25 frames/s for a total of 28 frames/cycle and a normal, forward walking pace of 1.7 m/s on a treadmill.

There were two primary sources for the data superimposed on the animation sequences. These were Winter (1987) for the joint moments, electromyography, and ground reaction forces, and the Center for Locomotion Studies (CELOS) at Pennsylvania State University for the plantar pressure profiles. 

Note that whereas the edges of the book have animation figures for both the sagittal and frontal planes, the computer animation in GaitLab shows only the sagittal view.

Sagittal Plane Motion
The four figures showing a right, sagittal plane view of the person indicate, from top to bottom,
• total body motion;
• muscular activation of gluteus medius, quadriceps, hamstrings, tibialis anterior, and triceps surae;
• ground reaction forces; and
• resultant joint moments.

Note that the joint moments are based on the inverse dynamics approach (Winter, 1987). The solid circles represent extension and dorsiflexion moments, whereas hollow circles represent flexion and plantar flexion moments. The radius of each circle is proportional to the magnitude of the corresponding moment, with the three joints being plotted to the same scale (cf. Figures 5.7b, 5.8b, and 5.9b).

A similar, icon-based approach to illustrating moments has been suggested by Loeb and Levine (1990). Greaves (1990) has also demonstrated software that overlays the 3-D ground reaction force and joint moment as a vector on an animated stick figure. We would have liked to include more muscles in our animation sequences (e.g., gluteus maximus, a hip extensor). However, we felt that there was a limit to the amount of information that could be displayed without crowding the images unnecessarily. Therefore, we must emphasise that some muscles, vitally important in human gait, have not been
included here purely for reasons of space.

It is said that a picture is worth a thousand words, and this is certainly true for this animation sequence. In particular, pay attention to the following:

- The relationship between ground reaction force and joint moments — the figures illustrate the error that can be made by assuming a quasi-static situation. If the inertial contributions to joint moment were neglected, there would be no moments during the swing phase.
- The relationship between joint moment and muscle activation — in particular note the stabilising role of the muscles in counteracting the moment applied to the joints.
- The orientation of the ground reaction force — at first, the ground reaction force acts posteriorly, but later, during pushoff, it acts anteriorly.
- The ratio between stance and swing times — typically 60\%:40\% of the gait cycle.

**Frontal Plane Motion**

The four figures showing a posterior, frontal plane view of the person illustrate, from top to bottom,

- total body motion;
- muscular activation of gluteus maximus, gluteus medius, adductor magnus, hamstrings, and gastrocnemius;
- ground reaction forces; and
- pressure distribution on the plantar surface of the foot.

We chose not to include frontal plane joint moments because we felt that they would clutter the figures. A few key muscles, such as tibialis anterior, were not included for the same reason. The following are points that should be noted:

- The slight, side-to-side movement of the torso as first one foot then the other is lifted off the ground. In the case of a person with weak hip abductors, this movement is far more pronounced.
- The phasic behaviour and stabilisation role of the muscles (e.g., gluteus medius activation at contralateral toe-off).
- The relationship between ground reaction force and pressure distribution under the foot (the contour intervals are 25 kPa, or kilopascals).
- The transfer of weight from the heel across the foot's lateral border onto the metatarsal heads, and the important role of the toes during pushoff.

It may take a while to become proficient at flipping backward and forward through these animation sequences, but when mastered, it should take about one second to visualise each complete gait cycle. Do not assume that by flipping through faster you can get an impression of speed walking — a person's entire stride pattern, muscle activation, ground reaction forces, and plantar pressure profile change with a change in speed. However, at least in this particular sequence, a normal male's gait can be visualised using pattern recognition, unobscured by stick figures or tables of data that would be
understood only by those actively engaged in locomotion research.

**Summary**

The animation of human gait is certainly not new, having been introduced by the pioneering studies of Muybridge a century ago. What is new is the integration of the animated movement with the underlying causes of human gait: muscle activity, joint moments, and ground reaction forces. We believe that the sequences on these pages will bring the walking subject alive, providing you with new insights; also, we encourage you to spend time with the *Animate* program in *GaitLab*.
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This appendix contains the detailed mathematics that are used to process the anthropometric, kinematic, and force plate data files. These details have been incorporated in the GaitLab program. Because we do not provide a listing of the source code for GaitLab, and because the material presented in chapter 3 tends to gloss over many details, we have provided all the necessary details for researchers of human gait in this appendix.

Like chapter 3, this appendix covers five different topics: body segment parameters; linear kinematics; centres of gravity; angular kinematics; and dynamics of joints.

Body Segment Parameters

We have chosen to use a method for predicting body segment parameters that is based on simple geometric modeling combined with the anthropometric data of Chandler et al. (1975). The thighs and calves are modelled by right rectangular cylinders, whereas the feet are modelled by right rectangular pyramids. The key point to bear in mind is that our modelling process makes use of dimensional consistency. By this we mean that only parameters that have the composite units of kilograms are used to predict segment mass, and that only parameters with the composite units of kg·m² are used to predict segmental moments of inertia. We believe, for example, that it makes little sense to use only total body mass to predict segmental moments of inertia. (This was the method used by Chandler et al., 1975.) We will show later in this section how much better our method is in predicting segment moments of inertia.
Equations 3.1 to 3.3 describe the format and rationale for generating regression equations to predict segment mass based on anthropometric data. The relevant parameters, $A_1$ through $A_{20}$, are presented in Table B.1. (A description of how to make these measurements is provided in Table 3.1.) The regression equations that we derived (Equations 3.4 to 3.6 in chapter 3) are based on the six cadavers in Chandler et al. (1975) and are repeated here, for sake of completeness, in Table B.2. This table also lists the centre of gravity ratios, which are based on the mean values of the cadavers.

In equations 3.7 to 3.10 and Figure 3.3 we argued for regression equations to predict segmental moments of inertia that are based on body mass in kilograms (kg) times a composite parameter having the dimensions of length squared ($m^2$). Equation 3.11 was presented as one example (in this case, for the moment of inertia of the thigh about the flexion/extension axis) of such a regression equation. The full set of 18 equations (right and left thighs, calves, and feet, about their flexion/extension, abduction/adduction, internal/external rotation axes) is presented in Table B.3. In trying to understand the relevant axes, refer to Figure 3.3 and 3.10 and the following key:

- $\text{FlxExt} = z\ \text{axis}$
- $\text{AbdAdd} = y\ \text{axis}$
- $\text{IntExt} = x\ \text{axis}$

### Table B.1 Anthropometric Data for Calculating Body Segment Parameters and for Predicting Joint Centres and Segment Endpoints

<table>
<thead>
<tr>
<th>Parameter number</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>Total body mass</td>
</tr>
<tr>
<td>$A_2$</td>
<td>Anterior superior iliac spine (ASIS) breadth</td>
</tr>
<tr>
<td>$A_3$</td>
<td>Right thigh length</td>
</tr>
<tr>
<td>$A_4$</td>
<td>Left thigh length</td>
</tr>
<tr>
<td>$A_5$</td>
<td>Right midthigh circumference</td>
</tr>
<tr>
<td>$A_6$</td>
<td>Left midthigh circumference</td>
</tr>
<tr>
<td>$A_7$</td>
<td>Right calf length</td>
</tr>
<tr>
<td>$A_8$</td>
<td>Left calf length</td>
</tr>
<tr>
<td>$A_9$</td>
<td>Right calf circumference</td>
</tr>
<tr>
<td>$A_{10}$</td>
<td>Left calf circumference</td>
</tr>
<tr>
<td>$A_{11}$</td>
<td>Right knee diameter</td>
</tr>
<tr>
<td>$A_{12}$</td>
<td>Left knee diameter</td>
</tr>
<tr>
<td>$A_{13}$</td>
<td>Right foot length</td>
</tr>
<tr>
<td>$A_{14}$</td>
<td>Left foot length</td>
</tr>
<tr>
<td>$A_{15}$</td>
<td>Right malleolus height</td>
</tr>
<tr>
<td>$A_{16}$</td>
<td>Left malleolus height</td>
</tr>
<tr>
<td>$A_{17}$</td>
<td>Right malleolus width</td>
</tr>
<tr>
<td>$A_{18}$</td>
<td>Left malleolus width</td>
</tr>
<tr>
<td>$A_{19}$</td>
<td>Right foot breadth</td>
</tr>
<tr>
<td>$A_{20}$</td>
<td>Left foot breadth</td>
</tr>
</tbody>
</table>
Table B.2 Equations to Predict the Masses and Centres of Gravity for the Thigh, Calf and Foot

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.1032) * A1 + (12.76) * A3 * A5 * A5 - 1.023;</td>
<td>(0.1032) * A1 + (12.76) * A4 * A6 * A6 - 1.023;</td>
<td>(0.0226) * A1 + (31.33) * A7 * A9 * A9 + 0.016;</td>
<td>(0.0226) * A1 + (31.33) * A8 * A10 * A10 + 0.016;</td>
<td>(0.0083) * A1 + (254.5) * A13 * A15 * A17 - 0.065;</td>
<td>(0.0083) * A1 + (254.5) * A14 * A16 * A18 - 0.065;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.39;</td>
<td>0.39;</td>
<td>0.42;</td>
<td>0.42;</td>
<td>0.44;</td>
<td>0.44;</td>
</tr>
</tbody>
</table>

Note. A1 through A18 are the anthropometric parameters defined in Table B.1. The format of these equations is exactly the same as the C++ code in GaitLab.

Table B.3 Equations to Predict Moments of Inertia (I) for the Thigh, Calf, and Foot

<table>
<thead>
<tr>
<th>I_FixExt.R.Thigh</th>
<th>I_FixExt.L.Thigh</th>
<th>I_AbdAdd.R.Thigh</th>
<th>I_AbdAdd.L.Thigh</th>
<th>I_IntExt.R.Thigh</th>
<th>I_IntExt.L.Thigh</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00762 * A1 * (A3 * A3 + 0.076 * A5 * A5) + 0.01153;</td>
<td>0.00762 * A1 * (A4 * A4 + 0.076 * A6 * A6) + 0.01153;</td>
<td>0.00726 * A1 * (A3 * A3 + 0.076 * A5 * A5) + 0.01186;</td>
<td>0.00726 * A1 * (A4 * A4 + 0.076 * A6 * A6) + 0.01186;</td>
<td>0.00151 * A1 * A5 * A5 + 0.000305;</td>
<td>0.00151 * A1 * A6 * A6 + 0.000305;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>I_FixExt.R.Calf</th>
<th>I_FixExt.L.Calf</th>
<th>I_AbdAdd.R.Calf</th>
<th>I_AbdAdd.L.Calf</th>
<th>I_IntExt.R.Calf</th>
<th>I_IntExt.L.Calf</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00347 * A1 * (A7 * A7 + 0.076 * A9 * A9) + 0.00511;</td>
<td>0.00347 * A1 * (A8 * A8 + 0.076 * A10 * A10) + 0.00511;</td>
<td>0.00387 * A1 * (A7 * A7 + 0.076 * A9 * A9) + 0.00138;</td>
<td>0.00387 * A1 * (A8 * A8 + 0.076 * A10 * A10) + 0.00138;</td>
<td>0.00041 * A1 * A9 * A9 + 0.00012;</td>
<td>0.00041 * A1 * A6 * A6 + 0.00012;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>I_FixExt.R.Foot</th>
<th>I_FixExt.L.Foot</th>
<th>I_AbdAdd.R.Foot</th>
<th>I_AbdAdd.L.Foot</th>
<th>I_IntExt.R.Foot</th>
<th>I_IntExt.L.Foot</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00023 * A1 * (4 * A15 * A15 + 3 * A13 * A13) + 0.00022;</td>
<td>0.00023 * A1 * (4 * A16 * A16 + 3 * A14 * A14) + 0.00022;</td>
<td>0.00021 * A1 * (4 * A19 * A19 + 3 * A13 * A13) + 0.00067;</td>
<td>0.00021 * A1 * (4 * A20 * A20 + 3 * A14 * A14) + 0.00067;</td>
<td>0.00141 * A1 * (A15 * A15 + A19 * A19) - 0.00008;</td>
<td>0.00141 * A1 * (A16 * A16 + A20 * A20) - 0.00008;</td>
</tr>
</tbody>
</table>

Note. A1 through A20 are the anthropometric parameters defined in Table B.1. The format of these equations is exactly the same as the C++ code in GaitLab.

Because we have proposed that a gait analyst should take the time to measure 20 anthropometric parameters (Table B.1) and use these data in our regression equations (Tables B.2 and B.3), it is
reasonable to ask, is there any benefit? We believe that there is a benefit in personalising the BSPs. Chandler et al. (1975) derived regression equations based only on total body mass for predicting segmental masses and moments of inertia. Their correlation coefficients, which are a measure of how well their equations fitted the data, are presented in Table B.4. For comparison, our correlation coefficients are also included in this table. Because Equations 3.4 to 3.6 (top of Table 8.2) used more than one parameter to predict segment mass (total body mass and a composite parameter representing segment volume), it is necessary to calculate $R'$, the correlation coefficient adjusted to allow for shrinkage:

$$
R' = \left[ \frac{R^2 - (1 - R^2)}{N - p} \right]^{\frac{1}{2}}
$$

(B.1)

where $N$ is the number of cadavers (6), $p$ is the number of predictors (2), and $R$ is the unadjusted multiple correlation coefficient (Kim & Kohout, 1975). You can see that if $p=1$ or $N>>p$, then $R' = R$.

Note that for each of the segment masses, the adjusted coefficient was substantially better than the simple correlation coefficients of Chandler et al. (1975). Note, too, that the correlation coefficients for the moments of inertia equations proposed in the current method were in all cases (except one) markedly higher than those of Chandler. In that one case (the moment of inertia of the thigh)

Table B.4 Comparison of Methods Used to Predict Body Segment Parameters for 6 Cadavers of Chandler et al. (1975)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Segment</th>
<th>Chandler's method</th>
<th>GaitLab method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>Thigh</td>
<td>0.941</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>Calf</td>
<td>0.917</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>Foot</td>
<td>0.784</td>
<td>0.899</td>
</tr>
<tr>
<td>Moment of inertia</td>
<td>Thigh</td>
<td>0.865</td>
<td>0.901</td>
</tr>
<tr>
<td></td>
<td>AbdAdd</td>
<td>0.939</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>IntExt</td>
<td>0.876</td>
<td>0.932</td>
</tr>
<tr>
<td></td>
<td>Calf</td>
<td>0.850</td>
<td>0.972</td>
</tr>
<tr>
<td></td>
<td>AbdAdd</td>
<td>0.821</td>
<td>0.962</td>
</tr>
<tr>
<td></td>
<td>IntExt</td>
<td>0.795</td>
<td>0.896</td>
</tr>
<tr>
<td></td>
<td>Foot</td>
<td>0.696</td>
<td>0.899</td>
</tr>
<tr>
<td></td>
<td>AbdAdd</td>
<td>0.762</td>
<td>0.871</td>
</tr>
<tr>
<td></td>
<td>IntExt</td>
<td>0.819</td>
<td>0.825</td>
</tr>
</tbody>
</table>

*The correlation coefficients for the GaitLab method have to be adjusted for shrinkage because the equations to predict segment mass are based on more than one composite parameter. Refer to text for more detail.
about the abduction/adduction axis), our coefficient of 0.913 is still quite acceptable. It was not necessary to calculate an adjusted correlation coefficient for our moments of inertia, because only one predictor — a composite parameter having the dimension kilogram \(\cdot\) metre \(\cdot\) metre (kg \(\cdot\) m\(^2\)) — was used.

We believe that the evidence contained in Table B.4 provides encouraging support for our suggestion that the equations in Tables B.2 and B.3 are of benefit to the gait analyst, who can use these equations to personalise the BSPs of a subject knowing that they work extremely well with the original data from subjects whose sizes and shapes may be quite different from those of the 6 male cadavers of Chandler et al. (1975). The equations can be used on children or women or tall basketball players without giving unreasonable answers. The same cannot be said for regression equations, such as those proposed by Hinrichs (1985), that are not dimensionally consistent. This important issue has been addressed by Yeadon and Morlock (1989).

Linear Kinematics

In this section we show how the 15 marker positions (see Figure 3.4 and Table B.5) may be used to accomplish two primary tasks. The first is to calculate \(uvw\) reference systems for each segment (see Figures 3.6 to 3.8) to predict the positions of joint centres and segment endpoints (see Equations 3.13 to 3.16). The second task is to use the joint centre positions and the external marker positions (Table B.5) to generate segment reference frames (xyz), which are embedded at the centres of gravity of each segment (see Figure 3.10).

<table>
<thead>
<tr>
<th>Position number</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_1)</td>
<td>Right metatarsal head II</td>
</tr>
<tr>
<td>(p_2)</td>
<td>Right heel</td>
</tr>
<tr>
<td>(p_3)</td>
<td>Right lateral malleolus</td>
</tr>
<tr>
<td>(p_4)</td>
<td>Right tibial wand</td>
</tr>
<tr>
<td>(p_5)</td>
<td>Right femoral epiconyle</td>
</tr>
<tr>
<td>(p_6)</td>
<td>Right femoral wand</td>
</tr>
<tr>
<td>(p_7)</td>
<td>Right anterior superior iliac spine</td>
</tr>
<tr>
<td>(p_8)</td>
<td>Left metatarsal head II</td>
</tr>
<tr>
<td>(p_9)</td>
<td>Left heel</td>
</tr>
<tr>
<td>(p_{10})</td>
<td>Left lateral malleolus</td>
</tr>
<tr>
<td>(p_{11})</td>
<td>Left tibial wand</td>
</tr>
<tr>
<td>(p_{12})</td>
<td>Left femoral epiconyle</td>
</tr>
<tr>
<td>(p_{13})</td>
<td>Left femoral wand</td>
</tr>
<tr>
<td>(p_{14})</td>
<td>Left anterior superior iliac spine</td>
</tr>
<tr>
<td>(p_{15})</td>
<td>Sacrum</td>
</tr>
</tbody>
</table>

From Figure 3.6, we may define the unit vector triad \(uvw\) for the right foot as follows:

\[
u_{r, Foot} = \frac{(p_1 - p_2)/(p_1 - p_2)}{p_1 - p_2}\]  \hspace{1cm} (B.2)
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\[ \mathbf{w}_{R\text{Foot}} = \frac{(\mathbf{p}_1 - \mathbf{p}_3) \times (\mathbf{p}_2 - \mathbf{p}_3)}{|(\mathbf{p}_1 - \mathbf{p}_3) \times (\mathbf{p}_2 - \mathbf{p}_3)|} \]  
(B.3)

\[ \mathbf{v}_{R\text{Foot}} = \mathbf{w}_{R\text{Foot}} \times \mathbf{u}_{R\text{Foot}} \]  
(B.4)

Then, based on stereo X-rays (Vaughan, 1983), we have the following equations:

\[ \mathbf{p}_{R\text{Ankle}} = \mathbf{p}_3 + 0.016\mathbf{A}_{13} \mathbf{u}_{R\text{Foot}} + 0.392\mathbf{A}_{15} \mathbf{v}_{R\text{Foot}} + 0.478\mathbf{A}_{17} \mathbf{w}_{R\text{Foot}} \]  
(B.5)

and

\[ \mathbf{p}_{R\text{Toe}} = \mathbf{p}_3 + 0.742\mathbf{A}_{13} \mathbf{u}_{R\text{Foot}} + 1.074\mathbf{A}_{15} \mathbf{v}_{R\text{Foot}} - 0.187\mathbf{A}_{19} \mathbf{w}_{R\text{Foot}} \]  
(B.6)

which are the same as Equations 3.13 and 3.14. Similarly, we may calculate the unit vector triad \( \mathbf{u} \mathbf{w} \mathbf{v} \) for the left foot as follows:

\[ \mathbf{u}_{L\text{Foot}} = \frac{(\mathbf{p}_8 - \mathbf{p}_3)}{|\mathbf{p}_8 - \mathbf{p}_3|} \]  
(B.7)

\[ \mathbf{w}_{L\text{Foot}} = \frac{(\mathbf{p}_8 - \mathbf{p}_{10}) \times (\mathbf{p}_9 - \mathbf{p}_{10})}{| (\mathbf{p}_8 - \mathbf{p}_{10}) \times (\mathbf{p}_9 - \mathbf{p}_{10}) |} \]  
(B.8)

\[ \mathbf{v}_{L\text{Foot}} = \mathbf{w}_{L\text{Foot}} \times \mathbf{u}_{L\text{Foot}} \]  
(B.9)

As before, this unit vector triad may be used to estimate the following:

\[ \mathbf{p}_{L\text{Ankle}} = \mathbf{p}_{10} + 0.016\mathbf{A}_{14} \mathbf{u}_{L\text{Foot}} + 0.392\mathbf{A}_{16} \mathbf{v}_{L\text{Foot}} - 0.478\mathbf{A}_{18} \mathbf{w}_{L\text{Foot}} \]  
(B.10)

and

\[ \mathbf{p}_{L\text{Toe}} = \mathbf{p}_{10} + 0.742\mathbf{A}_{14} \mathbf{u}_{L\text{Foot}} + 1.074\mathbf{A}_{16} \mathbf{v}_{L\text{Foot}} + 0.187\mathbf{A}_{20} \mathbf{w}_{L\text{Foot}} \]  
(B.11)

which are similar to Equations B.5 and B.6, the main difference being that \( \mathbf{w}_{R\text{Foot}} \) points medially, whereas \( \mathbf{w}_{L\text{Foot}} \) points laterally.

From Figure 3.7, we may define the unit vector triad \( \mathbf{u} \mathbf{w} \mathbf{v} \) for the right calf as follows:

\[ \mathbf{v}_{R\text{Calf}} = \frac{(\mathbf{p}_3 - \mathbf{p}_5)}{|\mathbf{p}_3 - \mathbf{p}_5|} \]  
(B.12)

\[ \mathbf{u}_{R\text{Calf}} = \frac{(\mathbf{p}_4 - \mathbf{p}_3) \times (\mathbf{p}_5 - \mathbf{p}_3)}{|(\mathbf{p}_4 - \mathbf{p}_3) \times (\mathbf{p}_5 - \mathbf{p}_3)|} \]  
(B.13)
We can now calculate the position of the right knee:

\[ \mathbf{p}_{R,Knee} = \mathbf{p}_5 + 0.000A_{11}\mathbf{u}_{R,Calf} + 0.000A_{11}\mathbf{v}_{R,Calf} + 0.500A_{11}w_{R,Calf} \]

which is the same as Equation 3.15. Similarly, we may calculate the unit vector triad \( \mathbf{uvw} \) for the left calf as follows:

\[ \mathbf{v}_{L,Calf} = \frac{(\mathbf{p}_{10} - \mathbf{p}_{12})}{|\mathbf{p}_{10} - \mathbf{p}_{12}|} \]
\[ \mathbf{u}_{L,Calf} = \frac{(\mathbf{p}_{11} - \mathbf{p}_{12}) \times (\mathbf{p}_{10} - \mathbf{p}_{12})}{|(\mathbf{p}_{11} - \mathbf{p}_{12}) \times (\mathbf{p}_{10} - \mathbf{p}_{12})|} \]
\[ \mathbf{w}_{L,Calf} = \mathbf{u}_{L,Calf} \times \mathbf{v}_{L,Calf} \]

As before, this vector triad may be used to estimate the position of the left knee:

\[ \mathbf{p}_{L,Knee} = \mathbf{p}_{12} + 0.000A_{12}\mathbf{u}_{L,Calf} + 0.000A_{12}\mathbf{v}_{L,Calf} - 0.500A_{12}w_{L,Calf} \]

which is similar to Equation B.15, the main difference being that \( w_{R,Calf} \) points medially, whereas \( w_{L,Calf} \) points laterally.

From Figure 3.8, we may define the unit vector triad \( \mathbf{uvw} \) for the pelvis as follows:

\[ \mathbf{v}_{Pelvis} = \frac{(\mathbf{p}_{14} - \mathbf{p}_{1})}{|\mathbf{p}_{14} - \mathbf{p}_{1}|} \]
\[ \mathbf{w}_{L,Calf} = \frac{(\mathbf{p}_{7} - \mathbf{p}_{12}) \times (\mathbf{p}_{14} - \mathbf{p}_{1})}{|(\mathbf{p}_{7} - \mathbf{p}_{12}) \times (\mathbf{p}_{14} - \mathbf{p}_{1})|} \]
\[ \mathbf{u}_{Pelvis} = \mathbf{v}_{Pelvis} \times \mathbf{w}_{Pelvis} \]

This same vector triad may be used to calculate the positions of both the right and left hips:

\[ \mathbf{p}_{R,Hip} = \mathbf{p}_{15} + 0.598A_{2}\mathbf{u}_{Pelvis} - 0.344A_{2}\mathbf{v}_{Pelvis} - 0.290A_{2}w_{Pelvis} \]
\[ \mathbf{p}_{L,Hip} = \mathbf{p}_{15} + 0.598A_{2}\mathbf{u}_{Pelvis} + 0.344A_{2}\mathbf{v}_{Pelvis} + 0.290A_{2}w_{Pelvis} \]

These equations (B.23 and B.24) for predicting the position of the hip joints are very similar to others in the literature (Campbell et al., 1988; Tylkowski et al., 1982).
The next task is to use the joint centre positions and external marker positions to generate segment reference frames (xyz), which are embedded at the centres of gravity of each segment (see Figure 3.10). There are a few observations that need to be made first:

**IJK** are the unit vectors in the XYZ directions;

**ijk** are the unit vectors in the xyz directions.

\[ i_{\text{Pelvis}} = w_{\text{Pelvis}} \]
\[ j_{\text{Pelvis}} = u_{\text{Pelvis}} \]
\[ k_{\text{Pelvis}} = v_{\text{Pelvis}} \]

Segment 1 is the Right Thigh;
Segment 2 is the Left Thigh;
Segment 3 is the Right Calf;
Segment 4 is the Left Calf;
Segment 5 is the Right Foot;
Segment 6 is the Left Foot.

The unit vector triad **ijk** defining the directions of **xyz** in the segments may be calculated as follows:

**Right Thigh**

\[ i_1 = \frac{(\mathbf{p}_{R,\text{Hip}} - \mathbf{p}_{R,\text{Knee}})}{|\mathbf{p}_{R,\text{Hip}} - \mathbf{p}_{R,\text{Knee}}|} \]
\[ j_1 = \frac{(\mathbf{p}_6 - \mathbf{p}_{R,\text{Hip}}) \times (\mathbf{p}_{R,\text{Knee}} - \mathbf{p}_{R,\text{Hip}})}{|(\mathbf{p}_6 - \mathbf{p}_{R,\text{Hip}}) \times (\mathbf{p}_{R,\text{Knee}} - \mathbf{p}_{R,\text{Hip}})|} \]
\[ k_1 = i_1 \times j_1 \]

**Left Thigh**

\[ i_2 = \frac{(\mathbf{p}_{L,\text{Hip}} - \mathbf{p}_{L,\text{Knee}})}{|\mathbf{p}_{L,\text{Hip}} - \mathbf{p}_{L,\text{Knee}}|} \]
\[ j_2 = \frac{(\mathbf{p}_{L,Knee} - \mathbf{p}_{L,\text{Hip}}) \times (\mathbf{p}_{13} - \mathbf{p}_{L,\text{Hip}})}{|(\mathbf{p}_{L,Knee} - \mathbf{p}_{L,\text{Hip}}) \times (\mathbf{p}_{13} - \mathbf{p}_{L,\text{Hip}})|} \]
\[ k_2 = i_2 \times j_2 \]

**Right Calf**

\[ i_3 = \frac{(\mathbf{p}_{R,\text{Knee}} - \mathbf{p}_{R,\text{Ankle}})}{|\mathbf{p}_{R,\text{Knee}} - \mathbf{p}_{R,\text{Ankle}}|} \]
\[ j_3 = \frac{(\mathbf{p}_5 - \mathbf{p}_{R,\text{Knee}}) \times (\mathbf{p}_{R,\text{Ankle}} - \mathbf{p}_{R,\text{Knee}})}{|(\mathbf{p}_5 - \mathbf{p}_{R,\text{Knee}}) \times (\mathbf{p}_{R,\text{Ankle}} - \mathbf{p}_{R,\text{Knee}})|} \]
\[ k_3 = i_3 \times j_3 \]
Left Calf

\[ i_4 = \frac{(p_{L\text{Knee}} - p_{L\text{Ankle}})}{|p_{L\text{Knee}} - p_{L\text{Ankle}}|} \]

\[ j_4 = \frac{(p_{L\text{Ankle}} - p_{L\text{Knee}}) \times (p_{12} - p_{L\text{Knee}})}{|(p_{L\text{Ankle}} - p_{L\text{Knee}}) \times (p_{12} - p_{L\text{Knee}})|} \]

\[ k_4 = i_4 \times j_4 \]

Right Foot

\[ i_5 = \frac{(p_2 - p_{R\text{Toe}})}{|p_2 - p_{R\text{Toe}}|} \]

\[ k_5 = \frac{(p_{R\text{Ankle}} - p_2) \times (p_{R\text{Toe}} - p_2)}{|(p_{R\text{Ankle}} - p_2) \times (p_{R\text{Toe}} - p_2)|} \]

\[ j_5 = k_5 \times i_5 \]

Left Foot

\[ i_6 = \frac{(p_9 - p_{L\text{Toe}})}{|p_9 - p_{L\text{Toe}}|} \]

\[ k_6 = \frac{(p_{L\text{Ankle}} - p_9) \times (p_{L\text{Toe}} - p_9)}{|(p_{L\text{Ankle}} - p_9) \times (p_{L\text{Toe}} - p_9)|} \]

\[ j_6 = k_6 \times i_6 \]

It is important to realise that although these ijk vector triads are used to define the segmental coordinate system xyz, they are actually expressed in terms of the global reference system XYZ. The XYZ coordinates for the ijk vector triad of the pelvis and the six lower extremity segments are listed for time = 0.00 s in Table B.6 (which contains the data for the Man.DST file used in GaitLab).

**Centres of Gravity**

This section has three purposes: First, we provide the equations that are used to estimate centres of gravity based on joint centres and segment endpoints; second, we discuss the digital filter that is used to smooth raw position data; and third, we cover the finite difference theory that is the basis for performing numerical differentiation to calculate velocities and accelerations.

From Figure 3.11 and Tables 3.5 and B.2, the following equations may be derived:

Frame = 8
Time = 0.28 s
Right midstance
92

Frame = 21
Time = 0.80 s

In human movement activities such as gait, the frequency of the displacement signal is almost always less than the frequency of the noise. The purpose of a digital filter, therefore, is to filter out the high-frequency noise while allowing the low-frequency displacement signal to pass through untouched. The format of a low-pass digital filter is as follows:

\[ x' = a_0 x_n + a_1 x_{n-1} + a_2 x_{n-2} + b_1 x'_{n-1} + b_2 x'_{n-2} \]  \hspace{1cm} (B.49)

where \( x' \) refers to filtered output coordinates, \( x \) refers to raw unfiltered coordinate data, \( n \) refers to the \( n \)th sample frame, and \( a \) through \( b \) are the filter coefficients. These filter coefficients are constants that depend on the type and order of the filter, the sampling frequency (i.e., the frame rate), and the cutoff frequency (i.e., how much noise should be attenuated). As can be seen from Equation B.49, the filtered output \( x' \) is a weighted version of the immediate and past raw data, plus a weighted contribution of past filtered output. For the GaitLab program, the second-order low-pass Butterworth filter was used. Further details may be obtained in Radar and Gold (1967) and Winter (1979). A FORTRAN listing of the subroutine DIGFIL which implements Equation A.49 may be found in Vaughan (1982).

We pointed out in chapter 3 that the digital filter has endpoint problems, which can lead to erroneous velocities and accelerations in the first few and last few frames. One of the algorithms that does
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<table>
<thead>
<tr>
<th>Segment</th>
<th>$j_x$</th>
<th>$j_y$</th>
<th>$j_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pelvis</td>
<td>0.996</td>
<td>0.053</td>
<td>0.071</td>
</tr>
<tr>
<td>R. Thigh</td>
<td>0.922</td>
<td>-0.008</td>
<td>0.386</td>
</tr>
<tr>
<td>L. Thigh</td>
<td>0.917</td>
<td>0.272</td>
<td>-0.293</td>
</tr>
<tr>
<td>R. Calf</td>
<td>0.977</td>
<td>-0.022</td>
<td>0.212</td>
</tr>
<tr>
<td>L. Calf</td>
<td>0.791</td>
<td>0.103</td>
<td>-0.603</td>
</tr>
<tr>
<td>R. Foot</td>
<td>-0.298</td>
<td>-0.302</td>
<td>0.906</td>
</tr>
<tr>
<td>L. Foot</td>
<td>0.454</td>
<td>0.309</td>
<td>0.835</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Segment</th>
<th>$k_x$</th>
<th>$k_y$</th>
<th>$k_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pelvis</td>
<td>-0.052</td>
<td>0.998</td>
<td>-0.021</td>
</tr>
<tr>
<td>R. Thigh</td>
<td>-0.026</td>
<td>0.996</td>
<td>0.084</td>
</tr>
<tr>
<td>L. Thigh</td>
<td>-0.258</td>
<td>0.962</td>
<td>0.084</td>
</tr>
<tr>
<td>R. Calf</td>
<td>0.018</td>
<td>1.000</td>
<td>0.021</td>
</tr>
<tr>
<td>L. Calf</td>
<td>-0.083</td>
<td>0.995</td>
<td>0.062</td>
</tr>
<tr>
<td>R. Foot</td>
<td>-0.188</td>
<td>0.949</td>
<td>0.254</td>
</tr>
<tr>
<td>L. Foot</td>
<td>-0.108</td>
<td>0.950</td>
<td>-0.294</td>
</tr>
</tbody>
</table>

Note. The XYZ values refer to the global coordinate system defined in Figure 3.10.

Not having these endpoint problems is the quintic spline (Vaughan, 1982; Wood & Jennings, 1979). We had planned to offer the quintic spline as an option for smoothing and differentiating in the *GaitLab* software, but the size of the code and its running time precluded this option.

We have based our method for determining numerical differentiation on finite difference theory. Finite difference methods may be derived from Taylor series expansions (Miller & Nelson, 1973), and they provide formulae for calculating first and second derivatives of displacement-time data. The first and second derivatives (i.e., velocity and acceleration) are expressible as

\[
\frac{dx_n}{dt} = \dot{x}_n = \frac{x_{n+1} - x_{n-1}}{2\Delta t} \tag{B.50}
\]

and

\[
\frac{d^2x_n}{dt^2} = \ddot{x}_n = \frac{x_{n+1} - 2x_n + x_{n-1}}{(\Delta t)^2} \tag{B.51}
\]

where $x$ is an input data point, $n$ refers to the $n$th sample frame, and $\Delta t$ is the time between adjacent frames. Equations B.50 and B.51 are known as central difference formulae. Forward and backward difference formulae may be used for derivatives of displacement data at the beginning and end of the data set. All these formulae are approximations, because the time interval $\Delta t$ is not infinitely small. Therefore, any noise in the input signal has a large influence on the accuracy of the derivative values. A FORTRAN listing of the subroutine FIDIFF which implements Equations B.50 and B.51 is also included in the paper by Vaughan (1982).
Angular Kinematics

In this section we will cover three areas: definition of anatomical joint angles, definition of segment Euler angles, and derivation of segment angular velocities and accelerations based on the Euler angles.

We stated in chapter 3 that we chose to adopt the methods proposed by Chao (1980) and Grood and Suntay (1983) for defining our anatomical joint angles. Consider the segment reference frames defined in Figure 3.10. The lower extremities have been partitioned into six pairs of segments in Figure B.1, a-f.

The following conventions apply to all six joints:

\( k_{\text{proximal}} \) = flexion/extension axis.
\( i_{\text{distal}} \) = internal/external rotation axis.
\( l_{\text{joint}} \) = abduction/adduction axis.

\[
\alpha = \text{flexion/extension angle.}
\beta = \text{abduction/adduction angle.}
\gamma = \text{internal/external rotation angle.}
\]

\[
l_{\text{Joint}} = \frac{k_{\text{proximal}} \times i_{\text{distal}}}{|k_{\text{proximal}} \times i_{\text{distal}}|} \quad (B.52)
\]
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Figure B.1 Unit vector reference frames embedded in the proximal and distal segments on either side of an anatomical joint: (a) right hip; (b) left hip; (c) right knee; (d) left knee; (e) right ankle; (f) left ankle.

Flexion is positive and extension is negative.
Abduction is positive and adduction is negative.
Internal rotation is positive and external rotation is negative.

Using these conventions and the unit vector triads in Figure B.1, we get the following relationships for the anatomical joint angles:

\[
\alpha_{R,Hip} = \sin^{-1}[l_{R,Hip} \cdot i_{Pelvis}] \quad (B.53)
\]
\[
\beta_{R,Hip} = \sin^{-1}[k_{Pelvis} \cdot i_{3}] \quad (B.54)
\]
\[
\gamma_{R,Hip} = -\sin^{-1}[l_{R,Hip} \cdot k_{3}] \quad (B.55)
\]
\[
\alpha_{L,Hip} = \sin^{-1}[l_{L,Hip} \cdot i_{Pelvis}] \quad (B.56)
\]
\[
\beta_{L,Hip} = -\sin^{-1}[k_{Pelvis} \cdot i_{2}] \quad (B.57)
\]
\[
\gamma_{L,Hip} = \sin^{-1}[l_{L,Hip} \cdot k_{2}] \quad (B.58)
\]
\[
\alpha_{R,Knee} = -\sin^{-1}[l_{R,Knee} \cdot i_{3}] \quad (B.59)
\]
\[
\beta_{R,Knee} = \sin^{-1}[k_{1} \cdot i_{3}] \quad (B.60)
\]
\[
\gamma_{R,Knee} = -\sin^{-1}[l_{R,Knee} \cdot k_{3}] \quad (B.61)
\]
\[
\alpha_{L,Knee} = -\sin^{-1}[l_{L,Knee} \cdot i_{2}] \quad (B.62)
\]
\[
\beta_{L,Knee} = -\sin^{-1}[k_{2} \cdot i_{4}] \quad (B.63)
\]
\[
\gamma_{L,Knee} = \sin^{-1}[l_{L,Knee} \cdot k_{4}] \quad (B.64)
\]
\[
\alpha_{R,Ankle} = \sin^{-1}[l_{R,Ankle} \cdot j_{3}] \quad (B.65)
\]
\[
\beta_{R,Ankle} = \sin^{-1}[k_{3} \cdot i_{3}] \quad (B.66)
\]
\[
\gamma_{R,Ankle} = -\sin^{-1}[l_{R,Ankle} \cdot k_{3}] \quad (B.67)
\]
\[ \alpha_{\text{L.Ansle}} = \sin^{-1}[L_{\text{L.Ansle}} \cdot i_4] \]  
\[ \beta_{\text{L.Ansle}} = -\sin^{-1}[k_4 \cdot i_6] \]  
\[ \gamma_{\text{L.Ansle}} = \sin^{-1}[L_{\text{L.Ansle}} \cdot k_6] \]  
(B.68)  
(B.69)  
(B.70)

Note that for the angles at the left and right ankle joints, the following conventions apply:

- \( \alpha = \) plantar flexion (positive) and dorsiflexion (negative)
- \( \beta = \) varus (positive) and valgus (negative)
- \( \gamma = \) inversion (positive) and eversion (negative)

The neutral position for determining plantar flexion and dorsiflexion is a right angle between the long axes of the calf and foot.

We showed in chapter 3 that a segment reference frame \( XYZ \) may be orientated in 3-D space relative to the global reference system \( X'Y'Z' \) by means of three Euler angles. The Euler angle rotations are performed in the following order:

- (a) \( \phi \) about the \( K \) axis of the global reference frame,
- (b) \( \theta \) about the line of nodes, and
- (c) \( \psi \) about the \( k \) axis of the segment,

where the line of nodes is a unit vector defined as

\[ L = \frac{(K \times k)}{|K \times k|} \]  
(B.71)

By way of example, Figure 3.16 has been expanded into Figure B.2, a-c, which shows each of the Euler angles for a single segment. The angles may be calculated as follows:

- \( \phi = \sin^{-1}[(I \times L) \cdot K] \)  
- \( \theta = \sin^{-1}[(K \times k) \cdot L] \)  
- \( \psi = \sin^{-1}[(L \times i) \cdot k] \)

Our convention for the definition of the Euler angles is based on two classical mechanics texts by Synge and Griffith (1959) and Goldstein (1965). The segment angular velocities may be obtained from the Euler angles as follows:

- \( \dot{\omega}_{\text{segment},x} = \phi \sin \theta \sin \psi + \dot{\theta} \cos \psi \)  
- \( \dot{\omega}_{\text{segment},y} = \phi \sin \theta \cos \psi - \dot{\theta} \sin \psi \)  
- \( \dot{\omega}_{\text{segment},z} = \dot{\phi} \cos \theta + \dot{\psi} \)

where the segment angular velocities \( \dot{\omega} \) are given relative to the segment-based reference frame \( xyz \), and the dot above the Euler angles (e.g., \( \dot{\phi} \)) indicates the first derivative with respect to time (e.g., \( \frac{d\phi}{dt} \)).
By taking the first derivative of Equations B.75 to B.77, we get the segment angular accelerations:

\[
\begin{align*}
\dot{\omega}_{\text{segment,x}} &= \dot{\phi}\sin\theta\sin\psi + \dot{\phi}\cos\theta\sin\psi \quad \text{(B.78)} \\
&\quad + \ddot{\psi}\sin\theta\cos\psi + \ddot{\theta}\cos\psi - \dddot{\psi}\sin\psi \\
\dot{\omega}_{\text{segment,y}} &= \dot{\phi}\cos\theta\sin\psi + \dot{\phi}\cos\theta\cos\psi \quad \text{(B.79)} \\
&\quad - \ddot{\psi}\sin\theta\sin\psi - \ddot{\theta}\sin\psi - \dddot{\theta}\cos\psi \\
\dot{\omega}_{\text{segment,z}} &= \dot{\phi}\cos\theta - \dot{\phi}\sin\theta + \dddot{\psi} \quad \text{(B.80)}
\end{align*}
\]

The Euler angles \(\phi, \theta, \psi\) are smoothed using the digital filter described earlier in this chapter (Equation B.49), whereas finite difference methods (Equations B.50 and B.51) may be used to calculate first and second derivatives.

**Dynamics of Joints**

We are now at the stage where we can integrate all the previous sections and, using Newton's second and third laws of motion, generate the resultant forces and moments acting at the lower extremity joints. In fact, we will integrate the following:

- Body segment parameters (BSP data)
- Segment centres of gravity, velocities, and accelerations (COG data)
- Ground reactions from force plates (FPL data)
- Joint centres and segment endpoints (JNT data)
- Segment reference frames (REF data)
- Segment angular velocities and accelerations (ANG data)

In performing this integration, we will follow a standard procedure of six steps for each of the segments:

1. Calculate the forces at the proximal joint using the linear form of Newton's second law.
2. Calculate the moment arms, proximal and distal, between the force application point and the segment centre of gravity.
3. Calculate the residual moment acting on the segment.
4. Calculate the rate of change of angular momentum for the segment.
5. Calculate the resultant joint moment, first in the xyz system using the angular form of Newton's second law, then in the XYZ system.
6. Convert the joint force and moment from the XYZ system to a body-based system.

It is also pertinent to point out that these six steps are performed first on the foot, then on the calf, and finally on the thigh.
Figure B.2 The three angular degrees of freedom (or Euler angles $\phi_{\text{Segment}}$, $\theta_{\text{Segment}}$, $\psi_{\text{Segment}}$) defining the orientation of a segment's reference axes ($x_{\text{Segment}}$, $y_{\text{Segment}}$, $z_{\text{Segment}}$) relative to the global reference system XYZ (see Goldstein, 1965). Note that the CG has been moved to coincide with the origin of XYZ. The three Euler angle rotations take place in the following order: (a) $\phi_{\text{Segment}}$ about the Z axis; (b) $\theta_{\text{Segment}}$ about the line of nodes; and (c) $\psi_{\text{Segment}}$ about the $z_{\text{Segment}}$ axis. The line of nodes is perpendicular to both the Z and $z_{\text{Segment}}$ axes. The primes and double primes indicate the intermediate axis positions.
Because the format for the time rate of change of angular momentum is similar for all segments, angular momentum \( \mathbf{H} \) and its first derivative \( \dot{\mathbf{H}} \) can be expressed in 3-D in terms of the segment reference frame:

\[
\dot{\mathbf{H}}_{\text{Segment}} = \dot{\mathbf{H}}_{\text{Segment}.x} \mathbf{i}_{\text{Segment}.x} + \\
\dot{\mathbf{H}}_{\text{Segment}.y} \mathbf{j}_{\text{Segment}.y} + \\
\dot{\mathbf{H}}_{\text{Segment}.z} \mathbf{k}_{\text{Segment}}
\]

(B.81)

The xyz components can be expressed in terms of moments of inertia, angular velocities, and angular accelerations (Goldstein, 1965):

\[
\dot{\mathbf{H}}_{\text{Segment}.x} = l_{\text{Segment}.\text{IntExt}} \omega_{\text{Segment}.x} + \\
(l_{\text{Segment}.\text{FixExt}} - l_{\text{Segment}.\text{AbdAdd}}) \omega_{\text{Segment}.y} \omega_{\text{Segment}.z}
\]

(B.82)

\[
\dot{\mathbf{H}}_{\text{Segment}.y} = l_{\text{Segment}.\text{AbdAdd}} \omega_{\text{Segment}.y} + \\
(l_{\text{Segment}.\text{IntExt}} - l_{\text{Segment}.\text{FixExt}}) \omega_{\text{Segment}.x} \omega_{\text{Segment}.z}
\]

(B.83)

\[
\dot{\mathbf{H}}_{\text{Segment}.z} = l_{\text{Segment}.\text{FixExt}} \omega_{\text{Segment}.z} + \\
(l_{\text{Segment}.\text{AbdAdd}} - l_{\text{Segment}.\text{IntExt}}) \omega_{\text{Segment}.x} \omega_{\text{Segment}.y}
\]

(B.84)

**Right Foot.** Application of the linear form of Newton's second law to the right foot yields the following:

\[
F_{\text{R.Antle}.X} = m_{\text{R.Foot}} \mathbf{v}_{\text{R.Foot}.CG} - F_{\text{Plate}.X}
\]

(B.85)

\[
F_{\text{R.Antle}.Y} = m_{\text{R.Foot}} \mathbf{v}_{\text{R.Foot}.CG} - F_{\text{Plate}.Y}
\]

(B.86)

\[
F_{\text{R.Antle}.Z} = m_{\text{R.Foot}} (\mathbf{Z}_{\text{R.Foot}.CG} + 9.81) - F_{\text{Plate}.Z}
\]

(B.87)

The proximal (Prx) and distal (Dis) moment arms may be calculated as follows:

\[
p_{\text{Prx}.5} = p_{\text{R.Antle}} - p_{\text{R.Foot}.CG}
\]

(B.88)

and

\[
p_{\text{Dis}.5} = p_{\text{Plate}.1} - p_{\text{R.Foot}.CG}
\]

(B.89)

where

\[
p_{\text{Plate}.1} = DX_11 + DY_11 + 0K
\]

(B.90)

(The subscript 5 indicates the right foot.) The residual (Res) moment acting on the right foot is

\[
M_{\text{Res}.5} = T_{\text{Plate}.1} + (p_{\text{Prx}.5} \times F_{\text{R.Antle}}) + (p_{\text{Dis}.5} \times F_{\text{Plate}.1})
\]

(B.91)

and

\[
T_{\text{Plate}.1} = OI + OJ + T_{Z,\text{Plate}.1} K
\]

(B.92)
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The rate of change of angular momentum for the right foot may be calculated using the standardised form of Equations B.82 to B.84. Then, application of the angular analogue of Newton's second law yields

\[
\begin{align*}
\dot{M}_{R.\text{Ankle}, x} &= H_{5x} - i_5 \cdot M_{\text{Res.5}} \\
\dot{M}_{R.\text{Ankle}, y} &= H_{5y} - j_5 \cdot M_{\text{Res.5}} \\
\text{and} \\
\dot{M}_{R.\text{Ankle}, z} &= H_{5z} - k_5 \cdot M_{\text{Res.5}}
\end{align*}
\]

Adding these components gives

\[ M_{R.\text{Ankle}} = M_{R.\text{Ankle}, x} + M_{R.\text{Ankle}, y} + M_{R.\text{Ankle}, z} \quad (B.96) \]

Because \( i, j, k \) are expressed in terms of the \( IJK \) (or \( XYZ \)) reference system (see Table B.6), Equation B.96 expresses \( M_{R.\text{Ankle}} \) also in terms of the \( XYZ \) system. From Equations B.85 to B.87, \( F = F_I + F_J + F_K \) (B.97)

Equations B.97 and B.96 provide us with the resultant joint force (\( F \)) and moment (\( M \)) of the right calf acting on the right foot. These two vectors are expressed in terms of the global reference system \( XYZ \). However, from an anatomical point of view, it makes far more sense to express the force and moment in terms of a body-based coordinate system. We have chosen to use the same coordinate systems that were used to calculate the anatomical joint angles (see Equations B.53 to B.70). Remember, too, that the resultant force or moment is being exerted by the proximal segment on the distal segment. Therefore, we get the following components:

\[
\begin{align*}
F_{R.\text{Ankle}, \text{Prox Dis}} &= F_{R.\text{Ankle}} \cdot i_5 \\
F_{R.\text{Ankle}, \text{Med Lat}} &= F_{R.\text{Ankle}} \cdot k_5 \\
F_{R.\text{Ankle}, \text{Ant Pos}} &= F_{R.\text{Ankle}} \cdot l_{R.\text{Ankle}}
\end{align*}
\]

Also,

\[
\begin{align*}
M_{R.\text{Ankle}, \text{Inv Eve}} &= M_{R.\text{Ankle}} \cdot i_5 \\
M_{R.\text{Ankle}, \text{Pla Dor}} &= M_{R.\text{Ankle}} \cdot k_5 \\
M_{R.\text{Ankle}, \text{Var Val}} &= -M_{R.\text{Ankle}} \cdot l_{R.\text{Ankle}}
\end{align*}
\]

Right Calf. Application of the linear form of Newton’s second law to the right calf yields the following:

\[
\begin{align*}
F_{R.\text{Knee}, X} &= m_{R.\text{Knee}, X} \cdot \ddot{X}_{R.\text{Calf CG}} \cdot F_{R.\text{Ankle}, X} \\
F_{R.\text{Knee}, Y} &= m_{R.\text{Knee}, Y} \cdot \ddot{Y}_{R.\text{Calf CG}} \cdot F_{R.\text{Ankle}, Y} \\
F_{R.\text{Knee}, Z} &= m_{R.\text{Knee}, Z} \cdot (Z_{R.\text{Calf CG}} + 9.81) \cdot F_{R.\text{Ankle}, Z}
\end{align*}
\]
The proximal (Prx) and distal (Dis) moment arms may be calculated as follows:

\[ P_{Prx.3} = P_{R.Knee} - P_{R.Calf.CG} \]  
\[ P_{Dis.3} = P_{R.Anskle} - P_{R.Calf.CG} \]  

where the subscript 3 refers to the right calf. The residual (Res) moment acting on the right calf is

\[ M_{Res.3} = -M_{R.Anskle} - (P_{Dis.3} \times F_{R.Anskle}) + (P_{Prx.3} \times F_{R.Knee}) \]  

The rate of change of angular momentum for the right calf may be calculated using the standardised form of Equations B.82 to B.84. Then, application of the angular analogue of Newton's second law yields the following:

\[ M_{R.Knee.x} = H_{3x} - i_3 \cdot M_{Res3} \]  
\[ M_{R.Knee.y} = H_{3y} - j_3 \cdot M_{Res3} \]  
\[ M_{R.Knee.z} = H_{3z} - k_3 \cdot M_{Res3} \]  

Adding these components gives

\[ M_{R.Knee} = M_{R.Knee.x} \cdot i_3 + M_{R.Knee.y} \cdot j_3 + M_{R.Knee.z} \cdot k_3 \]  

Again, we can express the resultant joint force (\( F \); Equations B.104 to B.106) and resultant joint moment (\( M \); Equation B.113) in terms of a body-based coordinate system:

\[ F_{R.Knee.PrDis} = F_{R.Knee} \cdot i_3 \]  
\[ F_{R.Knee.MedLat} = F_{R.Knee} \cdot k_1 \]  
\[ F_{R.Knee.AntPos} = F_{R.Knee} \cdot l_{R.Knee} \]  

Also,

\[ M_{R.Knee.IntExt} = M_{R.Knee} \cdot i_3 \]  
\[ M_{R.Knee.FxExt} = M_{R.Knee} \cdot k_1 \]  
\[ M_{R.Knee.AbdAdd} = -M_{R.Knee} \cdot l_{R.Knee} \]  

**Right Thigh.** Application of the linear form of Newton's second law to the right thigh yields the following:

\[ F_{R.Hip.X} = m_{R.Thigh} \cdot X_{R.Thigh.CG} \cdot F_{R.Knee.X} \]  
\[ F_{R.Hip.Y} = m_{R.Thigh} \cdot Y_{R.Thigh.CG} \cdot F_{R.Knee.Y} \]  
\[ F_{R.Hip.Z} = m_{R.Thigh} \cdot (Z_{R.Thigh.CG} + 9.81) \cdot F_{R.Knee.Z} \]  

The proximal (Prx) and distal (Dis) moment arms may be calculated
as follows:

\[ \mathbf{p}_{\text{Pre},1} = \mathbf{p}_{R,\text{Hip}} - \mathbf{p}_{R,\text{Thigh,CG}} \]  \hspace{1cm} (B.123)

and

\[ \mathbf{p}_{\text{Dis},1} = \mathbf{p}_{R,\text{Knee}} - \mathbf{p}_{R,\text{Thigh,CG}} \]  \hspace{1cm} (B.124)

where the subscript 1 refers to the right thigh. The residual (Res) moment acting on the right thigh is

\[ M_{\text{Res},1} = - M_{R,\text{Knee}} - (\mathbf{p}_{\text{Dis},1} \times \mathbf{F}_{R,\text{Knee}}) \]

\[ + (\mathbf{p}_{\text{Pre},1} \times \mathbf{F}_{R,\text{Hip}}) \]  \hspace{1cm} (B.125)

The rate of change of angular momentum for the right thigh may be calculated using the standardised form of Equations B.82 to B.84. Then, application of the angular analogue of Newton’s second law yields the following:

\[ M_{R,\text{Hip},x} = H_x - i_1 \cdot M_{\text{Res},1} \]  \hspace{1cm} (B.126)

\[ M_{R,\text{Hip},y} = H_y - j_1 \cdot M_{\text{Res},1} \]  \hspace{1cm} (B.127)

\[ M_{R,\text{Hip},z} = H_z - k_1 \cdot M_{\text{Res},1} \]  \hspace{1cm} (B.128)

Adding these components gives

\[ M_{R,\text{Hip}} = M_{R,\text{Hip},x} i_1 + M_{R,\text{Hip},y} j_1 + M_{R,\text{Hip},z} k_1 \]  \hspace{1cm} (B.129)

**Figure B.3** Free body diagrams for the right foot, calf, and thigh, showing the external forces acting on each segment. Note that the forces and moments at the ankle and knee joints are equal in magnitude but opposite in direction, depending on the segment concerned (Newton’s third law).
We can express the resultant joint force ($F$; Equations B.120 to B.122) and resultant joint moment ($M$; Equation B.129) in terms of a body-based coordinate system:

\[
F_{R.Hip,PrxDis} = F_{R.Hip} \cdot i_1 \tag{B.130}
\]

\[
F_{R.Hip,MedLat} = F_{R.Hip} \cdot k_{Pelvis} \tag{B.131}
\]

\[
F_{R.Hip,AntPoz} = F_{R.Hip} \cdot l_{R.Hip} \tag{B.132}
\]

Also,

\[
M_{R.Hip,IntExt} = M_{R.Hip} \cdot i_1 \tag{B.133}
\]

\[
M_{R.Hip,FlxExt} = -M_{R.Hip} \cdot k_{Pelvis} \tag{B.134}
\]

\[
M_{R.Hip,AbdAdd} = -M_{R.Hip} \cdot l_{R.Hip} \tag{B.135}
\]

See the right leg free body diagrams in Figure B.3.

**Left Foot.** Application of the linear form of Newton's second law to the left foot yields the following:

\[
F_{L.Ankle.X} = m_{L.Foot} \cdot X_{L.Foot.CG} - F_{Plate2,X} \tag{B.136}
\]

\[
F_{L.Ankle.Y} = m_{L.Foot} \cdot Y_{L.Foot.CG} - F_{Plate2,Y} \tag{B.137}
\]

\[
F_{L.Ankle.Z} = m_{L.Foot} \cdot (Z_{L.Foot.CG} + 9.81) - F_{Plate2,Z} \tag{B.138}
\]

The proximal (Prx) and distal (Dis) moment arms may be calculated as follows:

\[
p_{Prx,6} = p_{L.Ankle} - p_{L.Foot.CG} \tag{B.139}
\]

and

\[
p_{Dis,6} = p_{Plate2} - p_{L.Foot.CG} \tag{B.140}
\]

where

\[
p_{Plate2} = DX2I + DY2J + 0K \tag{B.141}
\]

(The subscript 6 indicates the left foot.) The residual (Res) moment acting on the left foot is

\[
M_{Res,6} = T_{Plate2} + (p_{Prx,6} \times F_{L.Ankle}) \tag{B.142}
\]

and

\[
T_{Plate2} = 0I + 0J + T_{Z,Plate2} K \tag{B.143}
\]

The rate of change of angular momentum for the left foot may be calculated using the standardised form of Equations B.82 to B.84. Then, application of the angular analogue of Newton's second law yields

\[
M_{L.Ankle,x} = H_{ox} - i_6 \cdot M_{Res,6} \tag{B.144}
\]

\[
M_{L.Ankle,y} = H_{oy} - j_6 \cdot M_{Res,6} \tag{B.145}
\]

and

\[
M_{L.Ankle,z} = H_{oz} - k_6 \cdot M_{Res,6} \tag{B.146}
\]
Adding these components gives

\[ M_{\text{L.Ankle}} = M_{\text{L.Ankle}.x} \hat{i}_6 + M_{\text{L.Ankle}.y} \hat{j}_6 + M_{\text{L.Ankle}.z} \hat{k}_6 \]  

(B.147)

Again, we can express the resultant joint force \( \mathbf{F} \) (Equations B.136 to B.138) and resultant joint moment \( \mathbf{M} \) (Equation B.147) in terms of a body-based coordinate system:

\[ F_{\text{L.Ankle.Prox.Dis}} = F_{\text{L.Ankle}} \times \hat{i}_6 \]  

(B.148)

\[ F_{\text{L.Ankle.ModLat}} = -F_{\text{L.Ankle}} \times \hat{k}_4 \]  

(B.149)

\[ F_{\text{L.Ankle.AntPos}} = F_{\text{L.Ankle}} \times \hat{l}_{\text{L.Ankle}} \]  

(B.150)

Also,

\[ M_{\text{L.Ankle.InvEve}} = -M_{\text{L.Ankle}} \times \hat{i}_6 \]  

(B.151)

\[ M_{\text{L.Ankle.PlaDor}} = M_{\text{L.Ankle}} \times \hat{k}_4 \]  

(B.152)

\[ M_{\text{L.Ankle.VarVal}} = M_{\text{L.Ankle}} \times \hat{l}_{\text{R.Ankle}} \]  

(B.153)

**Left Calf.** Application of the linear form of Newton’s second law to the left calf yields the following:

\[ F_{\text{L.Knee}.x} = m_{\text{L.Calf}} \frac{\mathbf{F}}{l_{\text{L.Calf}}.CG} \mathbf{a}_{\text{L.Ankle}.x} \]  

(B.154)

\[ F_{\text{L.Knee}.y} = m_{\text{L.Calf}} \frac{\mathbf{F}}{l_{\text{L.Calf}}.CG} \mathbf{a}_{\text{L.Ankle}.y} \]  

(B.155)

\[ F_{\text{L.Knee}.z} = m_{\text{L.Calf}} \frac{\mathbf{F}}{l_{\text{L.Calf}}.CG} + 9.81 \mathbf{a}_{\text{L.Ankle}.z} \]  

(B.156)

The proximal (Prx) and distal (Dis) moment arms may be calculated as follows:

\[ p_{\text{Prx.4}} = p_{\text{L.Knee}} - p_{\text{L.Calf.CG}} \]  

(B.157)

and

\[ p_{\text{Dis.4}} = p_{\text{L.Ankle}} - p_{\text{L.Calf.CG}} \]  

(B.158)

where the subscript 4 refers to the left calf. The residual (Res) moment acting on the left calf is

\[ M_{\text{Res.4}} = -M_{\text{L.Ankle}} - (p_{\text{Dis.4}} \times F_{\text{L.Ankle}}) + (p_{\text{Prx.4}} \times F_{\text{L.Knee}}) \]  

(B.159)

The rate of change of angular momentum for the left calf may be calculated using the standardised form of Equations B.82 to B.84. Then, application of the angular analogue of Newton’s second law yields the following:

\[ M_{\text{L.Knee}.x} = H_{4x} - i_4 \times M_{\text{Res.4}} \]  

(B.160)

\[ M_{\text{L.Knee}.y} = H_{4y} - j_4 \times M_{\text{Res.4}} \]  

(B.161)

\[ M_{\text{L.Knee}.z} = H_{4z} - k_4 \times M_{\text{Res.4}} \]  

(B.162)
Adding these components gives

\[ M_{\text{L.Knee}} = M_{\text{L.Knee,x}} i_x + M_{\text{L.Knee,y}} j_y + M_{\text{L.Knee,z}} k_z \] (B.163)

We can express the resultant joint force \( \mathbf{F} \) (Equations B.154 to B.156) and resultant joint moment \( \mathbf{M} \) (Equation B.163) in terms of a body-based coordinate system:

\[ F_{\text{L.Knee,PrxDis}} = F_{\text{L.Knee}} \times i_x \] (B.164)
\[ F_{\text{L.Knee,MedLat}} = -F_{\text{L.Knee}} \times k_2 \] (B.165)
\[ F_{\text{L.Knee,AntPos}} = F_{\text{L.Knee}} \times l_{\text{L.Knee}} \] (B.166)

Also,

\[ M_{\text{L.Knee,IntExt}} = -M_{\text{L.Knee}} \times i_4 \] (B.167)
\[ M_{\text{L.Knee,FlxEx}} = M_{\text{L.Knee}} \times k_2 \] (B.168)
\[ M_{\text{L.Knee,AbdAdd}} = M_{\text{L.Knee}} \times l_{\text{L.Knee}} \] (B.169)

**Left Thigh.** Application of the linear form of Newton’s second law to the left thigh yields the following:

\[ F_{\text{L.Hip,x}} = m_{\text{L.Thigh}} \frac{z_{\text{L.Thigh,CG}}}{Y} \times F_{\text{L.Knee,x}} \] (B.170)
\[ F_{\text{L.Hip,y}} = m_{\text{L.Thigh}} \frac{z_{\text{L.Thigh,CG}}}{Z} \times F_{\text{L.Knee,y}} \] (B.171)
\[ F_{\text{L.Hip,z}} = m_{\text{L.Thigh}} \left( 9.81 \times Z_{\text{L.Thigh,CG}} + 9.81 \right) \times F_{\text{L.Knee,z}} \] (B.172)

The proximal (Prx) and distal (Dis) moment arms may be calculated as follows:

\[ p_{\text{Prx,2}} = p_{\text{L.Hip}} - p_{\text{L.Thigh,CG}} \] (B.173)
\[ p_{\text{Dis,2}} = p_{\text{L.Knee}} - p_{\text{L.Thigh,CG}} \] (B.174)

where the subscript 2 refers to the left thigh. The residual (Res) moment acting on the left thigh is

\[ M_{\text{Res,2}} = -M_{\text{L.Knee}} - (p_{\text{Dis,2}} \times F_{\text{L.Knee}}) \] (B.175)

The rate of change of angular momentum for the left thigh may be calculated using the standardised form of Equations B.82 to B.84. Then, application of the angular analogue of Newton’s second law yields the following:

\[ M_{\text{L.Hip,x}} = H_{2x} - i_2 \times M_{\text{Res,2}} \] (B.176)
\[ M_{\text{L.Hip,y}} = H_{2y} - j_2 \times M_{\text{Res,2}} \] (B.177)
\[ M_{\text{L.Hip,z}} = H_{2z} - k_2 \times M_{\text{Res,2}} \] (B.178)
Adding these components gives

\[ \mathbf{M}_{ML,Hip} = \mathbf{M}_{ML,Hip,x} \mathbf{i} + \mathbf{M}_{ML,Hip,y} \mathbf{j} + \mathbf{M}_{ML,Hip,z} \mathbf{k} \tag{B.129} \]

Again, we can express the resultant joint force (F; Equations B.170 to B.172) and resultant joint moment (M; Equation B.179) in terms of a body-based coordinate system:

\[ F_{L,Hip,Prox} \mathbf{i} = F_{L,Hip} \mathbf{i} \tag{B.180} \]
\[ F_{L,Hip,MedLat} \mathbf{k} = -F_{L,Hip} \mathbf{k} \tag{B.181} \]
\[ F_{L,Hip,AbdPos} \mathbf{l} = F_{L,Hip} \mathbf{l} \tag{B.182} \]

Also,

\[ M_{L,Hip,IntExt} \mathbf{i} = -M_{L,Hip} \mathbf{i} \tag{B.183} \]
\[ M_{L,Hip,FlxExt} \mathbf{k} = -M_{L,Hip} \mathbf{k} \tag{B.184} \]
\[ M_{L,Hip,AbdAdd} \mathbf{l} = M_{L,Hip} \mathbf{l} \tag{B.185} \]

See the left leg free body diagrams in Figure B.4.

---

**Figure B.4** Free body diagrams for the left foot, calf, and thigh, showing the external forces acting on each segment. The forces and moments at the ankle and knee joints are equal in magnitude but opposite in direction, depending on the segment concerned (Newton's third law of motion).
In chapter 1 we introduced you to a framework for understanding the mechanics of human gait. The inverse dynamics approach of rigid body mechanics lets us make certain measurements and then use those data to say something about joint forces and moments and muscular tension. By way of slightly thicker outlined rectangular boxes, Figure 1.4 illustrates the four components—electromyography, anthropometry, displacement of segments, and ground reaction forces—that form the basis of this appendix. In addition, because we have stressed the importance of integration, there is also a category on software packages.

Electromyography. Loeb and Gans (1986) have written an excellent book on electromyography (EMG), including names and addresses of companies. If you would like to explore EMG techniques and equipment in more detail, refer to this book. As will be seen from the descriptions that follow in this appendix, there are quite a few companies which have EMG equipment that will suit the needs of gait analysts.

Anthropometry. Although anthropometry may be broadly defined as the scientific measurement of the human body, in the context of gait analysis it simply means the measurement of certain features, such as total body mass or height, which enable the prediction of body segment parameters. These parameters are the segment masses and moments of inertia, the latter being a measure of the way in which the segment's mass is distributed about an axis of rotation. The simplest instruments required would be a bathroom scale and a flexible tape measure. Because such equipment is readily available, and can yield quite acceptable results, we will not review the whole field of companies that manufacture anthropometric equipment, but we have included information on one company (Carolina Frame = 16
Time = 0.60 s
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Biological Supply).

**Displacement of Segments.** There are many diseases of the neurological, muscular, and skeletal systems that manifest themselves as some form of movement dysfunction. It is not surprising, therefore, that many companies have concentrated on developing systems to measure the displacement of body segments. Two wide-ranging reviews on human movement were written by Atha (1984) and Woltring (1984), and you may refer to these papers for more detailed background information. Lanshammar (1985) has suggested that the ideal device for the measurement and analysis of human displacement data would be characterised by

- high spatial resolution, better than 1:1,000;
- high sampling rate, at least 1,000 frames per second;
- passive, lightweight markers on the subject;
- automatic marker identification; and
- insensitivity to ambient light and reflections.

Developments in this field were published in the proceedings from an international meeting (Walton, 1990). These proceedings provide both a historical perspective and a fascinating insight to the field, showing just how close some companies were ten years ago to realising Lanshammar's goals. It should come as no surprise, however, that there are still no commercial systems currently available that meet all of the above criteria.

**Ground Reaction Forces.** Our interest in the forces and pressures acting on the soles of our feet is by no means new. Over a century ago, Marey (1886) developed one of the earliest systems to measure ground reaction forces. A fixed force plate, developed by Fenn (1930) and designed to measure forces in three orthogonal directions, has been in existence for over half a century. Today there are two essential types of commercial devices for measuring ground reaction forces: force plates, which are fixed in the ground and record the force between the ground and the plantar surface of the foot (or sole, if the subject is wearing shoes); and pressure insoles, which are worn inside the shoe and record the pressures between the plantar surface of the foot and the shoe sole. The force plate is stationary and can only record the stance phase of a single gait cycle, whereas the pressure insole moves with the subject and can record multiple steps.

**Integrated Software Packages.** In many ways, a good integrated software package is the glue that holds all the disparate parts of gait analysis together. It is not sufficient merely to collect data from
various instruments and then examine the results in isolation. The aim of gait analysis is to combine the data from electromyography, anthropometry, displacement of segments, and ground reaction forces in a meaningful and biomechanically sound manner. This is what we have done in our GaitLab package.

A number of companies have developed commercial products that are available for use by the gait analyst. We provide each company's name, address, telephone and facsimile numbers, e-mail and World Wide Web addresses, product type, and a brief product description. Our intent is not to recommend one product over another, but merely to describe the features of individual products and give you an up-to-date catalogue of the instruments that are used in gait analysis. Bear in mind that all companies reserve the right to change their product specifications without prior notice. This appendix was assembled in April 1999 and the following World Wide Web site served as the primary source for researching individual companies and extracting the relevant information.

http://members.aol.com/BiomechYP

The information on the following companies has been assembled in alphabetical order.

Company Name: ADTECH
Address: RR1, Box 565.
Mathias, WV 26812
USA
Telephone: +1 304 897 6878
Facsimile: +1 304 897 6887
e-mail: adainis@hardynet.com
Product Type: Integrated Software Package

This company introduced a binary file format, known as C3D, which is now widely used by the gait analysis community. The ADTECH Motion Analysis Software System (AMASS) is designed to be used with video-based motion analysis systems and has the following features: corrections for nonlinearities due to lens, detector, and electronics of the cameras, yielding an accuracy of 1 to 3 mm within a 2 m³ volume; automatic identification of 3-D calibration reference markers, which allows a calibration to be performed in less than 5 minutes; automatic tracking of 3-D position of markers (rather than the traditional 2-D approach for each camera), which decreases data reduction time by almost an order of magnitude; and flexible camera placement. The ADTECH Graphics (ADG) program is a general purpose software package, designed for the convenient
manipulation and pictorial presentation of 3-D kinematic and digitized analogue data in C3D file format. Its major advantage is its versatility and ease of use. Although the ADG program can compute many kinematic variables and display them with force plate and EMG data in a single plot, it does not possess the capability of calculating kinetic data such as joint forces and moments.

Company Name: Advanced Mechanical Technology, Incorporated (AMTI)
Address: 176 Waltham Street
Watertown, MA 02172
USA
Telephone: +1 617 926 6700
Facsimile: +1 627 926 5045
e-mail: instr@amtimail.com
World Wide Web: http://www.amtiweb.com/
Product Type: Ground Reaction Forces
Description: The biomechanics force platform systems from AMTI are based on strain gauges, a mature and well-established force-transducing technology. In addition to the force plate itself, the system comes with a multichannel strain gauge amplifier and integrated software that runs on IBM PC and compatible computers. The plate provides six outputs — the forces and moments about the orthogonal X, Y, and Z axes. The standard plate has the following features: a loading range of up to 5,000 N, resonant frequency of 250 to 500 Hz, and a size of 0.51 m x 0.46 m x 0.08 m. Other plates with larger loading capacities, higher resonant frequencies, or larger areas are also available (in fact, 36 different models are available and the company also custom manufactures force plates). The major advantage of the AMTI force plate is that it provides all the ground reaction force information necessary for doing a dynamic analysis of lower extremity gait. However its disadvantage is that it provides the resultant ground reaction force and its point of application, but provides no information on the distribution of this force (i.e., the pressure).

Company Name: Ariel Dynamics, Incorporated
Address: 4891 Ronson Court, Suite F
San Diego, CA 92111
USA
Telephone: +1 619 874 2547
Facsimile: +1 619 874 2549
e-mail: ariel1@ix.netcom.com
World Wide Web: http://www.apas.com/
Product Type: Displacement of Segments
Integrated Software
APPENDIX C

Description: The Ariel Performance Analysis System (APAS) takes advantage of consumer electronic products that are inexpensive and available off-the-shelf. These include video cameras, video cassette recorders, frame grabbers, and personal computers. It is the APAS software which integrates these hardware components to produce both 2D and 3D co-ordinates of joint centres. No special markers are used. While this is an advantage in that the subject is not encumbered in any way, it does mean that the points of interest have to be manually digitised. This tedious procedure leads to a significant amount of time being required, particularly if the user is performing a 3D analysis with multiple cameras and high frame rates. With the design philosophy of using standard video technology, the system is very flexible, and can be easily moved from one site to another. The APAS software not only generates displacement data but it can also generate standard gait parameters as well as incorporating data from force plates and electromyography.

Company Name: Bertec Corporation
Address: 1483 Delashmut Avenue
Columbus, OH 43212
USA
Telephone: +1 614 421 2803
Facsimile: +1 614 421 2811
e-mail: sales@bertec.com
World Wide Web: http://www.bertec.com/
Product Type: Ground Reaction Forces
Description: Bertec manufactures six standard sizes of force plates, utilising strain gauge technology and precision machined aircraft aluminium. Each force plate measures the three orthogonal components of the ground reaction force, along with the moments about the orthogonal axes. From these data it is then possible to calculate the point of application of the ground reaction force (cf. Figure 3.18). Each plate consists of a six-component load transducer with built-in pre-amplifier at each of the four corners. These pre-amplifiers provide an initial gain of 500, thus allowing the use of long cables (10 to 15 metres), before reaching any external amplification. This design means that a high signal-to-noise ratio can be achieved, and the force plate can be located a considerable distance from the acquisition system without signal degradation. The standard size plate for gait analysis is 0.4m x 0.6m x 0.08m and comes with integrated mounting feet, enabling the device to be used without the need for a special mounting plate. The maximum vertical force varies from 5 to 20kN (depending on the model), while the corresponding natural frequency ranges from 400 to 1800 Hz.

The major advantage of the Bertec force plate is that it provides all
the ground reaction force information necessary for doing a dy­
namic analysis of lower extremity gait. However, its disadvantage is
that while it provides the resultant ground reaction force and its point
of application, it provides no information on the distribution of this
force (i.e. the pressure).

Company Name: B & L Engineering
Address: 3002 Dow Avenue, Suite 416
Tustin, CA 92780
USA
Telephone: + 1 714 505 9492
Facsimile: + 1 714 505 9493
e-mail: sales@bleng.com
World Wide Web: http://www.bleng.com/
Product Type: Displacement of Segments
Description: The Stride Analyzer System provides a
quantitative assessment of velocity, cadence, stride length, gait cycle
duration, single and double limb support. It consists of: a pair of
infra-red photo relays to be positioned at the beginning and end of a
measured walkway; a pair of insoles that are each instrumented
with four footswitches; a backpack worn around the subject’s waist
that records the data; a standard serial interface to download the
data to a host computer; and analysis software. The major advan­
tage of this entry gait analysis system is that it provides basic tempo­
ral-distance parameters very rapidly and inexpensively. Its disad­
vantages include: subject encumbrance; the need for multiple size
insoles, particularly when studying children; and the inability to mea­
sure the displacement of segments that are proximal to the feet.

Company Name: Bortec Electronics Incorporated
Address: 7172 Sierra Morena Boulevard
Calgary
Alberta T3H 3G6
Canada
Telephone: + 1 403 686 1904
Facsimile: + 1 403 249 7778
e-mail: bortec@cadvision.com
World Wide Web: http://www.cadvision.com/bortec/
bortec.html
Product Type: Electromyography
Description: The AMT-8 Octopus is an EMG system
designed to acquire and transmit signals, via a single thin cable, from
a human subject to a computer-based acquisition system. The stan­
dard system is comprised of three main components: a patient unit
with 8 pre-amplifiers plus a battery pack; the transmission cable;
and a receiving unit. The patient unit includes a light weight plastic
enclosure with built-in encoding electronics and interface connectors for the 8 EMG pre-amplifiers plus two footswitches. The standard length of the transmission cable is 10m but this can be extended to 50m without any degradation in the quality of the signal. The receiving unit is a standard 19" rack mount enclosure that provides 8 analogue output channels for the EMG signals and 2 digital channels for the footswitches. As with all EMG systems, there is some patient encumbrance (each amplifier has a cable length of 1 metre), especially with the "umbilical cord" that connects the subject to the computer. For safety reasons, the AMT-8 Octopus makes use of optical isolation circuitry to protect the subject from electrical shocks.

Company Name: Bioengineering Technology & Systems
Address: Via Cristoforo Columbo, 1A
          Corsico
          Milan 20094
          Italy
Telephone: + 39 24 58751
Facsimile: + 39 24 5867074
e-mail: bts@bts.it
World Wide Web: http://www.bts.it/
Product Type: Electromyography
Description: The TELEMG system has 8 EMG channels and 6 footswitch channels. There are two alternative digital data transmission modes: through an optical fibre; and through a radio frequency link with a range of 50m. The portable unit weighs just 0.4kg, has a sampling rate of 5 kHz per channel and a 10 bit resolution, and its 9V battery provides 2 hours of continuous use. A special software package called GAITEMG is available to provide quantitative comparative data for a given patient and between patients. The major components of the ELITEplus motion analyser are passive retroreflective markers (diameter from 1 mm to 1 cm); high sensitivity video cameras and either a visible or infrared light source; a video image processor that digitises the analogue signal and recognises individual markers using a numerical "mask" algorithm; a computer and software to calibrate, capture, and display the data. Force platform and EMG data may be gathered simultaneously to the kinematic data. The standard sampling rates are from 50 to 120 frames/s, and the system accuracy is claimed to be 1/2800 of the field view. Up to eight separate cameras can be used with the video image processor but, as with most video-based systems that use passive markers, the identification of the individual markers still remains a problem that is not entirely handled by the...
software alone, and some user input is required. GAITElliclinic is an integrated software package that allows the simultaneous collection of kinematics, force plate and EMG data. It utilises three internationally defined clinical protocols, including the Helen Hayes Hospital marker set (cf. Figure 3.4), and calculates all the clinically relevant parameters, including segment angles and joint dynamics. GAITElliclinic incorporates database technology, enabling the user to document a patient’s progress, and it has an automatic report facility which generates graphic documentation within minutes of test completion.

Company Name: Carolina Biological Supply Company
Address: 2700 York Road
          Burlington, NC 27215
          USA
Telephone: +1 336 584 0381
Facsimile: +1 336 584 7686
e-mail: carolina@carolina.com
World Wide Web: http://www.carolina.com/
Product Type: Anthropometry
Description: The research instruments of the anthropometric measurement set are made of tool steel and have been specifically designed for measuring stature and length of limb segments and portions of limbs. All the scales are in metric units and have vernier adjustments for added precision. There are special calipers for measuring awkward parameters such as joint diameter or chest depth. In addition, there are skinfold thickness calipers and precision flexible tape measures. The whole set comes in a durable, form-fitted storage case.

Company Name: Chamwood Dynamics Limited
Address: 17 South Street
          Barrow-upon-Soar
          Leicestershire LE12 8LY
          United Kingdom
Telephone: +44 1509 620 388
Facsimile: +44 1509 416 791
e-mail: info@chamdyn.com
World Wide Web: http://www.chamdyn.com/
Product Type: Electromyography
Displacement of Segments
Integrated Software
Description: The CODA EMG system has 8 pre-amplifier modules with integral electrodes which snap onto standard disposable silver/silver-chloride electrodes mounted on self-adhesive pads. These modules are connected to a beltpack which digitises...
the analogue signals at a rate of 1600Hz. The raw rectified EMG signals are then transmitted in digital form to a receiver module at the host computer using infra-red telemetry. In addition, a processor in the beltpack produces a linear envelope signal for each muscle and drives a visible red light emitting diodes on the pre-amplifier. This visible indication of muscle activity can be recorded on video as the patient walks. The range of the infra-red telemetry system is 6 metres. The CODA mpx30 motion tracking system consists of small infra-red light emitting diodes that are pulsed sequentially, and a camera that incorporates 3 linear sensors. Sampling rates of up to 800Hz are possible and the system identifies up to 28 targets uniquely and in real-time. Patient encumbrance is minimised by the use of miniature battery packs, each of which have a unique identity so that the CODA system can always recognise the markers. The field of view is up to 6 metres and, in small volumes, the resolution of the system is 0.1mm. It is possible to operate both the EMG and mpx30 systems in parallel, despite both utilising infra-red technology. For tracking bilateral movements such as human gait, it is necessary to acquire a second mpx30 system, increasing the cost significantly. Charnwood Dynamics also provides a Gait Analysis Package that calculates all the standard parameters — joint angles and moments — and has a Report Generator which prints a sequence of graphs.

Company Name: Columbus Instruments
Address: 950 North Hague Avenue
          Columbus, OH 43204-2121
          USA
Telephone: +1 614 276 0861
Facsimile: +1 614 276 0529
e-mail: sales@columbusinstruments.com
World Wide Web: http://www.colins.com/
Product Type: Displacement of Segments
              Integrated Software
Description: The Videomex-X system, also called Biovision, is comprised of the following components: coloured markers (up to twelve) to be placed on the subject; an RGB color video camera (one for 2D and two for 3D); a high-speed colour image analyser; an IBM compatible computer; and motion analysis software. It combines passive markers, which do not encumber the subject, and unique marker identification in real-time by colour-coding. Sampling rate is 60 frames/s, and with the pixel resolution of 320 x 240, the system's spatial resolution is approximately 1:500. The major advantage of these systems is the availability of the data in real-time, without the need for tedious postprocessing to track and identify markers. The disadvantages include the limited number of targets that can be tracked simultaneously.
of markers, the large size of markers (at least 2% of field-of-view width), and only two cameras for 3D, which limits you to studying one side of the body at a time. The software package derives common gait parameters, such as cadence, stride length, plus maximum flexion and extension of ankle, knee and hip joints. It also provides velocities and accelerations but does not integrate force plate and kinematic data to generate joint forces and moments.

Company Name: Computerized Function Testing Corporation (CFTC)
Address: 1725 West Harrison, Box 22
Chicago, IL 60612
USA
Telephone: +1 312 563 2231
Facsimile: +1 312 421 5679
e-mail: info@cftc.com
World Wide Web: http://www.cftc.com/
Product Type: Displacement of Segments
Integrated Software
Description: CFTC manufactures a product called the Gaitlink Data Acquisition System which includes 2 to 4 standard video cameras, a proprietary video digitiser board, tracking and processing software. In addition, the system also incorporates a force plate manufactured by Bertec. The processing software can facilitate a variety of protocols, including walking, jogging, stair climbing and chair activities. In addition to providing the hardware and software, CFTC also operates a support service with a network of satellite laboratories that gather and transmit the raw data to headquarters for analysis and interpretation. CFTC maintains an online database of 4000 subjects who have been tested by the gait laboratory at the Rush Medical Center in Chicago. The satellite laboratories are located in the USA and Japan.

Company Name: DelSys Incorporated
Address: P O Box 15734
Boston, MA 02215
USA
Telephone: +1 617 236 0599
Facsimile: +1 617 236 0549
e-mail: delsys@delsys.com
World Wide Web: http://www.delsys.com/
Product Type: Electromyography
Description: The Delsys product line consists of a two channel portable EMG system, a four channel and an eight channel system. All their systems utilise a novel parallel bar active electrode which requires no skin preparation or conductive gel. There are
two types of electrode: a two-bar differential electrode and a three-bar double differential electrode. The latter type is useful for reducing cross-talk from adjacent muscles and for detecting identifiable motor unit action potentials from the skin surface. Delsys also provides an adhesive especially designed to attach their parallel bar electrodes to the skin. Because only the 2 channel system is portable, the Delsys systems may be limited for gait analysis unless the subjects are walking on a treadmill.

Company Name: Electronic Quantification, Incorporated  
Address: P O Box 16  
Chalfont, PA 18914  
USA  
Telephone: +1 215 997 1765  
Facsimile: +1 215 997 1282  
e-mail: jimwalsh@fast.net  
World Wide Web: http://www.gaitmat.com/  
Product Type: Displacement of Segments  
Description: The GaitMat II system has been designed to measure the temporal-distance parameters of human walking. It consists of a mat 3.8m long, 0.6m wide and 0.03m thick. Within the mat are embedded pressure-sensitive switches arranged in 40 rows, with each row containing 256 switches. This means that the separation of switches in both the medio-lateral and longitudinal directions is 15mm. With a data capture rate of 100Hz, the GaitMat II automatically measures step length, stride length, base of support, step time, swing time, stance time, single and double support, and average velocity. One of the major advantages of this entry-level gait analysis system is that it provides objective data within a matter of seconds after the subject has completed the walking trial. These data may be easily entered into a spreadsheet or database program. Its only disadvantage is its inability to measure the displacement of segments that are proximal to the feet.

Company Name: Footmaxx  
Address: 468 Queen Street East, Suite 400  
Toronto  
Ontario M5A IT7  
Canada  
Telephone: +1 416 366 3668  
Facsimile: +1 416 366 8087  
e-mail: webmaster@footmaxx.com  
World Wide Web: http://www.footmaxx.com/  
Product Type: Ground Reaction Forces  
Description: The Footmaxx force plate consists of 960 capacitance-based pressure transducers which are sampled at 30Hz.
The company not only supplies their force plates to end-users but they also offer an orthotic manufacturing service for podiatrists. Patients walk barefoot over the plate and the 3D pressure profile is then sent, via modem, to Footmaxx. At their laboratory, the patient’s file is analysed using their Metascan software and an orthotic prescription is specified. The orthosis is then manufactured according to the prescription and within days of the measurements, it is shipped back for the patient to use. The advantage of the Footmaxx force plate is that the pressure data are available immediately and are easy to interpret. The disadvantages include the low sampling rate and the lack of shear loading (anterior-posterior and mediolateral).

Company Name: Innovative Sports Training, Incorporated
Address: 3712 North Broadway, Suite 119
          Chicago, IL 60613
          USA
Telephone: + 1 773 528 1935
Facsimile: + 1 773 528 2149
e-mail: sales@innsport.com
World Wide Web: http://www.innsport.com/
Product Type: Displacement of Segments
Description: Innovative Sports Training (IST) has designed the MotionMonitor system which includes: a personal computer, up to 16 six degree-of-freedom sensors, quick release sensor attachment cuffs, transmitter, and driving software. The sensors are based on electro-magnetic field theory and provide the 3 positions and 3 angular orientations (i.e. six degrees-of-freedom) of the segment of interest in real-time. A data capture rate of 144Hz is supported. The major advantage of the MotionMonitor is that all the data are immediately available, there being no ambiguities with marker identification. On the negative side, the technology is influenced by the presence of metallic objects in close proximity to the sensors (such as force plates or steel girders in the floor), and system accuracy is significantly degraded. The integrated software can accommodate force plates and EMG equipment, and provides both joint angles and moments. The focus of the IST system is the rehabilitation market, including the evaluation of gait.

Company Name: Kiboho Publishers
Address: P.O. Box 769
          Howard Place
          Western Cape 7450
          South Africa
e-mail: GaitCD@kiboho.co.za
World Wide Web: http://www.kiboho.co.za/GaitCD
Product Type: Integrated Software
APPENDIX C

Description: The GaitLab software package forms a part of the GaitCD product from Kiboho Publishers. The first edition was published by Human Kinetics (Vaughan et al., 1992), whereas the second edition is based on the updated theory presented in this book Dynamics of Human Gait by Vaughan et al. (1999). GaitLab 2.0 runs on the Windows 95/98/NT operating system and supports both the original marker set of Vaughan et al. (1992) as well as the more widely accepted Helen Hayes Hospital set of Kadaba et al. (1990). The program enables the user to animate both raw and processed (joint centre) data, with pan and zoom facilities. Calculated parameters include 3D joint angles, forces and moments, plus temporal-distance parameters. A flexible plotting window enables a variety of standard graphs to be generated. GaitLab is supplied with two large databases: over 70 normal children aged between 2 and 13 (Vaughan et al., 1997); and a detailed study of 11 cerebral palsy children walking with and without ankle foot orthoses (Carlson et al., 1997). The file format supported is DST (data storage and translation) which is a text-based standard developed by the European Union consortium called CAMARC.

Company Name: Kistler Instrumente AG
Address: Postfach 304
Winterthur CH-8408 Switzerland
Telephone: + 41 52 224 1111
Facsimile: + 41 52 224 1414
e-mail: sales@kistler.ch
World Wide Web: http://www.kistler.ch/
Product Type: Ground Reaction Forces
Description: Kistler force plates have been commercially available for almost three decades. They are based on piezoelectric quartz transducers that are sensitive to loads in the three orthogonal directions. One of these triaxial transducers is mounted near each of the four corners of the plate, so that the device provides the following information: reaction forces in the X, Y, and Z directions; the X, Y position of this resultant reaction force; and the free moment about the vertical (Z) axis, as well as the moments about the X and Y axes. Because of the natural tendency of piezoelectric materials to provide a decaying signal when placed under a static load, special charge amplifiers are supplied with the system. These have recently been incorporated within the transducer itself. This combination of transducer and amplifier provides a wide operating range (-10,000 to +20,000 N) and yet is very sensitive (it can measure the heart rate of a person standing quietly on the plate). Depending on the plate’s material (steel, aluminium, or glass) and its size, the natural frequency varies from 300 to over 1,000 Hz, which is quite
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adequate for gait analysis. The standard size is 0.6 m x 0.4 m x 0.1 m, although larger sizes can be obtained. Kistler also manufactures an instrumented treadmill which incorporates force plates, as well as a system to visualise the force vector overlaid on a video image. The major advantage of the Kistler force plate is that it provides all the ground reaction force information necessary for doing a dynamic analysis of lower extremity gait. However, its disadvantage is that although it provides the resultant ground reaction force and its point of application, it provides no information on the distribution of this force (i.e., the pressure).

Company Name: Mega Electronics Limited
Address: Box 1750
Savilahdentie 6
Kuopio 70211
Finland
Telephone: +358 17 580 0977
Facsimile: +358 17 580 0978
e-mail: info@meltd.fi
World Wide Web: http://www.meltd.fi/
Product Type: Electromyography
Description: Mega Electronics manufactures two main EMG systems. The ME300 Muscle Tester consists of a two-channel system which is portable. A small lightweight unit, powered by batteries, can be clipped onto a belt and will store up to 32kB of data in its own memory, with the data being transferred to a computer after capture by an optic cable. The ME300 is ideal for gait studies in which the focus is just on two muscles. The Mespec 4000 EMG system consists of two units, each with four channels. There are several expansions to the Mespec 4000, including a gait analysis option, and a telemetry option which permits wireless recording of muscle activity.

Company Name: MIE Medical Research Limited
Address: 6 Wortley Moor Road
Leeds LES12 4JF
United Kingdom
Telephone: +44 113 279 3710
Facsimile: +44 113 231 0820
e-mail: enquiries@mie-uk.com
World Wide Web: http://www.mie-uk.com/
Product Type: Electromyography
Displacement of Segments
Integrated Software
Description: The MT8 Radio Telemetry System frees the subject from being directly wired to the recording equipment. There
are five main components: EMG preamplifiers; an 8-channel transmitter unit; a receiver unit; an analogue-to-digital (A/D) card for connecting directly to an IBM PC (or compatible) microcomputer; and a software package. The preamplifiers, with a mass of 45 g including cable and connector and supplied with gains of 1,000, 4000 or 8600, may be used either with the supplied electrode kit or with other commercially available, pregelled electrodes. The eight cables from the preamplifiers plug into the transmitter unit, which has a mass of 0.55 kg and is worn around the waist on a belt. The transmitter, powered by a rechargeable 9-V battery, has a line-of-sight range of greater than 150 m and may be used for applications other than EMG. An economical Gait Analysis System is also based on telemetry and thus frees the subject or patient from being “hard-wired” to the recording instrument. There are six main components: toe and heel switches; electrogoniometers for the hip, knee, and ankle joints; an 8-channel transmitter unit; a receiver unit; an analogue-to-digital card for connecting directly to a personal computer; and a software package for capturing and displaying the data. There are several advantages to this system: It is easy to operate; the data for a series of steps are available within minutes; other signals, such as heart rate, EMG, and foot pressure, can be transmitted simultaneously (bearing in mind the 8-channel limitation); no special laboratory facilities, other than the computer, are required. It has some disadvantages also: It encumbers the subject; the goniometers measure relative joint angles, rather than absolute joint positions; these particular goniometers are uniaxial, although, theoretically, multiaxial devices could be used. MIE also manufactures a system called Kinemetrix, based on standard infra-red video technology, to measure the displacement of segments. Lightweight, reflective targets can be tracked in 2D using a single camera, or in 3D using up to six cameras which are interfaced to a standard personal computer. Like all systems based on passive targets, Kinemetrix has the disadvantage of not being able to identify targets uniquely. The Kinemetrix software package will calculate not only standard gait parameters such as joint angles and segment velocities, but it can integrate EMG and force platform data too.

Company Name: Mikromak GmbH
Address: Am Wolfsmantel 18
Erlangen D-91058
Germany
Telephone: + 49 9131 690960
Facsimile: + 49 9131 6909618
E-mail: info@mikromak.com
World Wide Web: http://www.mikromak.com/
Product Type: Displacement of Segments
Description: Mikromak manufactures high-speed camera systems that can be used for 2D (one camera) or 3D (two cameras) kinematic analysis. The model 200 camera has a pixel resolution of 256 x 256 at all recording speeds which are selectable between 50 and 220 frames per second. With a standard image buffer of 80 MB of RAM, 4 seconds of data may be captured at 220 Hz. The recording time is halved when a stereo system (two cameras) is used. The model 360 operates at higher capture rates (up to 360 Hz) but sacrifices pixel resolution to 640 x 67. The WINanalyze software package can track the movement of body segments with and without markers. This is accomplished in a semi-automated fashion. The software also calculates velocities, accelerations, joint angles and, with the aid of a body model, it can also estimate the position of segment centres of mass. In addition to the high-speed cameras manufactured by Mikromak, the WINanalyze software can also be used with conventional video cameras and videotape recorders. The advantages of the system include its high speed, especially for studying impulsive activities such as heelstrike, and versatility, with movements being studied both indoors and outdoors. Its disadvantages include problems with the unique identification of targets, and the use of only two cameras for 3D analysis, which limits the user to studying one side of the body at a time.

Company Name: Motion Analysis Corporation
Address: 3617 Westwind Boulevard
Santa Rosa, CA 95403
USA
Telephone: +1 707 579 6500
Facsimile: +1 707 526 0629
e-mail: info@motionanalysis.com
World Wide Web: http://www.motionanalysis.com/
Product Type: Displacement of Segments
Integrated Software

Description: The core hardware manufactured by Motion Analysis Corporation (MAC) is their ExpertVision Hires System, based on multiple (up to 16) high-speed video cameras which operate up to 240 Hz. The video data can be collected simultaneously with analogue data from force plates, EMG and other sources. The system uses passive retro-reflective targets with the 3D data being available within seconds of trial completion. Data output is in ASCII or the widely-used C3D format. MAC also produces a number of software packages that have been designed for the gait analyst. These include OrthoTrak, FootTrak and KinTrak. OrthoTrak, now in version II, combines 3D kinematic, force plate and EMG data to produce a complete gait report, including temporal-distance parameters, joint angles, moments and powers. It also
allows the user to plot ensemble averages which can be applied to multiple trials of one patient or to larger groups. FootTrak measures the kinematics of the ankle, subtalar and metatarsophalangeal joints, and can be combined with the output from a plantar pressure system. KinTrak is a general purpose package that combines 3D kinematic and kinetic data, and can be customised by the user to calculate a variety of parameters. These include angles, joint moments, accelerations, etc., which can be represented in graphical, tabular or stick figure form.

Company Name: Motion Lab Systems, Incorporated
Address: 4326 Pine Park Drive
          Baton Rouge, LA 70809-2397
          USA
Telephone: +1 225 928 4248
Facsimile: +1 225 928 0261
E-mail: sales@emgrs.us
World Wide Web: http://www.emgrs.us
Product Type: Electromyography
Description: The MA-300 EMG devices from Motion Lab Systems come in three options: 6, 10, or 16 channels. The electrodes are designed with a built-in preamplifier which ensures a clean (i.e., noise-free) signal. The frequency response of the system is 20 to 2000 Hz and includes adjustable low-pass filters. The subject carries the control unit, either on a belt or a jacket, and the signals are multiplexed and transmitted to the base computer via a thin and flexible coaxial cable. This cable also carries an isolated DC supply which means that the control unit does not need batteries. A radio-telemetry unit is currently under development. The 16 channel EMG system has an additional 4 channels to transmit other signals (such as goniometers, electrocardiograph, respiration, energy consumption, etc.). The 6 and 10 channel EMG systems also accommodate 8 foot switches. The foot switches, which are designed to measure standard temporal-distance parameters, are thin (0.3 mm) disposable polymer film devices and come with a 45 mm long connecting tail. The switch itself is available in two sizes, 18 mm and 30 mm diameter respectively. In addition, there are specially designed cords and cables to connect the foot switches to the control unit. Besides its EMG analysis software, Motion Lab Systems also supply a number of software packages that are especially useful for the gait analyst. The program RData2 translates C3D files into ASCII text, including the DST format used in GaitLab. Most of the files on GaitCD were created with RData2. The program MLSviewer enables the user to view any DST file, including the
GCD (gait cycle data) files created by Vicon Clinical Manager. Demo versions of both RData2 and MLSviewer may be found on GaitCD. The C3D file editor program offers filtering, interpolation, and parameter editing, including the creation of C3D files from an Excel spreadsheet.

Company Name: MusculoGraphics, Incorporated
Address: 1840 Oak Avenue
Evanston, IL 60201
USA
Telephone: +1 847 866 1882
Facsimile: +1 847 866 1808
e-mail: info@musculographics.com
World Wide Web: http://www.musculographics.com/
Product Type: Integrated Software
Description: The major product manufactured by Musculographics is SIMM, or Software for Interactive Musculoskeletal Modeling. SIMM is a graphics-based package that enables the user to develop and analyse musculoskeletal models very rapidly. The model consists of 3D solid representations of bones, muscles, ligaments and other structures. SIMM calculates the joint moments that each muscle can generate at any body position. By manipulating the model using the graphical interface, the user can quickly explore the effects of changing musculoskeletal geometry, and other model parameters, on the muscle forces and joint moments. Whereas SIMM was originally designed to run on Silicon Graphics workstations, it has recently been ported to the Windows 95/98/NT platform. SIMM/Gait consists of the standard SIMM software plus the Gait Module Option. It is designed to read in files written by movement analysis systems, such as the C3D files created by the Vicon system from Oxford Metrics. The software creates a 3D animation showing body motion, muscle activity and ground reaction forces, emphasising the integration of these parameters (cf. Chapter 1).

Company Name: Northern Digital, Incorporated
Address: 103 Randall Drive
Waterloo
Ontario N2V 1C5
Canada
Telephone: +1 519 884 5142
Facsimile: +1 519 884 5184
e-mail: sales@ndigital.com
World Wide Web: http://www.ndigital.com/
Product Type: Displacement of Segments
Description: The Optotrak system from NDI utilises
three linear charge couple devices (CCDs) in a single instrument. This provides both excellent spatial resolution (claimed to be better than 0.1 mm) as well as high sampling rates (750 Hz for 3 targets). The targets consist of active infrared light emitting diodes which are pulsed sequentially so that as the number of targets increases the sampling rate decreases. The 3D data are available in real time and unique target identification is achieved, even when a target disappears from view temporarily. Because the Optotrak instrument is calibrated in the factory by NDI, there is no need for calibration in the field prior to data capture. The Optotrak has a field of view of 34° and can track up to 256 targets, thus allowing very detailed motions to be captured. Its disadvantages include subject encumbrance by the trailing cables that strobe the targets and provide power (although an optional tetherless controller minimises this problem), and only one side of the body can be studied with a single instrument. For tracking bilateral movements such as human gait, it is necessary to acquire a second Optotrak device, increasing the cost significantly. NDT has recently introduced a cost-effective system called Polaris which is based on two rectangular CCDs and it can track the 3D positions of either active or passive targets in real time.

Company Name: Novel GmbH
Address: Ismaningerstrasse 51
          Munich 81675
          Germany
Telephone:  + 49 89 417 7670
Facsimile:  + 49 89 417 76799
e-mail:      novel@novel.de
World Wide Web: http://www.novel.de/
Product Type: Ground Reaction Forces
Description: Novel manufactures two systems — the Emed pressure mat and the Pedar pressure insole — that are based on the same capacitive technology and may be driven by the same integrated electronics and computer plus software. The insole has 85 separate transducer sites (each about 18 mm x 18 mm) while the pressure mat has an area of 0.36 m x 0.18 m and up to 2,048 transducer sites (each about 6 mm x 6 mm). The sampling rate is up to 100 frames/s for the two systems; the pressures are colour-coded in seven different colour values, similar to thermographic analysis, and have a numerical value between 0.02 and 1.27 MPa. Unfortunately, colour cannot be printed in journal articles because of the prohibitive cost, but this technique clearly enhances understanding and pinpoints areas of unduly high or low pressure. The advantages of these systems are the intuitive method of displaying pressure data, good spatial resolution and pressure range, simplicity of operation...
and understanding, and the capability to switch between a pressure mat and an insole. The disadvantages are the relatively small size of the platform, which could lead to targeting, encumbrance of the subject by the trailing wires of the pressure insole system, and the lack of shear force information (i.e., no anterior/posterior or medial/lateral forces).

Company Name: Oxford Metrics, Limited
Address: 14 Minns Estate
          West Way
          Oxford OX2 0JB
          United Kingdom
Telephone: + 44 1865 261800
Facsimile: + 44 1865 240527
e-mail: sales@metrics.co.uk
World Wide Web: http://www.metrics.co.uk/
Product Type: Displacement of Segments
Integrated Software

Description: Oxford Metrics has recently introduced the Vicon 512 system which accommodates up to 12 video cameras and is able to track the 3D position of 50 passive targets within a matter of seconds. The cameras, which operate between 50 and 240 Hz, all have a ring of infra-red light emitting diodes surrounding the lens which serve to illuminate passive retro-reflective markers (ranging in size from 4mm to over 50mm). The cameras utilise a simplified cabling system, in which the power plus video and synchronisation signals are all carried via a single cable to and from the DataStation. The 2D coordinates are transferred from there to the personal computer workstation via 100 Mbit Ethernet. In addition, 64 channels of analogue data — such as force plates, EMG and foot switches — can be gathered simultaneously. Utilising pipeline technology, the Vicon 512 system can go from data capture, to the availability of 3D coordinates, and on to the running of biomechanical models in a single step. There are two software packages that are designed for the gait analyst. Vicon Clinical Manager (VCM) is a mature product, based on the Helen Hayes Hospital marker set (Kadaba et al., 1990), that integrates kinematic and force plate data to calculate joint moments and powers (Davis et al., 1991). It is specific to gait, and incorporates a patient database, a gait cycles window, and a report generator program called RGEN. The inputs to VCM are C3D files while the outputs are the GCD (gait cycle data) files based on the CAMARC standard. Oxford Metrics also manufactures a general purpose software package called BodyBuilder which enables the user to customise the biomechanical model to his or her own application.
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Company Name: Peak Performance Technologies
Address: 7388 South Revere Parkway, Suite 603
Englewood, CO 80112
USA
Telephone: +1 303 799 8686
Facsimile: +1 303 799 8690
e-mail: peakinfo@peakperform.com
World Wide Web: http://www.peakperform.com/
Product Type: Displacement of Segments
Integrated Software

Description: These are complete turn-key systems (i.e., everything is included, and all you need to do is “turn the key” to get the system up and running) consisting of the following three options: (1) a two-dimensional system, with video camcorder, video cassette recorder (VCR), video monitor, VCR controller board, personal computer, graphics monitor, printer, and driving software; (2) a three-dimensional system, with additional video cameras that can be synchronized with the master camcorder, a portable VCR, a calibration frame, and appropriate 3D module software; and (3) an automatic system known as Peak Motus, with flood lights, reflective markers, a proprietary hardware interface, and additional software. The temporal resolution of Peak Systems is variable depending on the video recording system being used. The standard system arrangement uses 60 frames/s, although the Peak System is compatible with video recording equipment that can record at a rate of up to 200 frames/s. The advantages of these systems are as follows: Markers are not always required; movement can be captured on videotape (even under adverse field and lighting conditions) and then processed by the computer at a later time; the software to process and display the kinematic information is very flexible, creating animated stick figures for quantitative analysis. The major disadvantages are that the video-based systems require considerable “hands-on” from the operator to digitize the data, and so the time from capturing the movement of interest to the availability of data can be quite lengthy. Peak Motus, which can accommodate up to 6 cameras, overcomes this disadvantage when passive retro-reflective targets are attached to the subject. An analogue acquisition module enables the user to gather force plate, EMG and other data that are synchronised with the kinematic data. The Peak Motus Gait Analysis Module uses the Helen Hayes Hospital marker set (cf. Figure 3.4) and the algorithms to calculate joint angles, forces and moments are based on those of Vaughan et al. (1999) published in this book Dynamics of Human Gait.

Frame = 26
Time = 1.00 s
Right deceleration
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Company Name: Qualisys AB
Address: Göteborgsvägen 74
Sävedalen S-43363
Sweden
Telephone: + 46 31 336 9400
Facsimile: + 46 31 336 9420
e-mail: sales@qualisys.se
World Wide Web: http://www.qualisys.com/
Product Type: Displacement of Segments

Description: The heart of the kinematic analysis system from Qualisys is their custom-designed camera, which is called a motion capture unit (MCU). Passive retro-reflective targets are attached to the subject and these are illuminated by infra-red diodes that surround the lens in the MCU. The light is reflected back to the MCU and the 2D locations of up to 150 targets are calculated in real time. The ProReflex systems come in two versions, the MCU 240 (operating between 1 and 240 Hz) and the MCU 1000 (operating between 1 and 1000 Hz). Up to 32 MCUs can be connected in a ring-type topology, thus providing complete coverage of any complex 3D movement, including gait. The spatial resolution is claimed to be 1:60,000 of the field of view, and the range of the MCUs is up to 75m. This system would therefore appear to be approaching the ideal device described by Lanshammer (1985) although there are still problems with unique target identification. Qualisys also supplies the QGait software package which has been designed to integrate kinematic, force plate and EMG data. This includes temporal-distance parameters, as well as 3D angles and moments at the hip, knee and ankle joints. It incorporates two sets of marker configurations, one of which is the Helen Hayes Hospital set (Kadaba et al. 1990).

Company Name: Roessing Research and Development BV
Address: P O Box 310
Enschede 7500 AE
The Netherlands
Telephone: + 31 53 487 5777
Facsimile: + 31 53 434 0849
e-mail: rrd@rrd.nl
World Wide Web: http://www.rrd.nl/
Product Type: Electromyography

Description: The Whisper system from RRD is a simulator to test surface EMG equipment. It is a stand-alone unit that connects to any EMG instrument which measures raw or smooth rectified EMG. It generates 15 seconds of digitised surface EMG.
(200 mV peak-to-peak), preceded by 5 leading impulses and superimposed on a common mode disturbance. Dynamic response can be tested, both in the time and frequency domains. Potential users include decision makers looking to purchase EMG equipment, as well as clinicians and researchers wanting to verify the functional operation of their equipment. Another of RRD’s products is VISIONplus which facilitates the real time visualisation on video of muscle activation patterns and the ground reaction force vector. VISIONplus is supplied in three modules: (1) Splitscreen allows up to 4 video cameras to be connected and any 2 views to be displayed next to each other on the monitor; (2) EMG allows an 8 channel surface EMG system to be connected with bargraph displays shown above the video; and (3) GRF enables a force plate system to generate the ground reaction force vector and superimpose this on the video of the moving subject, showing both the magnitude and point of application of the force. All three modules can be implemented together and, with a video cassette recorder, the subject’s gait patterns can be archived for later viewing. VISIONplus implements the integration emphasised in Chapter 1 in a simple yet intuitively appealing way.

Company Name: RSscan International
Address: Lammerdries 27
Olen B-2250
Belgium
Telephone: + 32 14 232 031
Facsimile: + 32 14 231 944
e-mail: info@rsscan.com
World Wide Web: http://www.rsscan.com/
Product Type: Ground Reaction Forces
Description: RSscan manufactures two types of system, both known as Footscan, to measure ground reaction forces: a pressure plate and pressure insoles. The plates come in a width of 0.4m and lengths of 0.5, 1.0 and 2.0m. The polymer sensors are 5mm in diameter, thus providing 4 sensors per cm², and the plates are 18mm thick. The sample rate is 400 Hz and a standard personal computer (Macintosh or Windows-based) is used to capture the data. The Footscan insoles are just 1.5mm thick and can be supplied in all shoe sizes. A sampling frequency of up to 1000 Hz is supported. Because the sensors are based on capacitative technology, which is non-linear at high pressures, RSscan also provides a calibration method based on piezoelectric sensors. Calibration can be performed continuously for the pressure plates. The major advantages of this system are that the data are available in real time and the use of colour to indicate pressure levels enhances understanding. However, there are some disadvantages: the accuracy of the insoles is...
unknown, the subject is encumbered by trailing cables when insoles are worn, and no shear force information is provided.

Company Name: SIMI Reality Motion Systems GmbH
Address: Postfach 1518
Unterschleissheim D-85705
Germany
Telephone: + 49 89 321 4590
Facsimile: + 49 89 321 45916
e-mail: simi@simi.com
World Wide Web: http://www.simi.com/
Product Type: Displacement of Segments
Description: The basic philosophy of the kinematic system from SIMI is to take advantage of standard video cameras and frame grabbers. They support both 2D and 3D motion capture, the latter with up to 6 camera inputs. Frame rates between 25 and 10,000 Hz are supported, the only limitation being the video equipment used for recording the motion. The points of interest on the moving subject may be highlighted by reflective markers or even simple high contrast tape. Digitising of individual markers is done either manually (which can be extremely tedious if multiple targets and high frame rates are used) or in a semi-automated fashion. The analysis software allows the incorporation of EMG and force plate data, and can also be customised to create stick figure animations and plots of parameters such as joint angles and velocities. The SIMI Phaser option enables the user to detect gait-specific parameters such as stance and swing phase times. The major advantage of the SIMI approach is its flexibility, using standard off-the-shelf technology and enabling studies to be conducted both indoors and outdoors. However, the penalty is that the system is not turn-key, requiring considerable expertise by the end-user, which means that data throughout is quite limited.

Company Name: Skill Technologies, Incorporated
Address: 1202 East Maryland Avenue, Suite 1G
Phoenix, AZ 85014
USA
Telephone: + 1 602 277 7678
Facsimile: + 1 602 277 2326
e-mail: sales@skilltechnologies.com
World Wide Web: http://www.skilltechnologies.com/
Product Type: Displacement of Segments
Description: Skill Technologies supports three different motion capture models called Imperial, Phoenix and Genius. These systems capture both the 3D position (X, Y, Z) and orientation angles (pitch, yaw and roll), thus providing 6 degree-of-freedom data. The
hardware is based on electro-magnetic field theory with the transmitter being stationary and a small receiver (15mm x 10mm x 10mm) attached to the body segment of interest. The Imperial and Phoenix systems link the receivers to the base station via a tethered card, whereas the Genius system is based on wireless telemetry technology. It supports up to 16 sensors each sampling at 120 Hz, and has a range of approximately 5 metres. The hardware is manufactured by two companies, Ascension Technology Corporation and Polhemus Incorporated, which have websites at

http://www.ascension-tech.com/
http://www.polhemus.com/

One of the major advantages of these systems is that 3D data are available in real time and segments are uniquely identified. A disadvantage is that metallic objects (such as force plates or steel girders in the floor and ceiling) can distort the magnetic field and degrade the accuracy. Skill Technologies has developed a calibration algorithm to minimise the effects of large metal objects. Another disadvantage is the encumbrance of the sensors and their cables, particularly when the tethered systems are used.

Company Name: Tekscan, Incorporated
Address: 307 West First Street
        South Boston, MA 02127
        USA
Telephone: +1 617 464 4500
Facsimile: +1 617 464 4266
e-mail: sales@tekscan.com
World Wide Web: http://www.tekscan.com/
Product Type: Ground Reaction Forces
Description: The F-Scan system uses a fairly mature sensor technology, called force sensing resistors, that enables up to 1,000 separate sensing sites to be monitored in a thin (0.1 mm) transducer placed inside the shoe. The transducers, which can be re-used up to 7 times, can be cut to fit the size of the patient’s shoe. Though this reduces the number of sensing sites, the system has a constant distribution of approximately 4 sensors/cm². The transducers are attached to the computer via an umbilical cord of cables, but a wireless unit will soon be released. Included with the base system are the driving software, a high-resolution colour monitor for displaying a 3D movie of foot pressure in real time, a colour printer for hard-copy printouts, and 20 transducers. The major advantages of the system are that the transducer is extremely thin, it can be customized to fit inside any shoe, which avoids the targeting problem, data are available in real time, and the use of colour for
pressure levels enhances understanding. However, there are some disadvantages: The loading response is nonlinear, and because each sensing site is not separately calibrated, the accuracy of the system is unknown. However, Tekscan has recently introduced a bladder system to calibrate individual sensors. Also, the durability of the flexible transducers is unknown (although new resistive inks have improved this feature), and the subject is encumbered by trailing wires.
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Action and reaction, 40
Addison Gallery (Andover, MA), 78
Adduction, 33, 34, 95
Adductor longus, 53, 58, 59, 60, 65, 68, 71
Adductor magnus, 53, 58, 59
ADG (ADTECH Graphics), 109, 110
ADTECH, 109
Advanced Mechanical Technology, Inc. (AMTI), 110
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AMASS (ADTECH Motion Analysis Software System), 109
Amplification, of electrode signals, 48
Anatomical position, standard, 7
Andrews, J.G., 4
Animals in Motion (Muybridge), 78
Animation sequences, dynamic, 53
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of clinical subject, 73, 74
control of, 1
joint forces and moments at, 38, 41, 102
planar flexion and dorsiflexion in, 32, 73, 79, 96
predicting position of joint centre, 25-26
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and predicting hip joint centre, 23, 24, 27
Anthropometric Measurements Set (Carolina Biological Supply Company), 114
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of clinical subject, 64, 65, 66, 67-73, 75
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Ariel Dynamics, Incorporated, 110
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Axial tomography, 16
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Bertec Corporation, 111
Bioengineering Technology & Systems, 113
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Biphasic factor, 60
B&L Engineering, 112
Body, human
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sagittal, 7, 8, 25, 77, 79
transverse, 7, 8
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definition of, 16
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Borotec Electronics Incorporated, 112
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joint dynamics of, 100-101, 104-105
length of, 17-18
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Charcot-Marie-Tooth disease, 3, 63, 74
Charnwood Dynamics Limited, 114
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Clinical analysis, case study for, 63-76
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Columbus Instruments, 115
Computerized Function Testing Corporation (CFTC), 116
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D
Deceleration, 11, 54, 55, 68, 82, 127
Delsys Incorporated, 116
Digital filter algorithm, 30, 32
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  as component in walking, 3, 92
  equipment for measuring, 107-118
  measurement of, 4, 12, 15
Distance, measurement of, 11-12, 16-20
Dorsiflexion, 32, 55, 63, 74, 96
Double layer, 46-47
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E
Electrode potential, 40, 47
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  advantages and disadvantages of, 50-51
  definition of, 45-48
  skin surface preparation for, 50, 65
  types of, 50-51
Electromyography (EMG), 5, 45-61
  of clinical subject, 64, 68-71
  electrochemical principles, 46-49
  electrophysiology, 48-49
  equipment for, 112-114, 116, 120, 128
  measuring muscle activity by, 13-14
  and muscle interactions, 55-61
  and phasic behaviour of muscles, 52-55
  sampling frequency in, 49-50
  signal processing methods for, 51-52
  surface versus indwelling electrodes for, 50-51
Electronic Quantification, Incorporated, 117
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Elite Motion Analyser (Bioengineering Technology &
  Systems), 113
EMED Systems (Novel Electronics, Inc.), 125
Equipment for gait analysis
  for anthropometry, 107-114
  for electromyography, 107, 112-114, 116, 120, 128
  integrated software packages for, 109, 118, 124
  for measuring displacement segments, 110-130
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    117, 119-129
Erector spinae, 53, 58-61, 65, 68-69
Ethernet Local Area Network, 125
Eversion, 32, 96
ExpertVision (Motion Analysis Corporation), 122
Extension, 32-34, 42, 68, 74, 79, 116
Extensor digitorum longus, 52, 53, 55, 58, 59
Extensor hallucis longus, 53, 55
External forces, as component in walking, 58-59, 61-62
F
Factor analysis, 58-59, 61-62
Feedback, sensory, 2
Femoral epicondyle, 26
Fenn, W.O., 108
First double support phase, 9
Flexion, 32-34, 62, 68, 73-74, 79, 96, 116
Foot. See also Ankle; Footprints; Heel
  breadth of, 17-18
  centre of gravity of, 30-31, 92
  and events in gait cycle
  Free Body Diagram (FBD) for, 38, 39
  joint dynamics of, 10-11
  length of, 17-19
  markers for kinematic measurement of, 25-26, 91
  orientation of, 29
  position during walking, 8, 9, 11
  predicting mass of, 18-20
  predicting position of ankle joint centre, 25-26
  pressure distribution under, 80
  and rotation of body, 12
  slapping of, 58, 73
  and torso movement, 80
Foot breadth, 17-19
Foot-flat, 10-11, 54
Foot length, 17-19
Footmaxx, 117
Footprints, and distance measurement, 11, 12
FootTrak (Motion Analysis Corporation), 23, 122
Force plates, 5, 36, 65, 97, 108, 110-111, 118-120, 122,
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Free Body Diagram (FBD), 38, 39
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F-Scan (Tekscan), 131
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Gait (human)
  clinical example of, 63-76
  computer simulation of, 78-79
  cyclic nature of, 8-12
  dynamic animation sequences for, 77-132
  equipment for analysis of, 107-132
  integration of components in, 5
  measurement of, 4-6, 15-43
  parameters of, 12-14
  pathological, 3-4, 63-76
  periodicity of, 8-12
  sequence of events in, 3
  symmetry in, 10
  as three-dimensional, 7-8
  top-down analysis, 2-4
Gait analysis, science of, 77-81
Gait Analysis System (MIE Medical Research Limited), 120
Gait cycle
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  distance measures for, 11-12
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  FIDIFF subroutine in, 93
  integration of measurements in, 5-6
  KIN files in, 5
  linear envelope method of representing EMG signals in, 52, 65
INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX

INDEX 139

INDEX
INDEX

inverse (indirect) dynamics of, 4-6, 15, 79
MT8 Radio Telemetry System (MIE Medical Research Limited), 120
Multidimensional scaling, 57-58, 62
Muscles
action versus contraction of, 49
as component in walking, 2-3
concentric action of, 49
eccentric action of, 49
electrophysiology of, 48-49
interaction between, 55-61
mapping of, 57
measuring activity of, 13-14
measuring tension in, 43
and muscular dystrophy, 3
phasic behaviour of, 52-55
and stability of joints, 80
as synergists versus antagonists, 55
Muscular dystrophy, 3
MusculoGraphics, Incorporated, 124
Musculoskeletal system, as component in walking, 2-3
also Muscles; Skeleton
Muybridge, Eadweard, 78, 81
N
National Institutes of Health (NIH) Biomechanics Laboratory, 25
Nerve impulses, 48
Nervous system, central
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as component in walking, 2-3
and control of muscle coordination, 52
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as component in walking, 2-3
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Northern Digital, Inc., 124
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OPTOTRAK system (Northern Digital, Inc.), 124
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OrthoTrak (Motion Analysis Corporation), 122
Osteoarthritis, 10
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Pattern recognition algorithms, 58
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Pelvis. See also Hip
markers for kinematic measurement of, 27, 89
predicting position of hip joint centre, 27
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Propulsion factor, 60
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Qualysis AB, 128
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Radar, C. M., 92
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Rancho Los Amigos Hospital, 11
Reaction boards, 16
Rectification, full-wave, 51
Rectus femoris, 13, 14, 52, 53, 56, 58-60, 65, 68, 70, 74, 75
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Reynolds, H.M., 19
Rheumatoid arthritis, 3
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Richmond Children’s Hospital, 25
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as component in walking, 2-3
Roessing Research and Development BV, 128
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internal, 12, 21, 22, 32, 33, 41, 94-96
RSscan International, 129
S
Sacrurn, 23, 24, 27, 87
Sagittal plane, 7, 25, 79
Sartorius, 52, 59-60
SAS statistical package, 59
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Second double support phase, 9, 13, 68
Shank. See Calf
Silver chloride, 47, 48
SIMIT Reality Motion Systems GmbH, 130
Single limb stance phase, 9
Skeletal, indirect measurement of, 24, 25
Skill Technologies, Incorporated, 130
Software packages, integrated, 108
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Bipedal gait is an important hallmark of human evolution. Despite complex control systems, human gait is characterized by smooth, regular, and repeating movements. It therefore provides an appropriate focus to elucidate the flexible control strategies used by a biological system, and moreover, there is the potential for applying these strategies to robotic design. While much is known about individual components of human locomotion, it is significant that there is no widely accepted hypothesis for how the process works. The long-term goal of our research is to develop and test an integrated theory of bipedal gait that combines computational models of the neural control and musculoskeletal effector systems.

There are three theoretical models that provide the foundation for the work described here. Basic research in the spinalized cat preparation has shown that the initiation and timing of muscle action seems to be the work of a network of interneurons in the spinal cord that provides a cyclic pattern of signals [1]. This primitive and localized circuit, which we have called a spinal oscillating network (SON), is the first theoretical model. Once the neural drive has activated the muscles, they develop tension, and the musculoskeletal system operates in a functional milieu that is governed by the theory of Newtonian mechanics (our second model). The link between the neural control system (SON theory) and musculoskeletal effector system (Newtonian theory) has hardly been explored. We believe that artificial neural network (ANN) theory, especially with the incorporation of biologically based design features and feedback structures, can provide this vital link.

In this chapter we first review the research literature that provides the foundation for much of our own thinking. Second, we describe three projects that integrate our most
recent research. Third, we lay out our research agenda for the next few years, delineating the steps that will be required to accomplish successful testing of our theoretical model of human locomotion. Finally, we consider some of the possible clinical applications of the technology and speculate on future trends in this field.

6.2. NEURAL CONTROL OF HUMAN LOCOMOTION

6.2.1. Neuronal Oscillators

Beginning with the pioneering research on mammalian walking by T. G. Brown [2], it has become increasingly evident that such rhythmic movements, both in the vertebrates and in the invertebrates, are generated by neuronal circuits that, in the isolated central nervous system (CNS), can generate neuronal activity patterns closely resembling those observed in nearly intact animals [3,4]. Rapid progress in the identification of specific neuronal oscillators that generate animal locomotor rhythms has occurred only recently, and most completely, with the investigation of the circuits underlying invertebrate movements. For example, there now exist published circuit diagrams of the neuronal oscillators underlying locomotory rhythms in leeches, insects, and marine mollusks, to name only the best described preparations [5,6]. Several of these circuits have been analyzed extensively through modeling studies [5]. In the recent past, research on vertebrate locomotor circuits has also progressed rapidly [7]. Detailed neuronal circuits that underlie vertebrate locomotion are now available for larval frogs [8] and for the lamprey [9]. S. Grillner [10] has suggested that there are a number of neuronal modules (possibly corresponding to spinal segmental levels, which he has referred to as a central pattern generator, or CPG), each of which can be made to produce a rhythmic output. He has further speculated on the unit CPG hypothesis, which suggests a very versatile motor organization, able to combine different components in a variety of ways. While an independent control of parts could be utilized, for instance, in the volitional control of independent ankle, knee, or hip movements or even individual muscle groups, activation of the entire CPG network will normally give rise to locomotion [10]. Rather than CPG, we prefer to use the concept of an SON in the current chapter.

6.2.2. Spinal Cord Circuitry

The identities of the neurons that comprise the SON remain largely unknown, but they do appear to be coextensive with interneurons that receive primary afferent input [11]. Although SONs can function without sensory input, this input can modify and reset the output to the alpha motoneurons [12]. Figure 6-1 illustrates the current knowledge of spinal cord circuitry: both the proprioceptive feedback and the descending commands converge on a matrix of interneurons [11]. Among these interneurons are at least some distinct subtypes with predictable input patterns (e.g., Renshaw cells, propriospinal cells, Ib inhibitory interneurons, reciprocal inhibitory interneurons) that allow a complex distribution of input signals [13]. We believe that this matrix of connections between the spinal interneurons, which links the sensors and actuators, can provide the necessary framework for us to build our ANN model of bipedal gait.
6.2.3. A Cause-and-Effect Model of Bipedal Gait

Upright bipedal gait is an important characteristic of the human condition, and yet too often this ability to walk is taken for granted. When the locomotor apparatus malfunctions, and walking ability is impaired, available options seldom account for the underlying
complexity of the neural, muscular, and skeletal subsystems. The process of locomotor programming occurs in supraspinal centers and involves the conversion of an idea into a pattern of muscle activity that is necessary for walking [14]. The interaction between the CNS, the peripheral nervous system (PNS), and the musculoskeletal effector system is illustrated in Figure 6-2. Note that for the sake of clarity, feedback loops have not been included. The sequence of events that takes place for walking to occur, therefore, can be summarized as follows: (1) registration and activation of the gait command in the CNS; (2) transmission of the gait signals to the PNS; (3) contraction of muscles that develop tension; (4) generation of forces at, and moments across, synovial joints; (5) regulation of the joint forces and moments by the rigid skeletal segments based on their anthropometry; (6) displacement (i.e., movement) of the segments in a manner that is recognized as functional gait; and (7) generation of ground reaction forces. These events are based on cause and effect. While Figure 6-2 stresses the top-down control of human gait, with the cascade of events described above, the role played by sensory feedback is vitally important and should not be overlooked.

The functional model illustrated in Figure 6-2 can be used to gain some insight into physiology, methods of analysis, and the techniques utilized to study a person’s gait [15]. Dynamic gait in the bipedal robot has been successfully implemented in the United States [16] and in Japan [17], where the control strategy has been based on driving torques applied at the joints with angular feedback. The mathematical relationship between electromyography (EMG) and the musculoskeletal system awaits further elucidation, but the Newtonian model of human gait, pioneered by W. Braune and O. Fischer [18] over a century ago, has received widespread acceptance [15,19]. There are essentially two types of problems in rigid body dynamics [20]. The first is the direct dynamics problem, in which the forcing functions are known and the objective is to determine the resulting motion of the system. The second is the inverse dynamics problem, in which the motion is completely specified and the objective is to find the forcing functions causing that motion. Gait analysis normally involves this second approach, but in the research described in this chapter, we will concentrate on the direct dynamics problem. The equations to be solved are a set of coupled differential equations [21].

### 6.2.4. Artificial Neural Networks

ANN theory, one example of computational neuroscience, has come about through the efforts of scientists to create a mathematical model of the information-processing capabilities of the human brain. The field is almost five decades old [22,23], and although there was some activity in the 1960s [24–26] it has only become widely accepted as an area of serious research endeavor with the relatively recent efforts of J. J. Hopfield [27], J. A. Anderson [28], D. E. Rumelhart el al. [29], S. Grossberg [30], and others. As the name implies, an ANN is a group of many neurons (sometimes referred to as units or processing elements) that are interconnected and distributed in layers. The operation of the network is normally divided into two different phases [31]. First, in response to a given input stimulus, a process of changes in the synaptic weights (and other pertinent parameters) takes place. This phenomenon is called learning. The second function of an ANN is to recall, or to process an input stimulus and generate an output signal. What distinguishes one ANN model from another are their respective learning and recall mechanisms, the activation functions, the numbers of layers and neurons, and the distribution of connections. Robotic manipulators have utilized ANNs to replace direct dynamics algorithms [32], while applications of ANNs to study real biological systems have started to appear within the past few years [33–35].
Figure 6-2. The sequence of events necessary for human locomotion to occur. (While this cause-and-effect model stresses “top down” control of human gait, the important role played by sensory feedback should not be overlooked.) This figure has been reproduced, with permission, from C. L. Vaughan et al. [15].
6.2.5. Integrating the Theories

The argument has thus come full circle: ANNs, inspired by the example of the central nervous system, now have the potential to help us understand how the CNS itself functions. We believe that biologically based ANNs have the potential to provide a robust model of the oscillating and trajectory networks that control human gait. While some authors have suggested one advantage of ANNs is that hidden properties emerge when simulations are run [36], it is our contention that while the weights and interconnections store the functionality and memory of the system, they provide little insight into the overall functioning of the system. We will address this problem in our future research by developing a series of networks in smaller blocks to gain functional insight.

6.3. OUR RESEARCH FINDINGS TO DATE

There are three areas in which we have been working during the past few years that are relevant to the current chapter. These are: an ANN model of human gait using EMGs as input to the network; analyzing bilateral EMG signals with factor analysis; and developing a biologically based neuron that incorporates features lacking in current ANN designs. We describe these three projects in the following paragraphs.

6.3.1. An ANN Model of Human Gait

The basic structure of our network consisted of an array of several neurons and interconnections between all elements from consecutive rows, as shown in Figure 6-3(a). We therefore hypothesized that input signals (EMG) could be used to predict the output signals (joint moments). The ANN was implemented with the back-propagation algorithm, which is composed of two stages: a feedforward step, where neuronal outputs are specified; and a feedback stage, where the connection weights and bias terms are updated [37,38]. The two steps are repeated for several patterns (sets of input and output values) until the difference between the network output and the expected values is below a specified tolerance value. This learning phase is illustrated in the left hand flow chart of Figure 6-3(b). In the EMG to joint moment mapping of Figure 6-3(a), the input signals are the EMG values for 16 muscles (gluteus medius and maximus, semitendinosus, biceps femoris, erector spinae, sartorius, rectus femoris, vastus lateralis, adductor longus and magnus, tibialis anterior, extensor digitorum longus, medial and lateral gastrocnemius, soleus, and peroneus) on the right side of the body. All training data (16 EMG and 3 joint moment patterns) were obtained from D. A. Winter [19]. Successful training of the network [left hand side of Figure 6-3(b)] took about 100,000 iterations, by which time the error (difference between actual and predicted joint moments) was below a predetermined threshold of 0.025. Simulating any abnormality took no more than a fraction of a second since all this required was a single feedforward loop [right side of Figure 6-3(b)].

Two abnormalities were simulated: a 30 percent reduction in soleus activity, and complete elimination of the rectus femoris. Figure 6-4(a) depicts the network prediction for the reduction in soleus activity during the entire gait cycle. It shows a clear decrease in plantarflexor (extensor) ankle moment during most of the stance phase and particularly before toe-off. This agrees with what we might expect since the soleus reaches maximum
Figure 6-3. (a) Basic architecture for a three-layer artificial neural network. Sixteen EMG patterns provide stimulus to the input layer of neurons; these are fully connected to the middle (or hidden) layer of neurons, which in turn are connected to the output layer. Response (or output) from this network is a set of three joint moments. (b) This flowchart illustrates the two important activities that take place after an artificial neural network has been built: training, shown on the left from Start to branch point 1; and simulation, shown on the right from 1 to Stop. Both (a) and (b) have been adapted from F. Sepulveda et al. [37].

activity during the latter part of stance phase, between 40 percent and 60 percent of the gait cycle. Figure 6-4(b) shows the joint moment predictions for a simulated elimination of the rectus femoris, a bi-articulate muscle that acts both as a hip flexor and knee extensor. The response is an increase in hip extensor and a decrease in knee extensor moments shortly after heel-strike, which corresponds to what we might expect. Despite the apparent success of this network, a number of shortcomings still exist: There are no feedback loops; the physical arrangements of muscles are ignored; and time is not an explicit variable in the
model. The speculative nature of computer simulation is both its appeal and weakness [39], but rigorous validation still tends to be an extremely difficult task [40]. Relatively few workers in the field of human gait biomechanics have attempted simulations of pathological conditions [41].

6.3.2. Bilateral EMG Signals and Factor Analysis

We have explored the application of multivariate statistical techniques to the 16 unilateral EMG signals presented by D. A. Winter [19] and have demonstrated that as few as 4 patterns can account for 91.5 percent of the variance in the original data set [15,42]. We rotated the eigen vectors so that they represented the most basic orthogonal features
Figure 6-4. (a) The artificial neural network simulates a 30% reduction in soleus activity. The network predicts a reduction in the plantarflexor moment at the ankle. (b) The artificial neural network simulates the elimination of rectus femoris activity. The network predicts an increase in the hip extensor moment in early stance, and a decrease in knee extensor moment. Both (a) and (b) have been adapted from F. Sepulveda et al. [37].

of the original data set and could therefore be linked to specific phases of the gait cycle, thereby allowing us important physiological insights [42]. These data, which were in good agreement with other studies in the literature [43,44], suggested that in the control of human gait there are not multiple different “motor programs” for each of the many muscles of the lower limbs, but rather a few basic patterns that in some combination can describe all the necessary EMG signals.

We have recently extended this work and have gathered data for 16 bilateral EMG muscle signals (erector spinae, gluteus maximus, gluteus medius, rectus femoris, hamstrings, adductor magnus, tibialis anterior, and gastrocnemius on the left and right sides) on 10 subjects performing four distinct locomotor activities (forward walking, backward walking, ascending and descending stairs). Our analysis produced five factors for each of the four activities and accounted for at least 97.4 percent of the variance in the data [45]. Whereas previous studies, including our own [42], had shown that four factors were sufficient to represent the EMG patterns for forward walking, we believe that the introduction of a fifth factor was the result of our bilateral study. We interpreted this factor to be a coordinating factor that maintains the 180-degree phase shift between the left and right sides. The other four factors could be grouped as pairs that are shifted 180 degrees in phase. Based on the muscles that loaded most heavily on these factors, and the role of these muscles in the gait cycle [42], we interpreted them to be the loading response and propulsion factors for the left and right sides.

Figure 6-5(a) and (c) illustrate orthogonal factors 1 and 2 for forward walking, which represent loading response on the left and right sides respectively (note that the data are
presented with respect to the gait cycle for the right side. The ensemble average EMG data for the rectus femoris muscles, which stabilize the hip and knee joints just after heel-strike (i.e., the loading response) have been plotted in Figure 6-5(b) and (d) for comparison purposes. Figure 6-5(e) and (g) illustrate orthogonal factors 3 and 4 for forward walking which represent propulsion on the left and right sides respectively. The ensemble average EMG data for the gastrocnemius muscles, which propel the body forward just before toe-off (i.e., the propulsion phase) have been plotted in Figure 6-5(f) and (h) for comparison purposes. Figure 6-5(i), the coordinating factor, shows six turning points with each maximum being followed by a corresponding minimum 50 percent later in the cycle. The right tibialis anterior EMG, which loads highly (in a positive direction) on this factor, has been plotted in Figure 6-5(j) for comparison.

The findings presented in Figure 6-5 lend credence to our hypothesis that the central nervous system has a strategy to reduce the high dimensionality that exists in the control of multiple muscles in human gait. In fact, we have shown that the 16 muscle patterns can be represented by a mere 5 patterns. Since 4 of these patterns occur as pairs shifted by 50 percent of the cycle (loading response and propulsion), the number of patterns can be further reduced to just 3 [45].

6.3.3. Biologically Based ANN Structures

Recent studies have shown that artificial neural networks (ANNs) have great potential for both biomechanical modeling and simulation [37]. However, the success of these studies has been limited by the present ANN architectures and designs, which have many deviations from biological neurons, some of which are listed below:

1. Traditionally, the accepted functional unit for most ANN computations is the neuron [22], and these rigidly structured models allow for little or no variation in the characteristics of different neurons [46].
2. Input and output signals are not frequency modulated as in the biological case.
3. Biological limitations, such as fatigue and excitability of a synaptic junction, are ignored.
4. Update laws are too rigid, which results in digital good/bad judgment of an output, rather than an analogue better/worse judgment.
5. Most ANN architectures do not allow for variations in time (i.e., they are not spatiotemporal).

It is clear that although many of the exact features of biological systems are not yet known, much of what is known about biological neurons has been excluded from present ANNs. We have developed a biologically based neuron that incorporates many of the biological features that are lacking [47]. Figure 6-6 shows the schematic representation of two model neurons linked together to make an oscillator. The model can be described in three sections: the synapse, the neuronal output, and learning.

Biological communication is based on the action potential (AP), which is a high voltage spike lasting about 1 ms. Throughout our model, the time of the AP is used as a single unit of time (i.e., the AP lasts for one time unit). In our model, as can be seen in Figure 6-7(a), an AP arriving at a synapse causes a rise in the local synaptic voltage (synapse output signal), which is analogous to the effect of vesicles being released in the neuron. This voltage will then decay with time. The following incoming AP adds to the present local synaptic voltage. To model the synaptic fatigue, the effect that an incoming AP has on
Figure 6-5. (a) Orthogonal factor 1: Factor analysis yields the loading response factor for the left side. (b) Ensemble average EMG data of the left rectus femoris for 10 subjects, corresponding to the loading response factor in Fig. 6-5(a). (c) Orthogonal factor 2: Loading response factor for the right side. (d) Ensemble average EMG data for the right rectus femoris corresponding to loading response factor in Fig. 6-5(c). (e) Orthogonal factor 3: Propulsion factor for the left side. (f) Ensemble average EMG data of the left gastrocnemius, corresponding to the propulsion factor in Fig. 6-5(e).
the synaptic strength is a function of the incoming AP's frequency, seen in Figure 6-7(b). This phenomenon exists in the biological synapse, as it has a limited number of vesicles, which restricts the number and rate of the APs it can process. Typically, the synapse of a large motor neuron will contain approximately 1000 vesicles, of which about 200 are used for each incoming AP. These functions are not discrete quanta: the fewer vesicles that remain in storage, the lower the number of vesicles used in an AP, and hence, the smaller the initial voltage rise. Likewise, the rate of vesicle resorption increases inversely to the number of vesicles remaining. For each time interval, the synaptic strength is multiplied by a weighting factor. This is analogous to the position and shape of the dendritic spines, which have been found to efficiently prevent impulse transmission [48], and might thus be responsible for the learning function in neurons [49]. The weight is different for each
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Figure 6-6. A schematic representation of two model neurons linked together to make an oscillator [47].

Figure 6-7. (a) Synaptic output from the model neuron, plotted as a function of time. The curve illustrates the effect of fatigue on the output of the synapse. (b) Incoming action potentials (APs), demonstrating synaptic fatigue. The parameters $\rho$ and $\sigma$ are time constants that determine the synaptic strength, and are based on real biological neurons [47].
synapse and has a range from $-1$ to $1$. This makes it possible to model an inhibitory input.

The adaptive or learning nature of the ANN results from being able to update the weighting factors. For temporal connections in the network, a “good” or desirable output may not be due to the present inputs of the individual synapses, but rather to the signal pattern that happened prior to the favorable output [50]. For our model this was implemented using a fatigue function of the synapse and an excitability function of the neuron. Fatigue is a direct measure of how active that synapse has been in the past; the more fatigued it is, the more it has been activated. Excitability is a measure of how active the neuron has been in the past. In order to control the modification of the weights, a performance value was added. This performance value has been implemented according to the objectives of the network.

6.4. OUR RESEARCH AGENDA FOR THE FUTURE

6.4.1. Overall Design of the System

As discussed previously, and illustrated in Figure 6-1, our current knowledge of the mammalian spinal cord proposes that both the descending commands and proprioceptive feedback signals converge on a matrix of interneurons. G. E. Loeb et al. [11] have suggested that researchers should consider the possible matrix of connections between sensors and actuators as a blank slate, to be explored without preconceived notions. We have adapted their proposed hierarchical model of the relationship between an open-loop controller and a closed-loop regulator for motor control (Figure 6-8). We have modeled the matrix of interneurons in the spinal cord by a cascade of three neural networks: a spinal oscillating network; a trajectory generating network; and a trajectory regulating network. Although these three networks are conceptually distinct processes from a control engineering perspective, and will be implemented separately in our model, they might actually reflect different
Figure 6-8. A hierarchical model of the human locomotor apparatus describes the relationship between an open-loop controller and closed-loop regulator. The matrix of interneurons in the spinal cord (cf. Fig. 6-1) has been modeled by a cascade of three neural networks: a spinal oscillating network; a trajectory generating network; and a trajectory regulating network. Output from the final network is a set of 16 muscle-activation signals that serve as input to the Newtonian model of the musculoskeletal effector system. This figure has been adapted from the ideas proposed by G. E. Loeb et al. [11].

Emergent properties of the same group of interneurons [11]. The output from the trajectory regulating network will be the muscle actuation signals. These serve as input to the Newtonian model of the musculoskeletal effector system. The sensory feedback from this model includes the joint angles and joint angular velocities, while each muscle group will have a sensor for combined length and velocity (Ia muscle spindle afferent), force (Ib Golgi tendon organ), and activation (effference copy via the Renshaw cell, RC). We now describe the major components of our system in more detail.

6.4.2. Design of the Spinal Oscillating Network (SON)

A central goal of neuroethologists is to characterize animal behavior by describing the mechanisms whereby synaptic interactions between physiologically characterized neurons serve to control movements. To explain the neuronal origins of rhythmic movements many questions must be answered, including one that is addressed in this chapter: What is the nature of the spinal oscillator that generates the rhythmic signals? In humans, this question has not been addressed directly, as it has in the invertebrates or in lower vertebrates. However, it is significant that for the entire range of animals for which the neural origins of locomotion have been investigated, there is a single distinct mechanism that appears to generate the fundamental oscillations, namely, reciprocal inhibition between individual
neurons or between pools of nearly identical neurons. The specific central neural circuits that generate locomotor oscillations in mammals, and in particular humans, remain unknown, although the neuroanatomy and some physiology of the mammalian spinal cord is well described. We have reviewed various models of the mammalian neural locomotor oscillator [51,52] and have chosen to base the SON on our previous studies of a biologically based ANN [47] and factor analysis of bilateral EMG [45]. In order to achieve a simple oscillator, we have combined four of the biological neurons shown in Figure 6-6 into a network. The inputs for each neuron included the outputs from all the neurons (including itself), as well as an external input. The external inputs were set to zero for all except one neuron, since its external input was used as a trigger to start the oscillations. With specified synaptic values, a constant set of weights can be calculated to ensure oscillations; i.e., one weight to cause self-inhibition, one weight to cause a strong excitatory input from its closest neighbor, and the other weights set to a low value. The output that was obtained from the four oscillating neurons is shown in Figure 6-9. Note how a single input pulse leads to a cyclic pattern of firing every unit time step from the four neurons. Using this network and weights as a starting point, and by introducing variations into synaptic values, different frequency signals can be learned by training the network with the desired signal. It is our intention to train this spinal oscillating network initially with the three fundamental signals that we have established from the factor analysis study on forward walking [45].

Figure 6-9. A single input to a network of four biologically based neurons (cf. Fig. 6-6) leads to oscillating output from each neuron. When some synaptic parameters are changed, the network can be retrained to provide oscillating outputs with different frequencies.
6.4.3. Design of the Trajectory Generating and Regulating Networks

With reference to Figure 6-8, the output from the spinal oscillating network (SON) will be the three fundamental patterns that we identified in our previous study [45] and illustrated in Figure 6-5. These three signals will therefore serve as the input to the trajectory generating network. There will be a total of 64 output trajectories from this network:

- 8 joint angles
- 8 joint angular velocities
- 16 length plus velocity signals (Ia spindles)
- 16 force signals (Ib Golgi tendon organs)
- 16 activation signals (Renshaw Cells)

As with the SON, we will use the biologically based neuron [47] as our building block for this network, which will be trained with the data generated for the Newtonian model (Section 6.4.4). The trajectory regulating network will have 128 signals as input: 64 from the trajectory generating network and 64 via closed loop feedback (Figure 6-8). This network will also be constructed from our basic building block neuron, and it too will be trained with the data generated for the Newtonian model.

6.4.4. Design of the Newtonian Model

Our mechanical model of the bipedal walker will consist of the following:

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 muscles</td>
<td>Erector spinae, gluteus maximus, gluteus medius, adductor magnus, hamstrings, rectus femoris, tibialis anterior, and gastrocnemius bilaterally</td>
</tr>
<tr>
<td>7 segments</td>
<td>Upper body including pelvis plus thigh, calf, and foot, bilaterally</td>
</tr>
<tr>
<td>6 joints</td>
<td>Hip, knee, and ankle joints, bilaterally</td>
</tr>
<tr>
<td>8 angles</td>
<td>Flexion/extension and abduction/adduction at hip joints, flexion/extension at knee joints, and plantar/dorsiflexion at ankle joints, bilaterally</td>
</tr>
</tbody>
</table>

We plan to build a forward dynamics model to explain how the muscles produce movement [20,21]. As seen from Figure 6-10, the body produces movement by transforming the neuromuscular excitations (EMG_1 ... EMG_6), the muscle force trajectories (F_1 ... F_6) and the muscle joint torque trajectories (T_{mus}^1 ... T_{mus}^8) into joint angular accelerations (\dot{\Phi}), velocities (\dot{\Phi}), and displacements (\Phi). The relationship between the kinetics and kinematics is given by the dynamical equations of motion (referred to as the forward multijoint dynamics in Figure 6-10), and we will use the same strategy for formulating and solving these equations as established by the group at Stanford University [21,41]. Once the model has been formulated, then appropriate biomechanical data (body segment parameters, segment kinematics, ground reaction forces, and EMG trajectories) will be gathered. Finally, we will compute the neuromuscular excitation trajectories (EMG_1 ... EMG_{16}) that, when applied to the forward dynamics model, give the best fit to the measured data.
6.5. CLINICAL APPLICATIONS AND FUTURE TRENDS

We are confident that we can demonstrate the applicability of the SON and trajectory generating and regulating network theories to human gait, despite there being no easy method of validation. We have been unable to find any references to work on humans who have had a complete lesion of their spinal cord, but we presume that it would be feasible (although probably not ethical) to confirm the existence of such networks in these persons. Our previous work [37,38] and that of others [11,52] give us some confidence that ANN theory will be useful in modeling SONs for human locomotion. The ability of the Newtonian model to provide appropriate sensory feedback (muscle length, joint angle, ground pressure) will be a key component in determining success. The model, which is quite speculative, will allow us to ask the "what if?" questions. By "corrupting" parts of the ANN we may be able to simulate certain conditions or pathologies. This will allow us to explore, for example, how bipedal robots accommodate uneven terrain or faulty joint actuators [16], why children with cerebral palsy walk with high levels of agonist/antagonist co-contraction [53], or why adults with osteoarthritis of the knee develop significant varus deformities [54].

Very few theories of human gait have been proposed, and those theories have not been subjected to close scrutiny [38]. We suggest that a fertile area of future research would be to test such theories both experimentally and using computer simulation techniques [55]. As proposed in this chapter, we believe that theories of human gait should not look at the musculoskeletal system in isolation, but should try to integrate the neural control system as well. Despite the promise of computer simulation as an adjunct to clinical decision making, this has yet to be accomplished. We are confident that as models become more realistic, algorithms easier to implement, and computers faster and more powerful, this promise might still be fulfilled before the year 2000. Clinicians and engineers concerned with understanding human locomotion will surely be limited only by their own imaginations.
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INTRODUCTION

It is generally accepted that an infant will acquire the ability to sit independently at approximately 6 months, to walk without support between a year and 15 months, and to run at 18 months (Sutherland et al., 1980). During this crucial period, and for the subsequent few years, the central nervous system (CNS) will mature in parallel with musculoskeletal growth. The child’s characteristic gait pattern will be influenced by these two factors. As the child grows older, the primary gait variables—temporal distance parameters, angular kinematics and joint kinetics—will change, and it is natural to ask the question: how much of the change can be attributed to maturation and how much to growth?

This is a complex question to answer but it is nevertheless one with which most gait laboratories must grapple. Many of their patients will be children with some form of neurological deficit and, in assessing their gait, the laboratory personnel require normative data for the purpose of comparison. Is it possible to standardize gait parameters so that a normal 5-year-old can be compared to a normal 12-year-old? Can a 6-year-old child with cerebral palsy be compared to a 6-year-old with no disabilities? We believe that such comparisons are indeed feasible and we will provide some supportive evidence in this first section of the chapter.
Our approach is to scale the gait parameters to body size by adopting the approach suggested by Hof (1996). The premise on which his method is based is the simple assumption that taller people tend to walk with longer steps and lower step rates than shorter people, while heavier individuals will exert greater forces and moments than those who are lighter. When normalizing a gait parameter it is thus necessary to account for both body length and mass. Table 1 is a summary of the primary gait parameters and the formulae for creating dimensionless numbers.

By rendering the gait parameters dimensionless, we are able to factor out the effects of growth. Any differences that exist, say between normal 5- and 12-year-olds, can be attributed to CNS maturation. Similarly, when comparing patients with normals, the differences will be primarily a function of the pathology. While Sutherland (1996), who has been a pioneer in the field of paediatric gait (Sutherland, 1978 and Sutherland et al., 1980, 1988), supports the approach of Hof (1996), he believes that it is applicable only after age 4, when CNS maturation has occurred.

### TEMPORAL-DISTANCE PARAMETERS

The two fundamental temporal-distance parameters in human gait are step length $l$ (measured in metres) and cadence or frequency $f$ (measured in steps per second). They combine to form another parameter, velocity:

$$v = lf$$  \hspace{1cm} (1)

Note that some authors (Beck et al., 1981) prefer to use stride length (which is simply two consecutive steps, left plus right) and measure cadence in steps/min. However, equation (1) is in a simple form and the units (m/s for velocity) are consistent. Furthermore, it is fairly straightforward to transform temporal-distance data between these two conventions.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Dimension</th>
<th>Dimensionless number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>$m$</td>
<td>M</td>
<td>$m' = m / m_0$</td>
</tr>
<tr>
<td>Length</td>
<td>$l$</td>
<td>L</td>
<td>$l' = l / l_0$</td>
</tr>
<tr>
<td>Time</td>
<td>$t$</td>
<td>T</td>
<td>$t' = t / \sqrt{(g / l_0)}$</td>
</tr>
<tr>
<td>Frequency</td>
<td>$f$</td>
<td>$T^{-1}$</td>
<td>$f' = f / \sqrt{(g / l_0)}$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$v$</td>
<td>$LT^{-1}$</td>
<td>$v' = v / \sqrt{(g / l_0)}$</td>
</tr>
<tr>
<td>Force</td>
<td>$F$</td>
<td>$MLT^{-2}$</td>
<td>$F' = F / m_0 g$</td>
</tr>
<tr>
<td>Moment</td>
<td>$M$</td>
<td>$ML^2T^2$</td>
<td>$M' = M / m_0 g l_0$</td>
</tr>
<tr>
<td>Angle</td>
<td>$\phi$</td>
<td>Already dimensionless</td>
<td></td>
</tr>
</tbody>
</table>

Note: $m_0 =$ body mass; $l_0 =$ leg length (distance from greater trochanter to floor); and $g =$ acceleration due to gravity (9.81 m/s$^2$).
As demonstrated by research groups based in San Diego (Sutherland et al., 1980, 1988) and in Chicago (Beck et al., 1981), step length increases steadily with age. Beck et al. (1981) suggested normalizing this parameter by dividing by the child's height and expressing as a percentage. Hof (1996) has argued that it makes more sense to divide by leg length. This is the approach that we used in our laboratory at the University of Virginia in a study of 75 normal children between 2 and 13 years of age. Figure 1a shows the actual stride lengths (in metres) expressed as a function of age, and the increase over the 10 years is quite evident. When these data are normalized by leg length, there is no difference across the age range (Figure 1b).

Figure 1. Stride length plotted as a function of age: (a) actual data in metres; (b) dimensionless data normalized according to Table 1. These data are based on a study of 75 normal children performed at the University of Virginia.
In contrast to stride length, cadence decreases with age (Figure 2a). However, when this parameter is normalized as described in Table 1, Figure 2b shows that there is again no difference across the age range (Zijlstra, Prokop and Berger, 1996).

Our data suggest that when children are asked to walk at their naturally selected speed, there is no statistical difference in their stride length and frequency when these parameters are normalized according to Hof (1996). O’Malley (1996), in re-analysing the data of Sutherland et al. (1988), has used a least squares correlation technique to normalize step length and frequency with respect to both age and height. He concluded that this statistical approach was more flexible than the simple normalization approach proposed by Beck et al. (1981) and Hof (1996), and it had the added benefit of retaining the original units. As might be expected, walking velocity will also increase with age (Figure
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**Figure 2.** Cadence plotted as a function of age: (a) actual data in steps/min; (b) dimensionless data normalized according to Table 1. These data are based on a study of 75 normal children performed at the University of Virginia.
3a), but, when normalized appropriately (Table 1 and equation 1), it too has a constant value. Note that this parameter is truly dimensionless, in contrast to some reports, which have expressed velocity in statures/s. The data in Figures 1 to 3 suggest that, as far as these temporal-distance parameters are concerned, children have established a mature gait pattern by age 2.

Sutherland et al. (1980) have argued that maturation occurs only by age 4, and their thesis is bolstered by another temporal-distance parameter, the duration of single limb stance (expressed as a percentage of the gait cycle). We have reproduced their data in Figure 4, where the steady increase in this parameter from age 1 (31%) to age 4 (36%) is clearly evident. These data are in stark contrast to our own data, also plotted in Figure 4, where the single limb stance time is approximately constant at 39%. It is unclear why there is this discrepancy, but it may be related to the fact that our method for determining the gait events
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**Figure 3.** Velocity plotted as a function of age: (a) actual data in metres/s; (b) dimensionless data normalized according to Table 1. These data are based on a study of 75 normal children performed at the University of Virginia.


ANGULAR KINEMATICS

Joint angles, particularly those in the sagittal plane for the hip, knee and ankle, are very repeatable and readily identified gait parameters. Fortunately, they are already dimensionless and so do not need to be normalized (Table 1). Sutherland et al. (1988), in their detailed analysis of over 400 children, showed that the joint kinematics were very similar for 1-, 2- and 7-year-olds, although there were some subtle differences. We also studied the three-dimensional (3D) kinematics of our 75 children and have reproduced the ensemble averages for 2-, 3- and 12-year-olds in Figure 5.

A brief examination of Figure 5 reveals that the curves for these three age groups are very similar. However, a more careful study shows that 2-year-olds have some subtle differences, whereas the 3- and 12-year-olds are virtually indistinguishable. For the hip joint angle (Figure 5a), the 2-year-olds have about 5–10° more flexion, exhibiting a slightly exaggerated anterior pelvic tilt. For the knee joint angle (Figure 5b), the 2-year-olds have more flexion at heel strike (0% and 100%), midstance (40%) and midswing (70%). The lack of extension at heel strike and midstance may be attributed to the 2-year-old child lacking some stability. The ankle joint angle (Figure 5c) shows the 2-year-olds with slightly more dorsiflexion in stance and less plantarflexion in swing. The data in Figure 5 are consistent with those of Sutherland et al. (1980, 1988), confirming...
Figure 5. Angular kinematics for 2-, 3- and 12-year-olds plotted as a function of the gait cycle: (a) hip joint; (b) knee joint; and (c) ankle joint. These are ensemble curves based on a study of 75 normal children performed at the University of Virginia
that 2-year-olds have joint angle patterns that are similar to older children. By age 3 the patterns are well established and essentially identical to those of teenagers and, indeed, adults (Ounpuu, Gage and Davis, 1991).

JOINT KINETICS

The resultant moments (or torques) at the hip, knee and ankle, also referred to as the joint kinetics, play an important causative role in human gait (Vaughan, Davis and O’Connor, 1992). Despite their importance, there have been very few reports in the archival literature on the joint moments for normal children, with the study by Ounpuu, Gage and Davis (1991) being a notable exception.

Ounpuu, Gage and Davis (1991) studied 31 normal children (19 females and 12 males) with no previous history of musculoskeletal problems and ranging in age from 5 to 14 (mean age of 9.6). They presented ensemble average data for electromyography, kinematics, joint moments and joint powers. We have digitized their data for the ankle joint moment and reproduced the curve in Figure 6. Note that Ounpuu, Gage and Davis (1991) have normalized the joint moment by dividing by body mass in kilograms.

The standard deviations in Figure 6, represented by dashed lines, suggest that there is not much variability in the ankle joint moment across the age range of 5-14 years. However, as we (Bowsher and Vaughan, 1995) and others (Ramakrishnan et al., 1987; Hof, 1996) have argued, when normalizing for body size, you should account for weight and segment length differences. Support for this

![Figure 6. Ankle moment plotted as a function of the gait cycle. The curves are based on data in Ounpuu, Gage and Davis (1991) for 31 normal children (average age 9.6 years). Note: the moments have been normalized by dividing by body mass in kilograms; the solid line is the ensemble average, while the dashed lines indicate plus and minus one standard deviation](image-url)
argument is provided in Figure 7, where the ankle moments for our 2- and 12-year-olds have been compared. In Figure 7a, the data are presented in actual units of Nm, in Figure 7b the units of Nm/kg are used (Ounpuu, Gage and Davis, 1991), while in Figure 7c we have normalized by body weight and leg length (Table 1).

In Figure 7a the difference between the 2- and 12-year-olds is quite obvious. When the ankle joint moment is normalized by body mass (Figure 7b), the difference is much less dramatic. However, a careful examination of Figures 7b and 6 reveals that our 2-year-olds have a moment pattern that is similar to the lower standard deviation of Ounpuu, Gage and Davis (1991), while the pattern of our 12-year-olds is similar to their upper standard deviation. The dimensionless ankle moment (Figure 7c) demonstrates that 2- and 12-year-olds have very similar patterns. Our dimensionless data for the hip and knee joint moments also show that infants and teenagers (and indeed adults) exhibit almost identical profiles, providing further evidence that mature gait may be established by as early as 2 years of age.

CHILDREN WITH CEREBRAL PALSY

CHARACTERIZATION IN CEREBRAL PALSY GAIT

Cerebral palsy (CP) is a broad diagnostic category, the common underlying abnormality being an injury to the CNS within the first 2 years of life. While the precise neurophysiological causes are not known, in two-thirds of cases prematurity, anoxia, or other perinatal complications are related factors (Torfs, van der Berg and Oechsli, 1990). Although many patients may have associated cognitive or sensory deficits, the hallmark of this disorder is motor dysfunction. The vast majority of patients exhibit spasticity, which is a sign of pyramidal involvement, while a small percentage exhibit athetosis, ataxia or dystonia, which are extrapyramidal signs. The anatomical classification is based on body regions affected, such as hemiplegia, where the upper and lower extremity on one side of the body are involved, quadriplegia, where all four extremities are affected, and diplegia, where both lower extremities are involved with minimal if any deficits in the upper extremities.

Disorders of balance, tone and selective muscle control all contribute to the motor deficits seen in this population (Gage, 1991). However, virtually all children with diplegia and hemiplegia, and a small proportion of those with quadriplegia, will eventually walk with some difficulty (Molnar, 1991). The ability to walk is a primary concern for parents of a child with CP in early childhood (Bleck, 1990). Consequently, the majority of interventions provided to these children are designed to facilitate, improve or maintain this skill. Although other disabilities may take precedence in adulthood (Bleck, 1984), physical
Figure 7. Ankle moment plotted as a function of the gait cycle for 2- and 12-year-olds: (a) actual data in Nm; (b) data normalized by dividing by body mass in kilograms; and (c) dimensionless data normalized according to Table 1. These are ensemble curves based on a study of 75 normal children performed at the University of Virginia.
limitations are still a major concern for these individuals, and the desire to maintain ambulation persists (Harris, Abel and Damiano, 1997).

When evaluating the gait of a child or an adult with CP, normal gait parameters are used as the standard for comparison, and therapeutic interventions are often designed to minimize the differences between normal and CP gait. However, the primary goal should not be to create a gait pattern that appears normal but rather to improve function. Persons with CP typically walk slower (Norlin and Odenrick, 1986; Abel and Damiano, 1996) and with a greater energy cost (Rose et al., 1989; Harris, Abel and Damiano, 1997), than an age- and size-matched comparison group. They also tend to be less stable, spending proportionately greater time in single or double limb stance (Abel and Damiano, 1996). Not only are children with CP generally slower, but they also have a diminished capacity to increase their walking velocity compared to their peers and, as illustrated in Figure 8, they tend to rely on an increase in cadence to produce a greater speed (Abel and Damiano, 1996). An additional finding is that in contrast to paediatric normative values, velocity appears to decrease with age in CP (Norlin and Odenrick, 1986) in the absence of surgical intervention (Johnson, Abel and Damiano, 1997), suggesting a deterioration in gait function over time.

The functional limitations that occur in CP are the result of more specific kinematic, kinetic and EMG abnormalities that may vary considerably across patients, even those within the same diagnostic category. A major dilemma for clinicians and researchers who assess outcomes of treatments for CP has been
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**Figure 8.** Histogram comparing the strategy by which normal children and those with spastic diplegia increase their walking velocity (Abel and Damiano, 1996). The data have been normalized according to the method described in Table 1
the wide heterogeneity of patients carrying the diagnosis, and the differential responses to interventions in this population. Gait analysis has been shown to be very useful in providing a quantitative and comprehensive way to document this diversity (Damiano and Abel, 1996) and to categorize these individuals based on their ambulatory patterns (Winters, Gage and Hicks, 1987; O'Malley, Abel and Damiano, 1995). This information could ideally be used to examine the effects of interventions within and across more homogeneous patient subgroups.

Nearly all children with spastic diplegia have deficits at the foot and ankle and, as severity increases, the ability to exert control at the knee and hip joint is compromised. These patients typically demonstrate a toe-strike pattern with ankle equinus, a stiff, crouched position at the knees with limited stance-phase extension and reduced swing-phase flexion; there is also exaggerated flexion, adduction and internal rotation at the hips. In the involved lower extremities of children with hemiplegia, distal muscles are also primarily affected, with proximal involvement seen as severity increases. These children tend to have a slight reduction in velocity, with reduced step length and stance time on the affected side. Patterns of motion include the lack of heel-strike with frequent equinovarus deformities, slight knee crouch during stance, a tendency for the hip to be positioned in more flexion and adduction (as compared to the opposite extremity), with elevation and retraction of the hemi-pelvis on the hemiplegic side.

Although some advances have been made in understanding the pathophysiology of CP, as well as identification and prevention of some of the predisposing factors, no ‘cure’ exists for the primary brain lesion. All currently available therapeutic interventions therefore aim to alleviate the peripheral manifestations of this CNS disorder, and at best serve only to modify the course of this chronic disease. The most common treatments for ambulatory persons with CP include: physiotherapy; the application of orthoses; spasticity-reducing medications; neurosurgery, selective dorsal rhizotomy; and orthopaedic surgery. The advent and increasing utilization of gait analysis technology has altered clinical practice for those with access to these facilities, and has led to a dramatic increase in published research reports on the motor dysfunction seen in ambulatory CP. Gait analysis offers additional insights into the complex, 3D walking disorders in CP that are undetectable with mere visual observation (Sutherland, 1989). It is an evaluative rather than a diagnostic tool which is used in combination with other clinical measures to monitor progress over time, to help plan interventions, and to assess the outcomes of those interventions (Abel, 1995).

EFFECTIVENESS OF PHYSIOTHERAPY IN IMPROVING GAIT FUNCTION IN CEREBRAL PALSY

With rare exceptions, virtually all children diagnosed with CP receive physiotherapy services. Despite its prevalence, studies examining the efficacy of traditional therapy approaches have failed to demonstrate consistent beneficial
effects (Campbell, 1990). Surprisingly few studies utilizing gait analysis as an outcome measure for assessing physical therapy interventions in CP have been published. Motion analysis methodology has been used to assess the effectiveness of physiotherapy treatments such as inhibitory casting (Bertoti, 1986; Hinderer et al., 1988) and neurodevelopmental therapy (NDT) and ankle-foot orthoses (Embrey, Yates and Mott, 1990). In a novel experimental design, the change in the qualitative performance of a reaching task due to an NDT programme was evaluated with this technology, by quantifying the directness of the movement and the pattern of acceleration before and after the intervention (Kluzik, Fetters and Coryell, 1990). Gait analysis was also instrumental in documenting the positive effects of posterior walkers as compared to anterior ones (Logan, Byers-Hinkley and Ciccone, 1990). The posterior design encouraged a more upright posture, which also led to improvement in joint alignment and excursion in gait.

The disappointing functional outcomes from traditional therapy approaches in CP have spurred the profession to explore alternative clinical strategies. One approach to treating motor deficits in CP that is gaining popularity is transcutaneous electrical stimulation (Pape et al., 1993). The theoretical basis underlying this treatment strategy is to apply a low-intensity stimulation to a non-spastic antagonist over a prolonged period of time in an attempt to reduce spasticity and thereby enhance motor function. While preliminary reports document positive motor outcomes, including a measurable improvement in walking ability, using standard developmental scales, published articles documenting the precise effects on gait function have not yet been forthcoming.

Another approach that was virtually ignored during the predominance of NDT, but is now experiencing a resurgence, is the use of muscle strengthening. Although weakness is recognized clinically in spastic CP (Guiliani, 1991), strength training has not been a standard practice in the physiotherapy treatment approach with these children. No evidence exists to support the current clinical prejudice against the use of resistance exercise in persons with CNS involvement; in fact, research findings are accumulating to the contrary. Not only are children with CP weak (Damiano, Kelly and Vaughan, 1995), but the degree of weakness has been shown to be directly related to motor function (Damiano, Vaughan and Abel, 1995; Kramer and MacPhail, 1994). The underlying pathology does not appear to inhibit the ability of these children to increase strength (Damiano, Kelly and Vaughan, 1995), although it is still unknown how increased peripheral strength affects force production during motor tasks. Positive outcomes from strengthening in CP include increased rate of torque production (McCubbin and Shasby, 1985), improved range of motion (Horvat, 1987) and positive gait changes such as increased energy efficiency (MacPhail and Kramer, 1995), decreased crouch and increased stride length (Damiano, Vaughan and Abel, 1995). Further impetus for the use of strengthening is that it is an additive approach to motor dysfunction, in contrast to orthopaedic surgery procedures,
which improve joint excursion by reducing strength, an approach that could prove problematic in children who are already weak.

The CNS damage in spastic diplegia produces a common gait pattern characterized by excessive knee flexion in stance phase. With time, and often despite treatment, the crouched posture may result in permanent contracture of the hamstring muscles. This is manifested by an inability to extend the knee completely. The hypothesis guiding this research was that muscle imbalance at the knee was in part responsible for crouch gait, and quadriceps strengthening would alleviate the crouch by enabling the quadriceps to extend the knee. Results were anticipated to be similar to those found after surgery to lengthen the hamstring tendons, which address the muscle imbalance by decreasing strength. We therefore initiated a project to examine the degree of weakness in the muscles surrounding the knee and to determine the effect of quadriceps strengthening on both isometric force production and gait function (Damiano, Kelly and Vaughan, 1995; Damiano, Vaughan and Abel, 1995).

First, quadriceps and hamstring strength was measured, and expressed as percentage maximum muscle contraction, in 14 children with spastic diplegia and 25 normal children. All values were normalized by body weight to allow for comparisons across subjects. Then, the children with diplegia were entered into a 6-week quadriceps-strengthening programme. None of the children who participated in the programme had a static knee flexion contracture. These studies revealed that both the hamstrings and quadriceps muscles in the children with diplegia were weaker than in normal subjects. Furthermore, significant increases in muscle strength, with reduction in crouch gait, were found as a result of the strength-training programme. Increased stride length was an additional positive change found after the 6-week training programme (Table 2). Specifically, these children showed greater knee extension in terminal swing, which elongated their stride and pre-positioned the knee in more extension prior to initial contact. No improvement in knee extension was noted in mid stance, which can be explained

| Table 2. Kinematic gait parameters at freely selected and fastest speeds for 14 children who participated in a strength-training programme compared to normative data for a 9-year-old child |
|-----------------|-----------------|-----------------|-----------------|
|                 | Before          | After           | Normal          |
|                 | Free | Fast       | Free | Fast       | (9 year) Free |
| Velocity (m/s)  | 0.76 | 1.20       | 0.82 | 1.30       | 1.23          |
| Stride length (m)| 0.74 | 0.83       | 0.84 | 0.97       | 1.14          |
| Cadence (steps/min)| 119 | 173       | 120 | 162       | 128           |
| Knee flexion at IC| 32.0 | 33.9     | 26.6 | 30.2      | 3.0           |
| Knee flexion in MS| 12.7 | 14.4     | 10.7 | 12.2      | 0.0           |

IC = initial contact; MS = mid stance. Knee flexion in degrees.

Bold type indicates significant differences between conditions (p < 0.05).
by the fact that knee motion at this point in the cycle is controlled primarily by the plantarflexion–knee extension force couple (Gage, 1991).

While this study clearly demonstrated that strengthening is a viable treatment option in CP (Damiano, Kelly and Vaughan, 1995; Damiano, Vaughan and Abel, 1995), it only addressed one aspect of the motor dysfunction seen in this population. A comprehensive rehabilitation programme must consider the other components of the motor impairment in CP as well, such as the primary symptoms of spasticity and centrally mediated muscle imbalance, and the secondary peripheral effects, which may include limitations in passive range of motion and bony deformities. Furthermore, while gait analysis technology appears to be an ideal, objective tool for evaluating gross motor function in ambulatory individuals, it remains underutilized by the physiotherapy profession for documentation of the functional effects of therapeutic approaches in CP.

EFFECTIVENESS OF ORTHOSES IN MANAGING GAIT DISORDERS IN CEREBRAL PALSY

Approximately 70% of the children diagnosed with CP will eventually become ambulatory, and nearly all of them will receive one, and more likely several, ankle–foot orthoses (AFOs) during their lifespan. The current standard of practice is to use orthoses as a first-line treatment for those without significant ankle joint contractures, to improve ankle–foot patterns during walking. The major goals of orthotic intervention, regardless of pathology, are: (1) to prevent deformity; (2) to support normal joint alignment and mechanics; (3) to provide variable ranges of motion; and (4) to facilitate function (Knutson and Clark, 1991). Although an orthosis may only have a direct effect on foot and ankle joint alignment, this distal control is believed to exert a positive effect on more proximal joints as well (Condie and Meadows, 1993).

Metal bracing had been employed in some patients with CP for several decades, but the use of AFOs as we know them today did not really become prevalent in this population until the 1970s. Their rapid proliferation was spurred on by the clinical popularity of inhibitory casts in the treatment of tone and alignment abnormalities in CP, and the development of mouldable plastics for in-shoe correction of dynamic deformities. This technology has improved considerably with the development of stronger, lighter and more flexible orthoses. New designs such as hinged and supramalleolar orthoses have emerged, along with the incorporation of more sophisticated design features, as exemplified in the more recent introduction of the ‘dynamic’ AFOs. However, scientific evidence for the effectiveness of orthoses for improving motor function in CP, or the relative efficacy of different designs, has not kept pace with technology.

The effects of AFOs on walking function have been studied by using both simple and more sophisticated gait analysis techniques. Using video technology alone, Powell, Silva and Grindeland (1989) showed no significant effect of AFOs
on cadence, velocity or stride length. Thomas, Mazur and Wright (1989) used
kinematic and EMG information to evaluate 17 children with CP walking
barefoot and in AFOs. They demonstrated an improvement in ankle motion for
all children, and also an increase in the hip and knee motions for at least 80% of
the patients. Perhaps their most interesting finding was a significant reduction in
co-contraction of some muscle groups, and more phasic patterns in the tibialis
anterior, gastrocnemius, vastus lateralis and medial hamstrings. They therefore
speculated that these changes in muscle function decreased the energy consump-
tion required for walking, a conclusion also reached by Mossberg, Linton and

Condie and Meadows (1993) compared the dynamics of normal paediatric gait
with that of children who have spastic diplegia with and without AFOs. They
demonstrated that the use of an appropriate AFO in CP reduced the high impact
forces seen in early stance with CP, while the vertical reaction forces in late
stance were increased, suggesting an improved ability to support body weight
and to generate push-off.

In our laboratory, we performed a study to quantify the effects of fixed AFOs
on equinus gait and crouch gait in diplegic CP (Abel et al., 1997). A cohort of 35
subjects with spastic diplegia was evaluated to assess the effectiveness of AFOs
in controlling crouch gait (n = 17) and equinus gait (n = 18). Subjects were
tested barefoot and in the orthoses on the same day. Our primary hypothesis was
that elimination of abnormal foot contact pattern would produce more normal
joint moments, enhance stability and increase stride length and velocity. Physical
examination and computerized 3D motion analysis were used to determine
bracing indications and effect of bracing on gait. The equinus group was
characterized by equinus at foot strike and mid stance with an increased plantar-
flexion moment in early stance and a typically reduced moment in late stance.
The crouch group demonstrated increased excessive knee flexion and an
exaggerated knee extensor moment in midstance which were associated with
planovalgus foot deformities.

For the patient group as a whole, a significant increase in velocity and stride
length was seen using the AFOs compared with bare feet (p < 0.003). This
increase was accomplished by an increase in single limb stance time and
increased excursion at the pelvis, hip and knee while ankle excursion was
decreased (Table 3). The effect of bracing on velocity and stride length was
similar for both indications (equinus and crouch). In conclusion, compared with
barefoot walking, AFOs provided better stability, improved joint alignment and
thus increased walking velocity for both dynamic equinus and crouch gait
patterns.

A second project examined the biomechanical effects of bilateral rigid AFOs
compared to dynamic supramalleolar orthoses (SMOs) in 11 children with
spastic diplegia, ranging from 4 to 11 years of age. A four-camera system was
used to obtain 3D kinematic data, while two force plates provided ground
reaction force data. An inverse dynamics approach, combining anthropometric, kinematic and force plate data, was employed to calculate joint moments and powers (Vaughan, 1996). Each child was studied in both orthoses, with order of use randomly assigned, and in shoes alone. In summary, on the positive side, the AFOs functioned successfully by limiting the range of motion at the ankle, positioning the foot appropriately prior to initial foot contact, absorbing less power following initial foot contact, and generating a larger ankle moment during push-off. From a negative point of view, the AFOs did not decrease the undesirable plantarflexion moment peak at 20% of the cycle, and their use led to a reduction in the ankle power generated during push-off (Vaughan, 1996). In contrast to the AFOs, which altered the ankle joint mechanics quite noticeably, the SMOs appeared to have elicited almost no changes at all (cf. Figure 9). This is an important finding, since SMOs are widely prescribed and, because of their cosmetic appeal, are well tolerated by patients and their families (Carlson et al., 1995).

While research evidence suggests that orthoses are beneficial for ankle-foot deformities in CP, not all patients benefit to the same degree; some may show equivocal results, and still others may be hampered by their use. We need to be able to predict the patient and orthotic factors that determine success prior to prescription, and also to verify improvement for an individual patient once prescribed. One limitation of a standard gait assessment is that the foot is assumed to be a rigid segment, and all motion occurring within the foot is therefore recorded as ankle motion. Dynamic plantar pressure distribution measurement systems provide a more accurate and precise evaluation of ankle-foot deformities and the biomechanical effects of an orthosis. The clinical importance

---

### Table 3. Comparison of mean values for temporal-distance and kinematic gait parameters in bare feet and AFOs for 35 children with CP (Abel et al., 1997)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Barefoot</th>
<th>AFO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity (m/s)</td>
<td>0.72</td>
<td>0.82</td>
</tr>
<tr>
<td>Stride length (m)</td>
<td>0.69</td>
<td>0.79</td>
</tr>
<tr>
<td>Cadence (steps/min)</td>
<td>123.5</td>
<td>121.2</td>
</tr>
<tr>
<td>Single stance (%)</td>
<td>32.2</td>
<td>35.0</td>
</tr>
<tr>
<td>Double stance (%)</td>
<td>33.9</td>
<td>30.0</td>
</tr>
<tr>
<td>Stance (%)</td>
<td>67.0</td>
<td>65.0</td>
</tr>
<tr>
<td>Pelvic excursion (degrees)</td>
<td>7.1</td>
<td>8.1</td>
</tr>
<tr>
<td>Hip excursion (degrees)</td>
<td>40.8</td>
<td>45.2</td>
</tr>
<tr>
<td>Knee excursion (degrees)</td>
<td>36.8</td>
<td>42.0</td>
</tr>
<tr>
<td>Ankle excursion (degrees)</td>
<td>25.8</td>
<td>13.7</td>
</tr>
<tr>
<td>Ankle position at contact (degrees)</td>
<td>1.26</td>
<td>6.91</td>
</tr>
<tr>
<td>Ankle maximum (degrees)</td>
<td>14.3</td>
<td>15.7</td>
</tr>
<tr>
<td>Ankle minimum (degrees)</td>
<td>-9.1</td>
<td>2.6</td>
</tr>
</tbody>
</table>

**Bold type** indicates significant differences between conditions ($p < 0.05$).
Figure 9. Ensemble averages, based on 11 children with spastic diplegia, for (a) sagittal plane ankle angle; and (b) sagittal plane ankle moment normalized according to Table 1. The three conditions illustrated are: AFOs; SMOs; and baseline, where the same shoes, but no orthoses, were worn (Vaughan, 1996)
of analysing specific areas of pressure under the plantar surface of the foot has been well documented in diabetes (Cavanagh and Ulbrecht, 1994), and in many surgical reconstructive and revascularization procedures for the foot and ankle (Cooper and Dietz, 1995; Widhe and Bergren, 1994). Surprisingly, this technology has not been applied extensively to the CP population, where virtually all individuals have distal motor involvement that leads frequently to ankle and foot deformities.

GAIT CHANGES AFTER PHARMACOLOGICAL AND NEUROSURGICAL REDUCTION OF SPASTICITY

Pharmacological interventions directly aimed at reducing spasticity in ambulatory patients with CP are not widespread and, with the exception of intrathecal baclofen, have been shown to be minimally effective at best (Park and Owen, 1992). Botulinum-toxin A (Botox), injected intramuscularly, has been used in patients with CP and, while its most direct effect is the production of muscle weakness, it has also been shown to be capable of reducing spasticity (Koman et al., 1993). Reports have also documented gait improvements as a result of injections into the gastrocnemius and hamstring muscle groups in children with spastic CP (Koman et al., 1993; Cosgrove, Corry and Graham, 1994). However, Botox has a short-lived positive effect (3–6 months) and may therefore only be a temporary solution for these patients.

For children who are ambulatory or pre-ambulatory, selective dorsal rhizotomy is a neurosurgical procedure that offers a permanent reduction in spasticity with the primary objective of facilitating or improving gait function. Ideal candidates are those who are limited in their functional mobility by spasticity, yet have sufficient underlying muscle strength and voluntary control. Other good prognostic indicators of success from rhizotomy include: diagnosis of spastic diplegia secondary to prematurity; intelligence within or close to the normal range; a highly motivated patient and family; and no evidence of extrapyramidal signs (Oppenheim, Staudt and Peacock, 1991). This procedure is typically performed on children less than 12 years of age, although it has also been performed in adolescence and adulthood, with one report documenting positive functional outcomes in 77% of the patients studied (Peter and Arens, 1994).

Virtually all patients show an immediate reduction in spasticity postoperatively, as typically measured with the modified Ashworth Scale (Bohannon and Smith, 1987). Interestingly, improvement in muscle tone and function in parts of the body not directly affected by the surgery have been reported, with an improvement in sitting balance being especially evident (Lazareff, Mata-Acosta and Garcia Mendez, 1990). Several gait analysis studies (Cahan et al., 1989; Boscarino et al., 1993; Thomas et al., 1996; Vaughan et al., 1988; Vaughan, Berman and Peacock, 1991) have shown consistent improvements in free walking velocity, stride length, and hip and knee excursion, with a reduction in
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cadence. Our long-term results have only recently become available (Subramanian et al., 1997) and suggest that motor function continues to improve in these patients with age (cf. Figure 10). However, many of those studied continued to receive other interventions such as physiotherapy and orthopaedic surgery after the rhizotomy surgery.

In summary, rhizotomy effectively alleviates spasticity, which is one of the dominant negative symptoms in patients with CP. It does not create, but rather

![Graph showing knee range of motion and hip mid-range value over time.](image)

**Figure 10.** Gait analysis data: (a) knee range of motion; and (b) hip mid-range value for a long-term study of 11 children with CP who underwent selective posterior rhizotomy surgery (Vaughan et al., 1988; Vaughan, Berman and Peacock, 1991; Subramanian et al., 1997)
unmasks, weakness (Guiliani, 1991). While it has been shown to improve both active and passive range of motion in the lower extremities, orthopaedic surgery is still often required to address residual or recurrent static and dynamic contractures or correct bony deformities as well to maximize outcomes. Additionally, an intensive physiotherapy programme focusing on muscle strengthening postoperatively has been shown to enhance the functional results of this surgery and may be responsible for some of the positive outcomes seen (McLaughlin et al., 1994).

EFFECT OF ORTHOPAEDIC SURGERY ON GAIT IN CEREBRAL PALSY

Traditionally, orthopaedic procedures in the form of tendon lengthening or bone realignment have played a central role in the treatment of deformity caused by CP (Bleck, 1987a; Park and Owen, 1992). The strong belief that surgery is beneficial underlies the fact that most children with CP in the USA and elsewhere undergo some form of orthopaedic surgery during childhood. Indications for orthopaedic surgery in spastic CP include dynamic or static joint contractures which interfere with ambulation or lead to joint malalignment. The overall goal of these interventions is to improve mobility and functional independence. Surgery is invasive and involves a permanent change in the structure of muscles and/or bones, and is recommended only when the deformity is not amenable to treatment by more conservative means such as physiotherapy or bracing (Hoffer et al., 1988; Bleck, 1987a,b).

Three-dimensional gait laboratories have been acknowledged as important tools for assessment of neuromuscular disorders (Skrotsky, 1983; DeLuca, 1991; Sutherland, 1989) and we have shown that gait performance is representative of generalized gross motor function in CP (Damiano and Abel, 1996). Gait analysis provides data which are used to differentiate primary gait deviations from compensatory patterns of motion to aid in surgical decision-making. The postoperative outcome can also be quantified with this technology (Gage et al., 1984; Sutherland, 1989; Thometz, Simon and Rosenthal, 1989; Lee, Goh and Bose, 1992; Rose et al., 1993; Etnyre et al., 1993). Gage et al. (1984) used quantitative gait analysis to evaluate the outcome of multiple orthopaedic surgeries performed at one sitting in 20 patients. By summation of various gait parameters, they concluded that 13 patients were improved, six were unchanged and one was worse. The patients who remained unchanged postoperatively showed less severe involvement than the improved group, although no description of preoperative motor involvement was provided.

In a similar study, we have prospectively analysed 25 consecutive children with spastic diplegia undergoing multiple muscle–tendon lengthening to improve walking. All patients were assessed in our motion analysis laboratory preoperatively and at 3, 6 and 9 months postoperatively in order to monitor
recovery and to minimize the confounding effect of improvements in gait due solely to limb growth. In addition, the gross motor function measure (GMFM) and a comprehensive physical examination consisting of lower extremity passive range of motion were performed. The GMFM is a validated evaluation tool measuring a variety of gross motor skills ranging from lying to running and jumping (Russell et al., 1991). We hypothesized that the improved alignment and joint excursion following surgery should be reflected by increased walking speed and stride length. Furthermore, if the weakening effect of muscle–tendon lengthening were detrimental, a deterioration of gait variables and other motor skills would be expected.

The mean number of muscle–tendon units treated on the 25 subjects was 7.0 (range 2–13) or 3.5 units per limb. As predicted, passive range of motion improved at the joints directly affected by the surgical procedure. In examining the functional outcomes (Table 4), we found significant increases in walking velocity and stride length at 9 months postoperatively, with no change in cadence. This suggests that the gait was not only faster, but more efficient postoperatively. The increased stride length resulted from different combinations of increased pelvic, hip and knee motion across subjects, and the knee position was more extended during stance, indicating better joint alignment and a more upright posture. Improvements at the individual joints were more apparent when the patients were subgrouped by procedures. For example, in the subjects who underwent gastrocnemius lengthenings, ankle motion shifted to a more normal range, with a marked reduction in the equinus positioning of the ankle that was evident preoperatively. Finally, significant improvements in the standing and walking domains of the GMFM were seen.

In conclusion, the data on surgical treatment to improve ambulation in CP indicate that the technical outcome in terms of greater passive joint range of motion is quite predictably achieved (> 90%). When examining active motion or positive functional changes in gait, it is apparent that, while most patients do

| Table 4. Comparison of preoperative and postoperative gait and gross motor function measure results for 25 patients who underwent orthopaedic surgery at the University of Virginia |
|-----------------|-----------------|-----------------|-----------------|
|                 | Preop.          | 9 Month postop. | ANOVA p-value   |
| Velocity (m/s) | 0.69            | 0.80            | 0.017           |
| Cadence (steps/min) | 123 | 125            | 0.735           |
| Stride length (m) | 0.66 | 0.75          | 0.001           |
| Double support time (%) | 33.2 | 32.3 | 0.992 |
| Stance time (%) | 66.4            | 66.7            | 0.809           |
| GMFM 5 | 46.87 | 49.62 | 0.042 |
| GMFM total | 79.41 | 80.81 | 0.037 |

Bold type indicates significant difference at p < 0.05.
seem to improve in these measures, some clearly do not change, and a few may even be worse as a consequence of the weakness imposed by surgery (Figure 11). Gait analysis provides a more detailed biomechanical assessment of motion, but surgical recommendations are still dependent on the clinical skill, judgement and biases of the surgeons who utilize these data in decision-making. The resultant recommendations may span the range from no surgery, to an operation at a single joint, to simultaneous bony and soft-tissue procedures at multiple joints. Gage (1991, 1994) contends that gait analysis is essential in the orthopaedic treatment of a child with CP, and its use has led to the development of new procedures as well as the elimination of less effective and even injurious ones. Furthermore, the gait record is far more objective than passive range of motion measurements and can be used to reappraise decisions (Abel, 1995). DeLuca (1991) and others (Lee, Goh and Bose, 1992) found that the additional information provided by gait analysis has led to the performance of more effective and perhaps fewer orthopaedic procedures.
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Abstract
The relevant biomechanics of sprinting were studied and a mathematical model was developed. This model, based on the external forces acting on the sprinter (ground reaction propelling him and air resistance impeding him), describes the runner's horizontal velocity. A new device was constructed to record the runner's velocity continuously. There is good agreement between theory and experimental data, and the model is applicable to any class of sprinter.

Introduction
This paper arises from a comprehensive study in which the biomechanical principles of sprinting were considered. It was assumed that only two external forces act on the sprinter in the horizontal direction; these were the horizontal component of the ground reaction driving him forward, and air resistance retarding him. Various mathematical models were developed to describe these forces, and the models applied in Newton's second law of motion to formulate a first order non-linear differential equation.

A device was designed and constructed to produce continuous records of the athlete's velocity in order to estimate certain parameters critical to the models. Four top sprinters from Rhodes University were used for the study; they were instructed to sprint at maximum effort for at least sixty metres while their velocities were recorded.

The data were analysed, the parameters evaluated and each model was completely specified. Various numerical techniques were used to solve the differential equations, and predicted velocity was compared with experimental results. The optimum theoretical model was subsequently chosen on the basis of these comparisons.

Relevant Biomechanics
For this study it is assumed that the sprinter exerts a maximum effort from the time the gun is fired; he subsequently achieves a certain maximum velocity and maintains this for the period of interest. It is further assumed that the sprinter's rotation about his longitudinal and medial axes can be ignored; however, appreciable rotation about his transverse axis does occur and the significance of this will be discussed below. The athlete is thus treated as moving in the two-dimensional sagittal plane.

There are only three significant external forces acting on the runner. These are the reaction of the ground $R_G$, the athlete's weight $W$, and air resistance or drag $D$. The reaction $R_G$ may be resolved into two components, horizontal and vertical. Neither $W$ nor the vertical component of $R_G$ are considered for the model since their imbalance merely causes the upward or downward acceleration of the athlete's centre of mass. Since the aim of sprinting is to cover a certain horiz-
ontal distance in the shortest possible time, it is reasonable to analyse only those forces acting in the horizontal direction.

It is the horizontal component of $R_G$ that drives the athlete forward. When the gun is fired, this component of $R_G$ assumes its maximum value. The sprinter uses a set of starting blocks and leans well forward; he thus finds it easier to push backwards with full force and so derive a greater propulsive reaction. In addition, the athlete spends more time in contact with the ground at the start of the race (Hopper, 1973) and is therefore able to exert a greater impulse. As the athlete accelerates, he assumes a more upright position of the trunk (Dowel et al., 1975; Hay, 1973), and $R_G$ decreases until it reaches a minimum value when maximum velocity is achieved.

The above argument is strengthened from a different point of view by certain work physiologists (Fenn, 1930), who have shown that the faster the limbs are made to move, the smaller is the drive they are able to deliver to their surroundings, in this case the ground; the horizontal component of $R_G$ must therefore decrease as velocity increases.

The resistance of the air $D$ not only causes the athlete to do work which restricts his speed, but it can also impair his running position, resulting in a more upright trunk. The magnitude of $D$ depends on various factors (Hay, 1973). It is widely accepted (Dyson, 1973; Hoerner, 1959; Hopper, 1973), that the force due to air resistance varies as the square of the velocity, provided the medium is sufficiently disturbed.

Various Mathematical Models

Based on the preceding discussion, the application of Newton II for the athlete's acceleration yields

$$\frac{dv}{dt} = F_p - F_r, \quad (1)$$

where $dv/dt$ is the rate of change of velocity with respect to time (i.e. acceleration), $F_p$ the propulsive force per unit mass and $F_r$ the resistive force per unit mass. The next step is to decide what forms $F_p$ and $F_r$ should take. Previous researchers (Furusawa et al., 1927; Henry & Trafton, 1951; Keller, 1973, 1974) chose $F_p$ to be constant and $F_r$ directly proportional to the athlete's velocity. Although these assumptions gave very satisfactory results for the athlete's velocity, reference to the previous section indicates that the above models are not based on sound physical reasoning.

In the light of certain research and theories on the initial driving force of an athlete (Blader, 1968; Henry, 1952; Hopper, 1973) and based on the conclusions of the biomechanical analysis, the following forms for $F_p$ were chosen: linear $F_p = A_1 - B_1v$; parabolic $F_p = A_2 - B_2v^2$; square root $F_p = A_3 - B_3v^{1/2}$; hyperbolic $F_p = A_4/(B_4 + v)$ and exponential $F_p = A_5e^{-B_5v}$. In each of these models $F_p$ starts off at some maximum value and decreases as $v$ increases. Reaction time is disregarded since it constitutes a small fraction (0.2 s) of the race time. Since the driving force must be of a discontinuous nature in practice (the sprinter is airborne for certain discrete periods of time), the models chosen for $F_p$ are therefore approximations. However, the parameters $A_i$ and $B_i$ allow for adjustments so that the average horizontal driving force is modelled.

Since air resistance is directly proportional to the velocity squared, the model for $F_r$ is simply

$$F_r = Cy^2, \quad (2)$$

where $C$ has units m. The actual air resistance is obtained by multiplying equation 2 by the runner's mass $M$. It is widely accepted (Di Prampero et al., 1976; Hoerner, 1959; Whitt & Wilson, 1974) that air resistance can be calculated from the equation

$$D = \frac{1}{2}C_D \int A_p v^2, \quad (3)$$
where \( C_n \) is the (dimensionless) drag coefficient, \( f \) the density of the air, \( A_p \) the projected or cross-sectional area of the runner and \( v \) his velocity. A combination of equations (2) and (3) gives an expression for \( C \):

\[
C = \frac{C_D f A_p}{2M}. \tag{4}
\]

Since values for the unknowns on the right hand side of equation (4) can be readily obtained, it is possible to calculate \( C \).

Two further pieces of information are required to determine the values of the parameters \( A_i \) and \( B_i \). When the athlete reaches his normal terminal or maximum velocity (which can be measured) his acceleration \( dv/dt \) is necessarily zero. Substitution of the maximum velocity into equation (1) will yield a relationship between \( A_i \) and \( B_i \). The separate values can then be determined by measuring the athlete's initial acceleration at the start of the race (velocity is then zero) and again substituting into equation (1).

Continuous velocity time device

In order to determine the parameters discussed in the previous section, it was necessary to construct devices to record the sprinter's velocity from start to attainment of maximum velocity.

Previous methods (Furusawa et al., 1927; Henry, 1951; Ikai, 1968; Jackson & Cooper, 1969), while yielding satisfactory results, did not give a continuous record of the athlete's velocity over the initial acceleration phase. Recent technological developments have permitted the construction of an apparatus that will record the athlete's velocity continuously. The method used had the advantage of not interfering with the runner's performance.

An interesting application of micro-wave technology is the 'radar' device used for measuring a motor vehicle's speed. The present device was built along similar lines using standard laboratory equipment. The principle on which the apparatus is based, is the Doppler shifted frequency of the micro-wave beam reflected from the moving runner. The runner's velocity is given by

\[
v = \frac{c \sqrt{f}}{2f_t} \tag{5}
\]

where \( c \) is the velocity of propagation of the waves (3x10 m/s), \( \Delta f \) is the so-called Doppler frequency, and \( f_t \) is the transmitted frequency (Manchester, 1965).

Some work has already been done on the design of micro-wave devices (Manchester, 1965) and the present apparatus was developed with consideration being given to the problems peculiar to the determination of an athlete's velocity. The final layout chosen is illustrated in Figure 1.

**Figure 1**
The micro-wave device

A metal-walled rectangular wave-guide was used; it consisted of a number of inter-changeable sections which could be screwed firmly together. The whole unit was mounted onto a wooden baseboard so that the apparatus was portable.
With a steady voltage and current outflow from the power supply, the Gunn oscillator transmitted a constant frequency microwave of 9.0 GHz for a maximum power of 70 mW. The cross-guide coupler sampled 1% of the output power and sent it through the frequency meter to the mixer. The rest (99%) of Gunn output power passed out through the transmitting horn. The frequency meter was used to determine the exact value of the transmitted frequency. The mixer, consisting essentially of two diodes, resolved the difference between the frequencies of transmitted and reflected waves, this being the Doppler frequency $\Delta f$. It was found preferable to use a large parabolic dish for the receiving horn since the reflected waves from a moving athlete were 'scattered'.

In the next stage it was necessary to amplify the reflected power since this decreased as the distance of the target from the horns increased. The recording device employed was a Hewlett-Packard X-Y plotter which required a frequency-voltage converting circuit. Thus the Doppler frequency $\Delta f$, directly proportional to the runner's velocity by equation 5, was converted to a voltage which was in turn used to drive the plotter's pen. The recorder was calibrated by means of a frequency generator so that the athlete's velocity could be determined. The scanning speed of the pen was 10 cm/s which gave an ideal spread over the first few critical seconds of the acceleration phase.

### Results and analysis

Four of Rhodes University's best sprinters were recruited for the purpose of testing the device and gathering data to estimate the parameters $A_i$ and $B_i$ of the theoretical models. A level grass track was used during the off-season.

Details of each athlete are given in Table I while the data collected are contained in Table II. The initial acceleration was determined by averaging the initial slope of ten velocity-time recordings for each athlete.

A further device, which has been used extensively before (Ikai, 1968; Jackson & Cooper, 1969), was constructed: light beams were concentrated on photo-cells at a series

<table>
<thead>
<tr>
<th>Athlete</th>
<th>Age (years)</th>
<th>Height (m)</th>
<th>Mass (kg)</th>
<th>Best 100m (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>19</td>
<td>1.79</td>
<td>84</td>
<td>11.1</td>
</tr>
<tr>
<td>NH</td>
<td>26</td>
<td>1.83</td>
<td>81</td>
<td>10.3</td>
</tr>
<tr>
<td>PL</td>
<td>22</td>
<td>1.80</td>
<td>72</td>
<td>10.5</td>
</tr>
<tr>
<td>CV</td>
<td>22</td>
<td>1.81</td>
<td>74</td>
<td>10.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Athlete</th>
<th>Initial Acceleration ($m/s^2$)</th>
<th>Time at 27.5m (s)</th>
<th>Velocity at 27.5m ($m/s$)</th>
<th>Maximum velocity ($m/s$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>10.50</td>
<td>3.82</td>
<td>9.50</td>
<td>9.94</td>
</tr>
<tr>
<td>NH</td>
<td>10.26</td>
<td>3.83</td>
<td>9.30</td>
<td>10.12</td>
</tr>
<tr>
<td>PL</td>
<td>10.65</td>
<td>3.78</td>
<td>9.92</td>
<td>10.24</td>
</tr>
<tr>
<td>CV</td>
<td>10.55</td>
<td>3.85</td>
<td>9.31</td>
<td>9.90</td>
</tr>
</tbody>
</table>
of timing stations, and when the beam was broken by the passage of the athlete along the track, an electrical timer was triggered on or off making it possible to measure the athlete’s average velocity over short distances. This device was employed to measure the athlete's velocity and time at 27.5m (an extra check on the validity of each model) as well as the athlete’s maximum velocity.

The subject NH is used as the example for the rest of this analysis. Previous work (Di Prampero et al., 1976; Hoerner, 1959; Shanebrook & Jaszczak, 1976) suggests that the drag coefficient $C_D$ for a sprinter has a value of 1.12. For the temperature and barometric pressure conditions prevailing at Grahamstown on the day of the tests, air density is taken as 1.2 kg/m$^2$. Analysis of various work (Di Prampero et al., 1976; Hoerner, 1959; Shanebrook & Jaszczak, 1976) indicates that the projected area of a sprinter $A_p$ is about 27.5% of total body area $A_b$ where

$$A_b = 0.217 H^{0.725} M^{0.425}.$$  

$H$ is the athlete’s height in m, $M$ his mass in kg, and $A_b$ has units m$^2$. (Vaughan & Stewart, 1976). Use of NH’s height and mass plus the above values in equations 4 and 6 give him a value of $C = 0.005$ m$^2$. From Table II, NH has an initial acceleration of 10.26 m/s$^2$ and a maximum velocity of 10.12 m/s. These figures are then substituted in equation 1 to yield the values of $A_i$ and $B_i$ for the five different models. The results are presented in Table III.

Integration of equation 1 for the five different models is done numerically using the Euler and Runge-Kutta methods (Abramowitz & Stegun, 1968), with the aid of an HP25 programmable calculator. It is thus possible to calculate velocity as a function of time. Figure 2 is an experimental record of NH’s velocity over the initial 1.2 seconds. Also included in the figure are the predicted velocities of the five different models. It can be readily observed that the square root model gives the closest approximation to

<table>
<thead>
<tr>
<th>Model</th>
<th>$A$</th>
<th>$B$</th>
<th>Velocity after 3.83s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>10.26 m/s$^2$</td>
<td>0.963 s$^{-1}$</td>
<td>9.94 m/s</td>
</tr>
<tr>
<td>Parabolic</td>
<td>10.26 m/s$^2$</td>
<td>0.095 m$^{-1}$</td>
<td>10.12 m/s</td>
</tr>
<tr>
<td>Square Root</td>
<td>10.26 m/s$^2$</td>
<td>3.064 m/s$^3/2$</td>
<td>9.23 m/s</td>
</tr>
<tr>
<td>Hyperbolic</td>
<td>5.46 m$^2/s^3$</td>
<td>0.532 m/s</td>
<td>5.73 m/s</td>
</tr>
<tr>
<td>Exponential</td>
<td>10.26 m/s$^2$</td>
<td>0.296 s/m</td>
<td>8.10 m/s</td>
</tr>
</tbody>
</table>

Figure 2
Five models compared with experimental result
experimental data. The small irregularities in NH's actual velocity are almost certainly due to the braking action of his leading foot striking the ground and the discontinuous nature of the driving force. In addition, reference to Tables II and III shows that the square root model gives the best estimation of NH's velocity after 3.83 seconds. The optimum model for NH is thus

\[
\frac{dv}{dt} = 10.26 - 3.064v^{\frac{1}{2}} - 0.005v^2, \quad (7)
\]

and Figure 3 illustrates the full numerical solution.

**Figure 3**
Theoretical velocity-time graph

shown that their subjects have a substantial fall-off in speed. However, a simple analysis of Tommy Smith's 19.5s for the straight 220 yards shows that he failed by about 4% to maintain his top speed throughout the latter part of the race. It is thus possible that for top class sprinters the model may hold for as much as 200 metres.

The total air drag on NH at his maximum sprinting speed is calculated from equation (3) as about 41.5 Newton. This compares quite favourably with the figures quoted by various workers (Raine, 1970; Shanebrook & Jaszczyk, 1976; Whitt & Wilson, 1974) for the drag on cyclists, skiers and also runners.

The mathematical model is a general one and can be applied to any class of sprinter once the necessary data have been collected;

\[
\frac{dv}{dt} = A - Bv^{\frac{1}{2}} - Cv^2. \quad (8)
\]

There is little the sprinter can do to alter the value of C. However, a large initial acceleration is advantageous to him, so he should work at increasing the value of the parameter A. Since B determines how rapidly his acceleration falls off, a small value for B will be to his advantage. In addition, if equation (8) is integrated twice (again using numerical techniques), then distance is obtained as a function of time. It would thus be possible to predict a sprinter's time for a particular distance providing he were able to maintain his maximum velocity. The model can therefore be employed to evaluate and even improve a sprinter's performance.
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Abstract—Biomechanics researchers have relied heavily on the inverse dynamics approach for calculating
the forces and torques at human joints. However, implicit in this approach is the assumption that there are
sufficient independent equations of motion to uniquely determine these unknown kinetics. There exists a
class of problems, commonly referred to as closed loop problems, when there are insufficient equations and
indeterminacy arises. The purposes of the present paper are (1) to develop a general classification system of
closed loop problems for whole body movements; and (2) to identify the minimum number of force
transducing devices necessary to uniquely determine joint kinetics for these problems.

The classification system is based on the human subject's interaction with his environment and with
himself. Two criteria are considered: first, the number of the subject's extremities in contact with fixed
external reference systems, and second, the number of closed loops formed by those extremities not in contact
with fixed external systems. Different combinations of these two criteria are examined and grouped into five
cases according to the degree to which the equations of motion are over-determined, determined, or under­
determined. Examples are given to illustrate the concepts. It is felt that the use of this system should aid in the
understanding of joint force and torque calculations, especially with regard to the under-determined cases.

INTRODUCTION

Various authors (Wells, 1967; Chao and Rim, 1973)
have pointed out that there are two types of problem in
rigid body dynamics. The first is the Direct Dynamics
Problem in which the forcing functions applied to a
mechanical system are known and the objective is to
determine the resulting motion of the system (Fig.
1(a)). The second is the Inverse Dynamics Problem in
which the motion of the mechanical system is com­
pletely specified and the objective is to find the forcing
functions causing that motion (Fig. 1(b)).

The direct measurement of the forces and torques
transmitted by human joints is fraught with methodo­
dological problems. Biomechanics researchers have
therefore resorted to the inverse approach since dis­
placement-time data on human movement can be
obtained readily. However, implicit in this approach
(Fig. 1(b)) is the assumption that there are sufficient
independent equations to uniquely determine the
unknown forces. Such a situation does not always exist
in practice, though, and a state of indeterminacy may
arise.

As a simple illustration of this problem, consider the
closed loop four-bar linkage mechanism shown in Fig.
2. In this case, the system has a single degree of
freedom—that is, only one angle (θ) has to be known
to specify a unique configuration of the mechanism.
This means that there is only one independent
(differential) equation of motion. However, if indi­
vidual driving torques exist at two or more of the four
revolute joints, it is impossible to solve the inverse
dynamics problem and determine these torques given
only the system kinematics. The concept of 'closed
loop' indeterminacy illustrated in this example occurs
in many practical applications.

The most common example of a closed loop prob­
lem is the double support phase of the gait cycle. The
Russian physiologist Bernstein (1967) recognised the
existence of this problem and devoted some attention
to its solution. More recently, various groups of
researchers (Robertson and Winter, 1979; Rahmani
et al. 1980; Hardt and Mann, 1980) have examined the
possibility of determining joint kinetics for the double
support phase using only kinematic data. (It should be
pointed out that indeterminate problems can be made
determinate by the use of appropriately placed
transducers—e.g. a force plate in the gait example).

It is clear, therefore, that the existence of closed loop

* Received 6 April 1981.
† Please address all correspondence to Dr. C. L. Vaughan.
problems has been acknowledged by some researchers. However, they have tended to concentrate on a single example—the double support phase of gait—and have made no attempts to define or categorize the various closed loop problems that arise in the course of analyzing human motion. This would appear to be a logical step to take before developing a method to solve closed loop problems. The purposes of the present paper are therefore:

1. to develop a general classification system of closed loop problems for whole body movements; and
2. to identify the minimum number of force-transducing devices necessary to uniquely determine joint kinetics for these problems.

**THEORY**

It is convenient to consider the human body to consist of a number of rigid body segments. For the purpose of this paper, 14 segments are chosen and these are shown in Fig. 3(a): the head (1), the upper arms (2, 5), the forearms (3, 6), the hands (4, 7), the thighs (8, 11), the shanks (9, 12), the feet (10, 13) and the trunk (14). While these segments are certainly not rigid in the strictest sense of the word, the deformations that do take place are typically very small when compared with the overall movements of the segments. The assumption of rigidity is therefore made since it serves to simplify the dynamical analysis considerably.

The points at which the joint forces and torques are considered to be applied are shown in Fig. 3(b): the neck (1), the shoulders (2, 6), the elbows (3, 7), the wrists (4, 8), the hips (10, 14), the knees (11, 15) and the ankles (12, 16). In addition, it is assumed that a force and torque act at knuckle III on each hand (5, 9) and at each of the great toes (13, 17). This assumption is made since external forces applied to the distal segment do not generally have a fixed point of application. The reduction of the force system by equipollence to a single force and torque at a point fixed in the segment is therefore convenient.

Newton’s principles of linear and angular momentum may be applied to each of the 14 segments to yield (Andrews, 1974):

\[ F_i = m_i \ddot{a}_i \quad i = 1, \ldots, 14 \]  
\[ T_i = \dot{H}_i \]  

where

\[ \ddot{a}_i \]  

is subscript referring to segment number; \( m \) = segment mass; \( \ddot{a} \) = acceleration of segment center of mass; \( F \) = resultant force acting on system; \( \dot{H} \) = time rate of change of angular momentum of segment about its own center of mass; and \( T \) = resultant torque about segment center of mass of all external forces and torques acting on segment.

Equations (1) and (2) yield 28 vector equations of motion (or \( 3 \times 14 = 42 \) scalar equations for planar motion). Since a vector force and torque may act at each of the 17 joints, there are, potentially, 34 unknown vector forcing functions (or \( 3 \times 17 = 51 \) unknown scalar forcing functions for planar motion) acting on the system. In order to gain some insight into the problems of ascertaining joint forces and torques for complex biomechanical linkage systems, the following classification system was developed.
When the whole body motion of a human subject is studied, his interaction both with his environment and with himself should be examined. His extremities may be in contact with a fixed external reference system (e.g. the floor), with a movable external system (e.g. a walking stick), or with himself (e.g. a hand on his hip). Consider first the number of the subject's extremities in contact with fixed external reference systems. The nomenclature adopted is non-support (NS), single support (SS), double support (DS), triple support (TS), and quadruple support (QS). Second, the number of closed loops formed by those extremities not in contact with fixed external systems is considered—open loop (OL), single closed loop (SCL), and double closed loop (DCL). Different combinations of these two conditions are examined and grouped into five cases according to the degree to which the equations of motion describing the model's behavior are over-determined, determined, or under-determined. In each case a single example is chosen to illustrate these concepts.

Case 1

NS-OL (example: sprint running, airborne phase). Since the vector force and torque at each of four distal segment end-points (5, 9, 13 and 17) must be equal to zero, the number of vector system equations increases by $4 \times 2 = 8$ from 28 to 36. The number of governing vector equations (36) is thus two greater than the number of vector unknowns (34), and the system is over-determined.

Case 2

(a) NS-SCL (example: diving, hands clasped together). (b) SS-OL (example: walking). In the second example, there are three distal segment end-points where the vector forces and torques are known to be zero, so that the number of vector system equations increases by $3 \times 2 = 6$ from 28 to 34. The number of governing vector equations (34) is thus equal to the number of unknown vector forces and torques (34), and the associated problem is theoretically determinate. (Note: only in special circumstances will such a system of equations fail to yield a unique solution. These circumstances arise when the governing system equations are singular).

Case 3

(a) NS-DCL (example: gymnastics, cowboy tucked somersault). (b) SS-SCL (example: sprint relay exchange, hand on hip). (c) SS-OL (example: walking). In the third example, two of the four extremities are unconstrained and the number of vector system equations increases by $2 \times 2 = 4$ from 28 to 32. The number of governing vector equations (32) is thus two less than the number of unknown vector forces and torques (34). This case is therefore under-determined. In order to uniquely determine the joint forces and torques, a single force transducing device would be required to provide two vector joint resultants and therefore two extra vector equations.

Case 4

(a) SS-DCL (example: ice-skating, hands on hips). (b) DS-SCL (example: golf swing). (c) TS-OL (example: walking with cane). In the second example, an additional link (club) becomes part of the system, thus increasing the number of vector equations by two from 28 to 30 and the number of unknown vector forces and torques by four (two at each hand contact) from 34 to 38. Four extra equations may be obtained by applying Newton's law of action and reaction to the 'joints' where each hand grips the club. These four equations increase the total number of vector equations of motion from 30 to 34. The total number of governing vector equations (34) is thus four less than the number of unknown vector forces and torques (38). This case is also under-determined. In order to uniquely determine the joint forces and torques, a minimum of two separate force transducing devices would be required to provide four extra vector equations.

Case 5

(a) DS-DCL (example: vertical jump take-off, both hands on hips). (b) TS-SCL (example: walking with cane, hand on hip). (c) QS (example: walking, hands holding parallel bars). In the third example, where the parallel bars are considered fixed, the number of governing vector equations (28) is six less than the number of unknown forces and torques (34). This case is again under-determined. In order to uniquely determine the joint forces and torques, a minimum of three separate force transducing devices would be required to provide six extra vector equations.

Fig. 4. Classification system of whole body activities. (Examples refer to text.)
Table 1. Classification system for calculation of joint forces and torques

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Name</th>
<th>No. of equations minus No. of unknowns</th>
<th>No. of force devices required</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NS-OL</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>NS-SCL</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>NS-DCL</td>
<td>-2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>SS-DCL</td>
<td>-4</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>DS-DCL</td>
<td>-6</td>
<td>3</td>
</tr>
</tbody>
</table>

* NS = Non-Support  
SS = Single Support  
DS = Double Support  
TS = Triple Support  
QS = Quadruple Support  
OL = Open Loop  
SCL = Single Closed Loop  
DCL = Double Closed Loop

A summary of the above classification system for calculating joint forces and torques is presented in Table 1 and Fig. 4. Note that the whole body activities depicted in Fig. 4 are the same as the examples cited for each of the five cases above. It should also be noted that this classification system is not completely exhaustive with regard to the examples in each case. For instance, NS-TCL has not been included in Case 4 since it was felt that such an example occurred very rarely. However, the five different cases do encompass all whole body activities, so that the system is indeed general.

In a previous research study (Vaughan and Andrews, 1980), use was made of the over-determinacy in Case 1 for formulating an optimization procedure to predict in vivo body segment parameters. The determinacy in Case 2 is well-recognized and has been used as the basis for many studies in biomechanics. The under-determined cases (3, 4 and 5) have not been studied in any great depth (except for the double support phase of gait mentioned previously) and they form the basis for another study (Vaughan et al., 1982).

**CONCLUSION**

A classification system has been developed for the calculation of resultant joint forces and torques acting during whole body activities. Over-determined, determined and under-determined states have been identified and classified into five separate cases. The under-determined states are associated with the existence of one or more closed loops within the system. It is felt that use of this system should aid in the understanding of joint force and torque calculations, especially with regard to under-determined cases.
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Abstract—A closed loop problem in biomechanics may be defined as a problem in which there are one or more closed loops formed by the human body in contact with itself or with an external system. Under certain conditions the problem is indeterminate—the unknown forces and torques outnumber the equations. Force transducing devices, which would help solve this problem, have serious drawbacks, and existing methods are inaccurate and non-general. The purposes of the present paper are (1) to develop a general procedure for solving closed loop problems; (2) to illustrate the application of the procedure; and (3) to examine the validity of the procedure.

A mathematical optimization approach is applied to the solution of three different closed loop problems—walking up stairs, vertical jumping and cartwheeling. The following conclusions are drawn: (1) the method described is reasonably successful for predicting horizontal and vertical reaction forces at the distal segments although problems exist for predicting the points of application of these forces; (2) the results provide some support for the notion that the human neuromuscular mechanism attempts to minimize the joint torques and thus, to a certain degree, the amount of muscular effort; (3) in the validation procedure it is desirable to have a force device for each of the distal segments in contact with a fixed external system; and (4) the method is sufficiently general to be applied to all classes of closed loop problems.

INTRODUCTION

A closed loop problem in biomechanics may be defined as a problem in which there are one or more closed loops formed by the human body in contact with itself or with an external system. Under certain circumstances, the closed loop(s) create a problem which is under-determined—that is, there are more unknown joint forces and torques than governing equations. Closed loop problems have been previously classified (Vaughan et al., 1982) into five separate cases: Case 1 is over-determined, Case 2 is determined, and Cases 3, 4 and 5 are under-determined. In these latter three cases the degree to which the problem is under-determined increases with the case number.

The under-determined state can normally be overcome provided sufficient force transducing devices are available to supply the data for the extra equations. However, the drawbacks associated with these devices (their cost, problems associated with 'targetting', non-availability in clinical and competitive sporting situations, etc.) suggested that there was a need to estimate joint kinetics using only kinematic data.

As pointed out previously (Vaughan et al., 1982), there are many different examples of closed loop problems that exist for whole body movements. The most common example, however, is the double support phase of the gait cycle which has been studied by a number of researchers.

The Russian physiologist Bernstein (1967) devoted considerable attention to the double support phase of gait. The resultant force acting on the whole body center of mass was computed and the contribution from each foot was estimated. He discussed the backward thrust delivered by the rear foot at the beginning of double support, and the forward thrust delivered by the front foot toward the end of this period some 100-200 ms later. However, Bernstein did not appear to use a force plate, nor did he present his equations of motion. It is therefore not clear what method he used to determine the contribution from each foot.

Chao (1971) proposed a method, based on the application of mathematical optimization, to solve the inverse dynamics problem in biomechanics. The method was designed to make successive improvements in an initially estimated set of joint torques. These improvements were made by deriving a set of calculated displacements closer and closer to the set of measured displacements as the iterative process progressed. He studied two planar systems: a closed loop system (5-bar linkage), and an open loop system (3-bar compound pendulum) which modelled the lower extremity.
during the swing phase of gait. His procedure had limited success in the closed loop case since convergence occurred only if the initial set was close to the optimal set (Chao, 1971). However, Chao and Rim (1973) reported some encouraging results for the open loop system.

Quanbury and Winter (1974), and Robertson and Winter (1979), also studied the double support phase of gait. The horizontal and vertical ground reaction forces on the foot of interest were known to be zero prior to heel strike and after toe off (i.e. during the phase of single support on the other foot). These forces were extrapolated during the double support phase by fitting cubic polynomials to the known force values at the beginning and end of the single support phases. Center of pressure locations were estimated by fitting a cubic spline to a set of points derived from heel, ankle, ball and toe kinematics. They claimed a reasonable degree of accuracy (maximum errors were 18% for vertical force and 14% for center of pressure) although the horizontal ground reaction force showed ±38% discrepancy between measured (via force plate) and calculated (via kinematics) values.

Recently, McGhee and his associates (McGhee et al., 1978; McGhee, 1979; Rahmani et al., 1980) have achieved partial success in attempting to overcome the closed loop problem for the double support phase of gait. They hypothesized that there was a linear transfer of the resultant horizontal and vertical ground reaction force from the back foot to the front foot during double support. They obtained acceptable results for the vertical force and point of application (maximum errors were 8% and 15% respectively) but concluded that the linear transfer hypothesis was inappropriate for the horizontal force (maximum error was 49%). Nevertheless, the authors stated that by changing the horizontal force assumption, their model would be capable of producing joint torque estimates of sufficient accuracy to be of clinical value. They did not elaborate, however, on the nature of the changes they had in mind.

Hardt and Mann (1980) performed a five body three dimensional analysis of walking and used the linear transfer function of McGhee et al. (1978) for the double support phase. They did not validate their results but merely compared the overall shape of the force-time and torque-time curves with data from other investigators. As they stressed themselves, points of greatest concern were the abrupt changes which took place at toe-off and heel-strike.

The aforementioned workers studied the closed loop problem as it applied to the double support phase of gait. Their solution techniques were therefore geared specifically for this particular closed loop problem. However, there are many different types of closed loop problem that exist for whole body movements (Vaughan et al., 1982).

In summary, a variety of different closed loop problems have been classified, force transducing devices—which would help solve these problems—have serious drawbacks, and existing methods to solve the closed loop problem of double support during gait are inaccurate and non-general. The purposes of the present paper are therefore: (1) to develop a general procedure for solving the various types of closed loop problems; (2) to illustrate the application of this general procedure for three essentially planar activities; and (3) to examine the validity of the procedure for these applications.

THEORY

As in Part I of this paper (Vaughan et al., 1982), the human body is considered to consist of 14 rigid segments. These are: the head (1), the upper arms (2, 5), the forearms (3, 6), the hands (4, 7), the thighs (8, 11), the shanks (9, 12), the feet (10, 13) and the trunk (14). The joints at which forces and torques are considered to be applied are: the neck (1), the shoulders (2, 6), the elbows (3, 7), the wrists (4, 8), the hips (10, 14), the knees (11, 15) and the ankles (12, 16). Externally applied forces to the distal segments (hands and feet) do not generally have a fixed point of application. It is also possible that an external torque may be applied to these distal segments. A convenient modelling technique is to reduce such a force system by equipollence to a single force and torque at a point fixed within the distal segment. For this reason it is assumed that a force and torque act at knuckle III on each hand (5, 9) and at the distal phalanx of each great toe (13, 17). These points may therefore be regarded as 'pseudo joints'.

A free body diagram of a typical segment (the right shank) is shown in Fig. 1. The inertial reference frame $R_{OXYZ}$ is orientated such that the Y axis is directed vertically upward. It may be noted that the force and torque at the ankle joint ($-F_{12}$ and $-T_{12}$) are given negative signs. The joint force and torque acting on the distal end of each segment (except for the pseudo joints 5, 9, 13 and 17) are given negative signs in order to satisfy Newton's law of action and reaction. The location vectors $d$ and $p$ are directed distally and proximally respectively, while the numerical subscript is used to indicate the segment numbers.

Newton's principles of linear and angular momentum may be applied to segment 9 in Fig. 1 to yield (Andrews, 1974):

$$F_{11} - F_{12} = m_9 (a_9 + g) \quad (1)$$

$$T_{11} - T_{12} + (p_9 \times F_{11}) - d_9 \times F_{12} = \mathbf{H}_9 \quad (2)$$

where $a_9$ is the linear acceleration of the center of mass of segment 9 and $\mathbf{H}_9$ is the time rate of change of angular momentum of segment 9 about its own center of mass. Vector equations (1) and (2) hold for both two- and three-dimensional motion.

The rest of this paper is restricted to the case of two-dimensional motion in the vertical XY plane of the inertial reference frame $R_{OXYZ}$. (This planar assumption serves to reduce the mathematical com-
The force ($F_j$) and torque ($T_j$) at joint $j$ may be written as:

$$F_j = (F_{xj}, F_{yj}, 0)^T$$  \(3\)

$$T_j = (0, 0, T_j)^T.$$  \(4\)

The location of the mass center of each segment is relative to the origin $O$ of $R$: $OXYZ$ is specified by $(x, y, z)$ and the proximal–distal orientation of the long axis of each segment $i$ relative to the $X$ axis of $R$ is specified by angle $\theta_i$. Furthermore, the moment of inertia of segment $s$ about a transverse $Z$ axis passing through its mass center is denoted by $I_{sz}$. Equations (1) and (2) may then be written in the two-dimensional scalar form as:

$$F_{x11} - F_{x12} = m_9 \dot{x}_9$$  \(5\)

$$F_{y11} - F_{y12} = m_9 (\dot{y}_9 + g)$$  \(6\)

$$T_{11} - T_{12} - p_{y9} F_{x11} + p_{x9} F_{y11} + d_{y9} F_{x12} + d_{x9} F_{y12} = I_9 \dot{\theta}_9.$$  \(7\)

Equations (5), (6) and (7) may be repeated for each of the 14 segments to yield 42 simultaneous equations which are algebraic (rather than differential) in nature if the kinematics are known. If the double support phase of gait is considered, the forces and torques at knuckle III on each hand may be set equal to zero. This provides a further set of six scalar equations:

$$F_{x13} = 0$$

$$F_{y13} = 0$$

$$T_{13} = 0$$

$$F_{x17} = 0$$

$$F_{y17} = 0$$

$$T_{17} = 0.$$  \(8\)

All these scalar equations may be expressed in matrix form as

$$[A] \mathbf{b} = \mathbf{B}$$  \(9\)

where $[A]$ is a $48 \times 51$ matrix and contains the coefficients for the unknown forces and torques, $\mathbf{b}$ is a column vector of dimension $51 \times 1$ containing the $17 \times 3 = 51$ unknown scalar joint forces and torques $(F_{xj}, F_{yj}, T_j)^T$, and $\mathbf{B}$ is a column vector of dimension $48 \times 1$ containing kinematic quantities such as on the right-hand side of equations (5), (6), (7) and (8).

Equation (9) is insoluble since the number of unknowns (51) exceeds the number of governing equations (48). This is a classic example of closed loop indeterminacy. The following optimization problem was formulated in an attempt to overcome this problem:

Find the optimal set of design variables $\mathbf{b} \in R^{51}$ that minimises the objective function

$$J(\mathbf{b}) = \sum_{j=1}^{17} \left( \lambda_j F_{xj}^2 + \lambda_j F_{yj}^2 + \mu_j T_j^2 \right)$$  \(10\)

subject to equality constraints

$$\psi_i(\mathbf{b}) = \sum_{j=1}^{51} (\lambda_j b_j) - B_i = 0 \quad i = 1, \ldots, 48$$  \(11\)

and inequality constraints

$$\psi_i(\mathbf{b}) = \leq 0 \quad i = 49, \ldots, 156.$$  \(12\)

In equation (10) $\lambda_j$, $\lambda_j$, and $\mu_j$ are constant scalar weighting factors, $\eta_j$, $\eta_j$, and $\eta_j$, are constant exponents, and $J(\mathbf{b})$ is a scalar function of the forces and torques at the joints within the closed loop. Equation (11) is simply based on equation (9), while equation (12) provides three sets of constraints. First, it constrains the vertical ground reaction forces to be non-negative:

$$\psi_49 = -F_{y13} \leq 0$$

$$\psi_{50} = -F_{y17} \leq 0.$$  \(13\)

Second, it constrains the point of application of the vertical ground reaction forces to lie within the length $L$ of the foot:

$$\psi_{51} = T_{13} \leq 0$$

$$\psi_{52} = -LF_{y13} - T_{13} \leq 0$$

$$\psi_{53} = T_{17} \leq 0$$

$$\psi_{54} = -LF_{y17} - T_{17} \leq 0.$$  \(14\)

Third, it constrains the joint forces and torques to lie between prescribed lower and upper bounds:

$$\psi_{541} = -b_r + b'_r \leq 0$$

$$\psi_{105} = b_r - b'_r \leq 0 \quad r = 1, \ldots, 51.$$  \(15\)

The problem of choosing the proper objective function and the appropriate values for the weighting factors and exponents is a difficult one, since the correct form of $J(\mathbf{b})$ cannot be known a priori. The form of $J(\mathbf{b})$ in equation (10) is not completely general since it involves no coupling effects—that is, products of different joint torques, different joint forces and combinations thereof. Many joints are 'coupled' by two-joint muscles so there may be some argument for
considering an objective function that contains this type of cross-over effect. These effects, however, were not modelled in the present study. The particular choice of \( J(b) \) is based on an examination of the relevant literature.

Various researchers (Cappozzo et al., 1975; Crow ninshield et al., 1978; Crowninshield, 1978; Hardt, 1978; Pedotti et al., 1978; Penrod et al., 1974; Seireg and Arvikar, 1975) have studied the problem (also indeterminate) of distributing joint torques among individual muscles and among various other joint structures. All of these people used an optimization approach and most of them attempted to minimize the individual muscle forces, reasoning that this was physiologically sound for the activities studied. Most of them were able to obtain results they judged to be reasonable from a temporal viewpoint when the optimal solution was compared with direct electromyographic measurements.

Nubar and Contini (1961) hypothesized that the human body would, consciously or subconsciously, endeavor to move in such a manner as to reduce the total muscular effort to a minimum, consistent with the constraints. They defined the total muscular effort as the sum of the squares of the joint torques. While Nubar and Contini presented a numerical example to demonstrate their method, this example was for static equilibrium and was not based on any direct measurements. The assumption that the resultant joint torque is equivalent to total muscular effort ignores the contributions from ligaments, joint contact friction and normal forces, and antagonistic muscle activity. While it is likely that these contributions exist, their magnitudes are generally uncertain, making the validity of such an assumption difficult to assess.

Since the joint forces and torques can be either positive or negative (as opposed to muscle forces which are always assumed to be tensile and treated as being non-negative), exponents of \( \eta_x = \eta_y = \nu = 2 \) were chosen for the objective function (10). Two separate objective functions were tested. In the first, \( \lambda_x = \lambda_y = \mu_z = 1 \), and in the second, \( \lambda_x = \lambda_y = 0 \) and \( \mu_z = 1 \).

The gradient projection algorithm, first introduced by Rosen (1960, 1961) and later adapted by Haug and Arora (1979), was selected for use from the available algorithms for the solution of this non-linear optimization problem. This algorithm is a direct method of optimization (Haug and Arora, 1979) for which an initial estimate of the design variable vector \( b_0 \) must be given. (Note: it is not necessary that this initial estimate be consistent with the constraints. The gradient projection algorithm is designed to drive the design variables into the feasible solution space.) As is the case for most algorithms, the closer the initial estimate is to the optimal set, the faster convergence takes place. Three scalar equations—which are required so that the number of equations may be increased from 48 to 51 and so that \( b_0 \) can therefore be computed—may be supplied in the following manner.

First, the distribution of the vertical ground reaction force \( F_y = F_{y13} + F_{y17} \) is estimated to be apportioned according to

\[
(1 - \alpha) F_{y13} - \alpha F_{y17} = 0
\]

where \( 0 \leq \alpha \leq 1 \), and where \( F_{y13} \) and \( F_{y17} \) are the vertical ground reaction forces on the right and left toes respectively. If \( \alpha = 1 \), then \( F_{y17} = 0 \) and only the right foot is in ground contact. If \( \alpha = 0 \), then \( F_{y13} = 0 \) and only the left foot is in ground contact.

Second, the horizontal distance between the actual point of application of the vertical ground reaction force \( F_{y13} \) and the right toe, is estimated according to

\[
\beta LF_{y13} - T_{13} = 0
\]

where \( 0 \leq \beta \leq 1 \), \( L \) is the length of the foot, and where \( T_{13} \) is the torque at the right toe due to the vertical ground reaction force \( F_{y13} \). If \( \beta = 1 \), then \( LF_{y13} = T_{13} \) and the point of application is the heel, while if \( \beta = 0 \), then \( T_{13} = 0 \) and the point of application is the toe.

Third, the magnitude and direction of the horizontal ground reaction force on the right foot, as a fraction of total body weight, is estimated according to

\[
F_{x13} = \gamma Mg
\]

where \(-\infty \leq \gamma \leq \infty \), \( F_{x13} \) is the horizontal ground reaction force on the right toe, and \( M \) is the total body mass.

Equations (16), (17) and (18) may be appended to equation (9) to yield

\[
[C] b_0 = D
\]

which has solution

\[
b_0 = [C]^{-1} D
\]

where \( b_0 \) is an initial estimate of the design variable vector \( b \). The matrix \( [C] \) is in fact sparse (i.e. it has very few non-zero elements) so that matrix inversion can be easily accomplished.

METHODS

A single subject (height = 1.75 m, mass = 70.99 kg) was used for all trials. The selection of his body segment parameters was based on optimization methods (Vaughan and Andrews, 1980). The closed loop activities which he performed were different, not only with regard to the speed of movement, but also with regard to the distal segments in contact with external reference frames. Three essentially planar activities—simulations of standard activities—were selected. These were walking up stairs, vertical jumping and cartwheeling (Fig. 2). In terms of the classification system for closed loop problems outlined in Part I of this paper (Vaughan et al., 1982) all three activities are examples of Case 3, Double Support-Open Loop. Case 3 indicates that the systems are under-determined with at least one force device required to determine the joint kinetics uniquely; Double Support indicates that two
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Fig. 2. Closed loop activities studied. (Note: for the purpose of illustration the cross-sectional area of the bar has been exaggerated.)

of the distal extremities are in contact with external systems; and Open Loop indicates that there are no closed loops formed by those extremities not in contact with external systems. There are other examples of closed loop problems in Cases 3, 4 and 5 (cf. Vaughan et al., 1982) but they were not studied because it was felt that the examples of Fig. 2 were a fair representation.

Two separate devices were utilized for the collection of force records. The first device was a Kistler tri-axial force platform linked on-line to a mini-computer and line-printer. The second device was a custom-built force bar made of hot rolled steel 89 cm long and 2.54 cm in diameter. The supports on which the bar was placed were of variable height to accommodate the different activities studied. Strain gauges were bonded to each end of the bar and connected, via an amplifier (which also balanced the strain gauge bridges), to an analog recording device. A Locam motion-picture camera, operating at 100 frames per second, was used to record the motion of interest. A plan view of the experimental layout is shown in Fig. 3.

The films were digitized on a Vanguard Motion Analyzer which had an image size of 14 cm x 19 cm and a resolution of 0.025 mm. On average, objects viewed on the Vanguard image were 1/25 their real-life size.

A series of tests were conducted to determine which method of smoothing the raw data and performing time differentiation was most suitable for the purpose. The following methods were considered. (a) Digital filtering (Pezzack et al., 1977); (b) cubic spline (IMSL, 1975); and (c) quintic spline (Wood and Jennings, 1979). The quintic method was selected for use because if did not have the end-point problems of the other methods. A general purpose FORTRAN program, developed by Sohoni et al. (1978) for the gradient projection algorithm, was modified for the optimization problem of equations (10), (11) and (12).

RESULTS AND DISCUSSION

As mentioned in the theory section, two different objective functions were used in the optimization procedure. These two functions were

$$J_1(b) = \sum_{j=10}^{17} (F_{xj}^2 + F_{yj}^2 + T_j^2)$$  \hspace{1cm} (21)

$$J_2(b) = \sum_{j=10}^{17} (T_j^2).$$  \hspace{1cm} (22)

To gauge the relative merits of each objective function, the kinetics of the distal segment end-points in contact with fixed force transducing devices were measured and compared with predicted values. On this basis $J_2$ was shown to give clearly superior results to $J_1$. For this reason, all the results presented in this section are based on objective function $J_2$.

Curves for (a) the horizontal forces, (b) the vertical forces and (c) the points of application of the vertical forces on both feet, with the subject walking up stairs, are presented in Figs 4-6. The term 'measured values' refers to recordings from the force plate or force bar. Since the force bar recorded only the horizontal and vertical bar reaction forces, the point of application of the bar reaction force on the distal segment (i.e. foot or hand) was estimated from the film of the performance. The term 'initial solution' refers to the solution obtained before optimization. This solution was secured with the aid of the parameters, $\alpha$, $\beta$ and $\gamma$ in equations (16), (17) and (18). The term 'final solution' refers to the solution obtained after convergence of the objective function in the optimization procedure.

The sequence above the graph in each figure has five body positions. Each body position represents the position of the subject at the corresponding instant in time indicated on the horizontal scale—that is, the first position occurred at 0.00 s, the second at 0.04 s, the third at 0.08 s, the fourth at 0.12 s, and the fifth at 0.16 s.

The convention for the direction of the horizontal
and vertical reaction forces in Figs 4–6 is positive to the right and upward, respectively. The points of application of the vertical reaction forces (both for force plate and force bar) were measured relative to the center of the force plate.

To compare objectively how well the 'initial solution' approximated the 'measured values' in Figs 4–6, error estimates \( E \) were calculated according to Kennedy and Gentle (1980):

\[
E = \frac{\int_{t_0}^{t_1} |q_v - q_G| \, dt}{t_1 - t_0}
\]  

(23)

where \( q_v \) is the measured quantity, \( q_G \) is the calculated quantity and \( t_0 \) and \( t_1 \) are initial and final times respectively, for the period of interest.

The results are presented in Table 1 (walking up stairs), Table 2 (vertical jumping) and Table 3 (cartwheeling). The error estimates for the horizontal and vertical forces are expressed as a percentage of the peak-to-peak value of the measured curve, while the error estimates for the point of application are expressed as a percentage of foot length (or hand width). The decision to use foot length (or hand width) as a basis for evaluation was made because (a) the obvious physical significance was desirable and (b) this procedure had been used previously by Rahmani et al. (1980) and a direct comparison could thus be made with their results.

In 15 of the 18 cases in Tables 1–3, the percentage error estimate for the 'final solution' is less than the percentage error estimate for the 'initial solution'. This evidence suggests that the optimization procedure has generally been successful in driving the 'initial solution' towards the 'measured values'. However, there are three cases for which the percentage error estimate of the 'final solution' is greater than the 'initial solution' and these are predictions for locations of the points of application of the bar reaction forces on the right foot or hand.

The percentage error estimates for the points of application of the 'final solution' seem large when compared with the percentage error estimates for the horizontal and vertical forces of the 'final solution'. It should be recalled, however, that these parameters are based on different denominators—for the forces the denominator is a peak-to-peak value, whereas for the point of application it is a foot length or a hand width.
Examination of Tables 1–3 show that the \( E \) values for the points of application of the 'final solution' are: 6.6 cm and 13.6 cm for walking up stairs, 2.4 cm and 2.2 cm for vertical jumping, and 2.2 cm and 2.0 cm for cartwheeling. Since most of these values are relatively small, the divergence introduced by use of the optimization procedure should not be too heavily emphasized.

Any errors in the initial estimates of \( \alpha, \beta \) and \( \gamma \) for the right distal segment, and in either the kinematic data or the body segment parameters, could lead to errors in the calculated ground reaction force and its point of application on the left distal segment. For the purposes of validation, therefore, it is imperative to compare the measured and calculated kinetics for both the right and left distal segments. This procedure was followed in the present study but was not followed by previous researchers (Robertson and Winter, 1979; Rahmani et al., 1980). They used only a single force transducing device and compared the measured and calculated kinetics for the right distal segment—that is, the segment for which the initial estimates had been made (cf. parameters \( \alpha, \beta \) and \( \gamma \) in the present study)—and not for the left distal segment where significant errors probably existed. They studied the gait cycle, and their figures have been analyzed to derive the error estimates \( E \) described in equation (23). These data are presented in Table 4 for the purpose of comparison with the present data.

The activity most similar to normal gait in the present study was walking up stairs. The result of Table 4 may therefore be compared with the results for the right side of the body in Table 1. The initial

---

**Table 1. Error estimates for closed loop study (walking up stairs)**

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Units</th>
<th>Side of body</th>
<th>Error estimate ( E )</th>
<th>Peak-to-peak value</th>
<th>( E ) as % of peak-to-peak value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Initial</td>
<td>Final</td>
<td>Change</td>
</tr>
<tr>
<td>Horizontal force</td>
<td>N</td>
<td>Right</td>
<td>12</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left</td>
<td>20</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>Vertical force</td>
<td>N</td>
<td>Right</td>
<td>195</td>
<td>122</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left</td>
<td>164</td>
<td>108</td>
<td>56</td>
</tr>
<tr>
<td>Point of application</td>
<td>m</td>
<td>Right</td>
<td>0.005</td>
<td>0.066</td>
<td>-0.061</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left</td>
<td>0.220</td>
<td>0.136</td>
<td>0.084</td>
</tr>
</tbody>
</table>

---

**Table 2. Error estimates for closed loop study (vertical jumping)**

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Units</th>
<th>Side of body</th>
<th>Error estimate ( E )</th>
<th>Peak-to-peak value</th>
<th>( E ) as % of peak-to-peak value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Initial</td>
<td>Final</td>
<td>Change</td>
</tr>
<tr>
<td>Horizontal force</td>
<td>N</td>
<td>Right</td>
<td>47</td>
<td>36</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left</td>
<td>60</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>Vertical force</td>
<td>N</td>
<td>Right</td>
<td>297</td>
<td>181</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left</td>
<td>201</td>
<td>113</td>
<td>88</td>
</tr>
<tr>
<td>Point of application</td>
<td>m</td>
<td>Right</td>
<td>0.010</td>
<td>0.024</td>
<td>-0.014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left</td>
<td>0.078</td>
<td>0.022</td>
<td>0.056</td>
</tr>
</tbody>
</table>
Table 3. Error estimates for closed loop study (cartwheeling)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Units</th>
<th>Side of body</th>
<th>Error estimate E</th>
<th>Peak-to-peak value</th>
<th>E as % of peak-to-peak value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Initial</td>
<td>Final</td>
<td>Change</td>
</tr>
<tr>
<td>Horizontal force</td>
<td>N</td>
<td>Right</td>
<td>16</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left</td>
<td>38</td>
<td>27</td>
<td>11</td>
</tr>
<tr>
<td>Vertical force</td>
<td>N</td>
<td>Right</td>
<td>72</td>
<td>44</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left</td>
<td>53</td>
<td>30</td>
<td>23</td>
</tr>
<tr>
<td>Point of application</td>
<td>m</td>
<td>Right</td>
<td>0.004</td>
<td>0.022</td>
<td>-0.018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left</td>
<td>0.060</td>
<td>0.020</td>
<td>0.040</td>
</tr>
</tbody>
</table>

Table 4. Error estimates for gait studies (double support phase) by different researchers

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Units</th>
<th>Quantity</th>
<th>Units</th>
<th>Error estimate E</th>
<th>Peak-to-peak value</th>
<th>E as % of peak-to-peak value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Robertson</td>
<td>Rahmani</td>
<td></td>
<td>Robertson</td>
<td>Rahmani</td>
</tr>
<tr>
<td>Horizontal force</td>
<td>N</td>
<td>59</td>
<td>55</td>
<td>155</td>
<td>118</td>
<td>38</td>
</tr>
<tr>
<td>Vertical force</td>
<td>N</td>
<td>98</td>
<td>64</td>
<td>950</td>
<td>755</td>
<td>10</td>
</tr>
<tr>
<td>Point of application</td>
<td>m</td>
<td>0.011</td>
<td>0.035</td>
<td>0.290</td>
<td>0.290</td>
<td>4</td>
</tr>
</tbody>
</table>

The percentage error estimate for the horizontal force in Table 1 is markedly better than both values in Table 4, although the value for the vertical force is slightly worse. Since each of these studies had errors in the kinetics of the foot under consideration (cf. parameters $\alpha$, $\beta$ and $\gamma$ in the present study), in addition to possible errors in the kinematic data and body segment parameters, there is no way of knowing how accurate their kinetic data were for the contralateral foot. Based on the findings of the present study, it seems likely that the kinetic data for the contralateral foot, as well as the joint forces and torques within the closed loop, would have contained considerable errors.

In the present study, the percentage error estimates for the 'initial solution' of the horizontal force, vertical force and its point of application on the right distal segment (force bar) are much smaller than the corresponding values for the left distal segment (force plate). Since these results are for the 'initial solution', the design variables do not have to be consistent with the constraints. In fact, for two of the activities (walking up stairs and cartwheeling) the point of application of the ground reaction force sometimes lies outside the distal extremity (Fig. 6). However, the effect of the optimization procedure is to drive these design variables into the feasible solution space and hence decrease the percentage error estimates considerably (Tables 1–3).

The intent to be as general as possible in formulating the closed loop problem led to the distal segment end-points for each of the four extremities (i.e. points 5, 9, 13 and 17) being treated as if they were joints like all the others. As such they were included in the objective function $J_2$ of equation (22). However, if $J_2$ is to be dependent on muscular effort, there are certain conditions when the torque at a distal segment end-point may be a function of the choice of that end-point position and not muscular activity per se. This issue was not addressed in the present paper but probably should be in future work.

The results presented in Figs 4–6 and Tables 1–3 indicate that by using the optimization approach, the horizontal and vertical reaction forces at the distal segments have been successfully predicted, although some errors still exist for the prediction of the points of application of these forces. These errors, although not particularly large, could have been eliminated by the use of more appropriate modelling techniques (e.g. the point of application of the vertical bar reaction force could have been fixed by an equality constraint $\psi$).

The objective function $J_2$—the sum of the squares of resultant joint torques within the closed loop—was found to yield the better results of the two objective functions considered. It is suggested, however, that the torques at certain distal segment end-points may have to be excluded from this objective function in order that it may more closely represent muscular effort. The results obtained in this study provide some support for the notion that the human neuromuscular mechanism attempts to minimize the joint torques during a closed loop activity. More work is required, however, to establish the limitations, if any, that govern its use in the analysis of closed loop activities and, in particular, for those activities which the subject has not encountered or practised before.

The procedure for determining an initial estimate of the joint forces and torques dealt exclusively with the closed loop problem of Case 3 (Vaughan et al., 1982). However, it is a fairly straightforward matter to extend this procedure to closed loop problems of Cases 4 and 5 which have a greater degree of indeterminacy. Where three extra scalar equations are required for planar
Case 3 problems in order to supply the initial estimate of the design variable vector $b_0$, six and nine extra scalar equations would be required for planar Case 4 and 5 problems, respectively. Furthermore, the objective function in equation (10) can be altered so that the summation includes those forces and torques within the extra closed loop(s). In theory then, closed loop problems of Cases 4 and 5 can be easily handled using the techniques presented here for Case 3 problems. However, a certain degree of skill and experience are required to make reasonable estimates of the parameters $\alpha$, $\beta$ and $\gamma$ for equations (16), (17) and (18). The estimation of further parameters could perhaps be troublesome, from a practical point of view.

CONCLUSIONS

(1) Application of an optimization approach to the closed loop problem in biomechanics has been reasonably successful for predicting the horizontal and vertical reaction forces at the distal segments. Some problems exist for predicting the points of application of these forces.

(2) The results obtained in this study provide some support for the notion that the human neuromuscular mechanism attempts to minimize the joint torques—and thus to a certain degree, the amount of muscular effort—during the closed loop activities that were studied.

(3) The methods of the present paper are sufficiently general to be applied to all classes of the closed loop problem which are underdetermined. Since only Case 3 problems were studied in the present paper, it is suggested that Case 4 and 5 problems—which are of greater indeterminacy—should be studied in future.
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NOMENCLATURE

- a: linear acceleration (m/s²)
- b: design variable vector containing joint forces and torques (N, Nm)
- d: location vector, directed distally (m)
- g: acceleration due to gravity (m/s²)
- i: subscript referring to constraint number
- j: subscript referring to joint number
- l: superscript referring to lower bound on b
- m: segment mass (kg)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>location vector, directed proximally (m)</td>
</tr>
<tr>
<td>$q$</td>
<td>a measured or calculated quantity (N, m)</td>
</tr>
<tr>
<td>$r$</td>
<td>subscript referring to design variable number</td>
</tr>
<tr>
<td>$s$</td>
<td>subscript referring to segment number</td>
</tr>
<tr>
<td>$t$</td>
<td>time (s)</td>
</tr>
<tr>
<td>$u$</td>
<td>superscript referring to upper bound on $b$</td>
</tr>
<tr>
<td>$x$</td>
<td>coordinate in $X$ direction of $R:OXYZ$ (m)</td>
</tr>
<tr>
<td>$y$</td>
<td>coordinate in $Y$ direction of $R:OXYZ$ (m)</td>
</tr>
<tr>
<td>$z$</td>
<td>coordinate in $Z$ direction of $R:OXYZ$ (m)</td>
</tr>
<tr>
<td>$[A]$</td>
<td>$48 \times 51$ coefficient matrix</td>
</tr>
<tr>
<td>$[B]$</td>
<td>$48 \times 1$ column vector containing kinematic quantities</td>
</tr>
<tr>
<td>$[C]$</td>
<td>$51 \times 51$ coefficient matrix</td>
</tr>
<tr>
<td>$D$</td>
<td>$51 \times 1$ column vector containing kinematic quantities</td>
</tr>
<tr>
<td>$E$</td>
<td>error estimate of difference between two curves (N, m)</td>
</tr>
<tr>
<td>$F$</td>
<td>resultant joint force (N)</td>
</tr>
<tr>
<td>$G$</td>
<td>subscript referring to calculated quantity $q$</td>
</tr>
<tr>
<td>$H$</td>
<td>angular momentum about center of mass (kgm²/s²)</td>
</tr>
<tr>
<td>$I$</td>
<td>segment transverse centroidal moment of inertia (kgm²)</td>
</tr>
<tr>
<td>$J$</td>
<td>objective or cost function</td>
</tr>
<tr>
<td>$L$</td>
<td>length of foot (m)</td>
</tr>
<tr>
<td>$M$</td>
<td>total body mass (kg)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>origin of fixed inertial reference system</td>
</tr>
<tr>
<td>$r$</td>
<td>reference system</td>
</tr>
<tr>
<td>$T$</td>
<td>resultant joint torque (Nm)</td>
</tr>
<tr>
<td>$V$</td>
<td>subscript referring to measured quantity $q$</td>
</tr>
<tr>
<td>$X$</td>
<td>reference axis in orthogonal system $R:OXYZ$</td>
</tr>
<tr>
<td>$Y$</td>
<td>reference axis in orthogonal system $R:OXYZ$</td>
</tr>
<tr>
<td>$Z$</td>
<td>reference axis in orthogonal system $R:OXYZ$</td>
</tr>
<tr>
<td>$a$</td>
<td>parameter to estimate vertical ground reaction force (VGRF)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>parameter to estimate application point of VGRF</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>parameter to estimate horizontal ground reaction force</td>
</tr>
<tr>
<td>$\eta$</td>
<td>exponent of force variables in $J$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>segment orientation angle (radian)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>weighting factor of force variables in $J$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>weighting factor of torque variables in $J$</td>
</tr>
<tr>
<td>$v$</td>
<td>exponent of torque variables in $J$</td>
</tr>
<tr>
<td>$\psi$</td>
<td>equality or inequality constraint</td>
</tr>
</tbody>
</table>
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The two horizontal forces acting on a sprinter are ground reaction driving him forward and air resistance impeding him. The driving force starts off at a maximum value but decreases with increase in velocity, whereas the resisting force varies as the square of velocity. Mathematical models of these two forces have been incorporated in Newton's Second Law to yield a second order non-linear differential equation to describe the sprinter's motion. This equation may be numerically integrated, and validation of the model has shown there is good agreement between theory and experimental data. The model may be used to characterise a runner's performance (a so-called 'sprint profile'), to pinpoint his strengths and/or weaknesses, and to predict what his time might be for a particular distance if he were able to maintain maximum velocity.

Introduction

The running gait must surely be one of man's most natural activities. It is therefore significant that man does not fully understand running, particularly from a biomechanical standpoint. Although research on the biomechanics of running dates back to the early Greek philosopher Aristotle, it is only in the last 50 years that mathematical modelling of a sprinter's performance using mechanical principles has been attempted (Furusawa et al., 1927; Hill, 1927; Fenn, 1930; Henry et al., 1951, 1952; Keller, 1973, 1974; Vaughan et al., 1977). While all of these researchers obtained satisfactory results for predicting a sprinter's horizontal velocity, not all of them based their equations on sound mechanical reasoning (cf. Vaughan et al., 1977).

The advent of the digital computer has given greater scope to the use of simulation models, particularly for the understanding, evaluation and improvement of human movement. The purposes of the present paper are as follows:

(1) to develop a mathematical model that simulates the horizontal forces acting on a sprinter; and
(2) to measure relevant kinematic parameters in order to validate the model.

The implementation of the model will be described in Part II of this paper. (Vaughan, 1982).
For the purposes of this study it is assumed that a sprinter exerts his maximum effort from the time the gun is fired; he then achieves his maximum velocity and maintains this for the period of interest. The sprinter is assumed to move in the mid-sagittal plane, so that any rotation about a longitudinal or medial axis can be ignored.

Figure 1 illustrates the external forces acting on a sprinter. These are the ground reaction force (which may be resolved into two orthogonal components, a horizontal driving force and a vertical supporting force), the athlete’s weight, and air resistance. In the present model, neither the supporting force nor the weight are considered since their imbalance merely causes the upward or downward acceleration of the runner’s centre of mass. The aim of sprinting is to cover a set horizontal distance in the minimum time. For this reason only the horizontal forces are considered for the purposes of the model.

Baumann (1976), Blader (1968) and Henry (1952) have all shown that the horizontal driving force assumes its maximum value immediately after the gun is fired. Since the sprinter is using a set of starting blocks he is able to lean well forward, pushing backward with great vigour and thereby evoking a favourable propulsive reaction. Furthermore, the sprinter spends a greater proportion of his time in contact with the ground (Hopper, 1973) and is thus able to exert a greater impulse. Figure 2 shows the sprinter progressing from (a) the start, to (b) maximum velocity when the trunk is more upright (Dowell et al., 1975; Hay, 1978) and the driving force now...
assumes a minimum value because of the unfavourable body orientation. This observation that the horizontal driving force decreases as the sprinter's velocity increases is strengthened by the work of Fenn (1930) and other work physiologists. They have shown that the faster muscles shorten, the smaller the force they are able to exert on their environment, in this case the ground. It is important to point out that the driving force must be of a discontinuous nature in practice since the sprinter is airborne for certain discrete periods of time (Hay et al., 1982). The above discussion is therefore a slight simplification of reality.

The magnitude of the air resistance depends on a variety of factors (Hay, 1978; Pugh, 1970, 1971). It is widely accepted however, that the force due to the air resistance varies as the square of the velocity, provided the air is sufficiently disturbed (Batchelor, 1967; Davies, 1980; Hoerner, 1965). The effects of air resistance are two-fold: the sprinter must do work to overcome it and thus his velocity is restricted and his trunk position is impaired.

Application of Newton's Second Law to the sprinter's centre of mass yields

$$Ma = F_d - F_r \quad (1)$$

where $M$ is his total body mass, $a$ his horizontal acceleration, $F_d$ his driving force and $F_r$ his resisting force (air resistance). Division by $M$ gives

$$a = f_d - f_r \quad (2)$$

where $f_d$ is his driving force per unit mass and $f_r$ is his resisting force per unit mass.
The question that arises is as follows: what forms should \( f_d \) and \( f_r \) take? As discussed above, \( f_d \) starts off at some maximum value and decreases as horizontal velocity \( v \) increases. Previous research by Vaughan et al. (1977) has indicated the following form:

\[
 f_d = A - Bv^\alpha
\]

where \( A, B \) and \( \alpha \) are unknown parameters.

The model for \( f_r \) is simply

\[
 f_r = Cv^2
\]

where \( C \) is an unknown parameter. Equation (2) therefore becomes

\[
 a = A - Bv^\alpha - Cv^2
\]

When

\[
 v = 0, \quad A = a_{init}
\]

when

\[
 v = v_{max}, \quad a = 0
\]

so

\[
 0 = A - Bv_{max}^\alpha - Cv_{max}^2
\]

giving

\[
 B = Av_{max}^{-\alpha} - Cv_{max}^{2-\alpha}
\]

Now, it is generally accepted (Batchelor, 1967; Hoerner, 1965; Pugh, 1970) that the force due to air resistance may be calculated from the equation

\[
 F_r = \frac{1}{2}C_D \rho Q_p v^2
\]

where \( C_D \) is a dimensionless drag coefficient, \( \rho \) is the density of the air, and \( Q_p \) is the projected or cross-sectional area of the runner. Since \( f_r = F_r/M \), Eqns. (4) and (8) yield

\[
 C = \frac{1}{2}C_D \rho Q_p M^{-1}
\]
Sprinter's model development

Previous work (Hoerner, 1965; Shanebrook et al., 1976) suggests that the drag coefficient $C_D$ for a sprinter has a value of 1.12. For average temperature and barometric pressure conditions (20°C and 760 mmHg) air density $\rho$ may be taken as 1.2 kg/m$^3$. The projected area $Q_p$ has been shown to be about 27.5% of total body area $Q_b$ (Horner, 1965; Pugh, 1971; Shanebrook et al., 1976). Vaughan et al., 1976) have suggested that $Q_b$ may be satisfactorily calculated by the modified Du Bois formula

$$Q_b = 0.217H^{0.725}M^{0.425}$$ (10)

where $H$ and $M$ are total body height and mass, respectively. Substitution of these values for $C_D$, $\rho$ and $Q_p$ into Eqn. (9) yields

$$C = 0.0401H^{0.725}M^{-0.575}$$ (11)

Equation (5) may be rewritten as

$$\ddot{s} = A - B\dot{s} - Cs^2$$ (12)

and is a second order non-linear differential equation which describes the sprinter's motion ($s$ is horizontal displacement and the dots indicate first and second time derivatives). The parameters $A$, $B$ and $C$ may be calculated from Eqns. (6), (7) and (11) provided values for $a_{\text{init}}$, $v_{\text{max}}$, $H$, $M$ and $\alpha$ are known. The next section of this paper will describe the methods used to measure $a_{\text{init}}$ and $v_{\text{max}}$ and the section thereafter will describe the procedures for selecting the optimum value for $\alpha$.

Validation of theoretical model

Four university sprinters were recruited for the purpose of evaluating the mathematical model in Eqn. (12). Their physical characteristics are contained in Table 1. Two devices were constructed for the purpose of gathering the necessary kinematic data.

The first device was designed to give a continuous record of the athlete's velocity

<table>
<thead>
<tr>
<th>Athlete</th>
<th>Age (years)</th>
<th>Height (m)</th>
<th>Mass (kg)</th>
<th>Best 100 m (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>19</td>
<td>1.79</td>
<td>84</td>
<td>11.1</td>
</tr>
<tr>
<td>NH</td>
<td>26</td>
<td>1.83</td>
<td>81</td>
<td>10.3</td>
</tr>
<tr>
<td>PL</td>
<td>22</td>
<td>1.80</td>
<td>72</td>
<td>10.5</td>
</tr>
<tr>
<td>KV</td>
<td>22</td>
<td>1.80</td>
<td>74</td>
<td>10.9</td>
</tr>
</tbody>
</table>

TABLE 1

PHYSICAL CHARACTERISTICS OF SUBJECTS
TABLE 2

KINEMATIC MEASUREMENTS AND PREDICTIONS FOR EACH ATHLETE

Predictions, indicated with an asterick*, are based on the model for which $\alpha = 0.7$

<table>
<thead>
<tr>
<th>Athlete</th>
<th>$a_{init}$ (m/s²)</th>
<th>$v_{max}$ (m/s)</th>
<th>$t_{27.5}$ (s)</th>
<th>$s_{27.5}$ (m)</th>
<th>$v_{27.5}$ (m/s)</th>
<th>$s_{100}$ (m)</th>
<th>$v_{100}$ (m/s)</th>
<th>$t_{100}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>10.50</td>
<td>9.94</td>
<td>3.82</td>
<td>27.5</td>
<td>27.7</td>
<td>9.50</td>
<td>9.64</td>
<td>11.23</td>
</tr>
<tr>
<td>NH</td>
<td>10.26</td>
<td>10.12</td>
<td>3.83</td>
<td>27.5</td>
<td>27.2</td>
<td>9.80</td>
<td>9.65</td>
<td>11.09</td>
</tr>
<tr>
<td>PL</td>
<td>10.65</td>
<td>10.24</td>
<td>3.78</td>
<td>27.5</td>
<td>27.3</td>
<td>9.92</td>
<td>9.79</td>
<td>10.94</td>
</tr>
<tr>
<td>KV</td>
<td>10.55</td>
<td>9.90</td>
<td>3.85</td>
<td>27.5</td>
<td>27.2</td>
<td>9.31</td>
<td>9.51</td>
<td>11.26</td>
</tr>
</tbody>
</table>

and used micro-wave technology (Manchester, 1965; Vaughan et al., 1977) very similar to the ‘radar’ device used by the police for measuring a motor vehicle’s speed. The slope of the initial velocity-time graph (range was limited to 20 m) could then be differentiated to yield the athlete’s initial acceleration $a_{init}$ for calculating $A$ in Eqn. (6).

The second device, in which light beams were concentrated on photo-cells at a series of timing stations (25.0 m, 27.5 m, 30.0 m, 40.0 m, 45.0 m and 50.0 m) has been used quite extensively before (Ikai, 1968; Jackson et al., 1969). The variables of interest are the time and velocity at 27.5 m ($t_{27.5}, v_{27.5}$) and maximum velocity ($v_{max}$) between 40.0 m and 50.0 m. All these kinematic measurements are presented in Table 2.

The data from Tables 1 and 2 may be substituted in Eqns. (6) and (7) and (11) for the purposes of evaluating $A$, $B$ and $C$ if a value of $\alpha$ is selected. In a previous paper by Vaughan et al. (1977) values 0.5 and 1.0 for $\alpha$ were tried, but, as will now be demonstrated, the optimum lies between these values.

Integration of Eqn (12) for six different $\alpha$-values was done numerically using a modification of the Taylor Series Expansion (Abramowitz et al., 1968), with the aid of a Casio FX-502P programmable calculator. It is thus possible to calculate velocity and displacement as a function of time. The following expression was calculated for each value of $\alpha$

$$\text{sum of squares} = (s_{27.5} - s_{27.5}^*)^2 + (v_{27.5} - v_{27.5}^*)^2$$  \hspace{1cm} (13)

where the superscript * indicates a value predicted by the model. Figure 3 illustrates the mean value for the sum of squares of the four subjects plotted as a function of $\alpha$. Quite clearly the minimum value for Eqn. (13) is obtained when a value of $\alpha = 0.7$ is used. Just how well theory matches experiment can also be judged by examining Table 2.

A further check on the validity of the $\alpha = 0.7$ model may be seen in Fig. 4. The continuous velocity-time record of NH for the initial 1.2 s has been compared with
Fig. 3. Sum of squares (cf, Eqn. (13) plotted as a function of parameter $\alpha$. Note: these are the mean values for the four athletes, and the solid line has been added merely for the purpose of illustration.

three different model predictions. Again the value of $\alpha = 0.7$ give a very satisfactory approximation to experimental result.

Discussion

Table 2 contains the 100-m time for each athlete predicted by the model. When it
is considered that the data on which the models are based were gathered on a grass track during the off-season, the comparison with the best 100 m times in Table 1 is quite reasonable.

Table 3 contains the values for parameters $A$, $B$ and $C$ for each athlete based on $\alpha = 0.7$. The values for NH were used to generate the data for Figs. 5 and 6. Figure 5 illustrates $F_d$ and $F_r$ plotted as a function of velocity. At the terminal velocity (i.e.
maximum velocity), $F_r$ has a value of 42 N which compares quite favourably with the figures quoted by various workers (Raine, 1970; Sharebrook et al., 1976; Whitt et al., 1974) for the drag on cyclists, skiers and also runners.

Figure 6 shows theoretical displacement, velocity and acceleration curves. In reality a sprinter is not able to maintain his maximum speed for an indefinite length of time. The model of Eqn. (12) becomes no longer applicable as soon as the athlete’s speed drops below its maximum value. The time at which the decrease in speed starts depends on the fitness and ability of the athlete. Furusawa et al. (1927) and Ikai (1968) have demonstrated that their subjects have a substantial fall-off in speed after relatively short distances. However a simple analysis of Pietro Mennea’s 200-m world record indicates that this decrease in speed over the second 100 m was only a few per cent.

The model of Eqn. (12) is a general one for all sprinters and the parameters $A$, $B$ and $C$ are characterised by $a_{\text{init}}$, $v_{\text{max}}$, $H$ and $M$. There is little the sprinter can do to alter the values of $H$ and $M$ – and therefore $C$. However, a powerful drive out of the blocks (i.e. a large value for $a_{\text{init}}$) and a large maximum velocity $v_{\text{max}}$ are clearly factors which can improve through hard work and training. The model has the following uses:

1. to characterise a runner’s performance (a so-called ‘sprint profile’) for comparison throughout the season;
2. to pinpoint where a sprinter’s strengths and/or weaknesses might lie; and
3. to predict what a sprinter’s time might be for a particular distance if he were able to maintain maximum velocity.

The model developed and validated in this paper forms the basis for a further study (Vaughan, 1982) in which some of the above uses are examined.
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Although successful models have been developed to simulate a sprinter's performance, they are often complex and sophisticated, requiring a main frame environment and expensive monitoring equipment. These disadvantages preclude the wide-spread use of the models by practitioners. This paper presents a method in which the necessary data can be easily gathered — using a tape measure, six stop watches and bollards, a starting gun, and a bathroom scale. A simple algorithm is presented for calculating the parameters of a previously defined model, and implemented on hand-held programmable calculators, the Casio FX-502P and HP41C. The model calculates the sprinter's initial horizontal acceleration, maximum horizontal velocity and can be used to predict the time for any given race distance. The model can therefore be used to evaluate the sprinter's current performance as well as indicate his potential if he were able to reach and maintain maximum velocity.

Introduction

As outlined in Part I of this paper (Vaughan, 1982), a sprinter's performance can be simulated by means of a mathematical model. A prime consideration when developing a model should be the use to which it can be put. It may be useful for the researcher to understand aspects of the biomechanics of sprinting, or it may have a wider scope to the practitioner — the sprint coach — in evaluating and improving sprint performance. If sophisticated measuring equipment is required (Jackson et al., 1969; Vaughan et al., 1977) then the expense will preclude widespread use of the model by practitioners. However, if the equipment needed is cheap and readily available then the model's potential is greatly expanded. It is with this view in mind that the present paper has been prepared.

Vaughan (1982) has shown that the following differential equation — based on Newtonian mechanics — offers a successful means for predicting a sprinter's kinematics:

\[ \ddot{s} = A - B\dot{s}^{0.7} - C\dot{s}^2 \]  

(1)
where \( s \) is horizontal displacement, the dots indicate first and second derivatives with respect to time, and \( A, B \) and \( C \) are parameters unique to each sprinter's performance. If parameters \( A, B \) and \( C \) can be determined then Eqn. (1) can be numerically integrated to yield the sprinter's horizontal displacement, velocity and acceleration at various times during the race. The purposes of this study therefore are

1. to collect data on sprinters of varying ability using cheap and readily available equipment;
2. to develop a simple algorithm for calculating \( A, B \) and \( C \);
3. to implement and test the algorithm on a hand-held programmable calculator.

Data collection

Six sprinters of both sex and of varying ability were studied at the beginning of the athletics season. The track had a synthetic surface and was housed indoors, thus eliminating wind effects (but not of course air resistance). The equipment required was as follows

1. Tape measure
2. 6 Stop watches
3. 6 Bollards
4. Starting gun or wooden clapper
5. Bathroom scale

The tape measure was used to set up accurately six timing stations (indicated by the six bollards) at 5, 10, 15, 30, 40 and 50 m. Each sprinter was instructed to sprint 'flat out' until at least 60 m during which period his or her time was recorded by a timekeeper at each of the six timing stations. After the trial, the tape and scale were used to obtain the athlete's height and mass, respectively. All these data — in addition to

TABLE 1

<table>
<thead>
<tr>
<th>Athlete's initials</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Height (m)</th>
<th>Mass (kg)</th>
<th>( \dot{s}_{\text{max}} ) (m/s)</th>
<th>( A ) (m/s²)</th>
<th>( B ) (m⁹·s⁻¹·m⁻¹)</th>
<th>( C ) (m⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J B</td>
<td>F</td>
<td>15</td>
<td>1.68</td>
<td>57.0</td>
<td>9.1</td>
<td>9.2</td>
<td>1.86</td>
<td>0.0057</td>
</tr>
<tr>
<td>L C</td>
<td>M</td>
<td>20</td>
<td>1.79</td>
<td>66.0</td>
<td>10.0</td>
<td>10.5</td>
<td>1.99</td>
<td>0.0055</td>
</tr>
<tr>
<td>R D</td>
<td>M</td>
<td>21</td>
<td>1.77</td>
<td>67.0</td>
<td>9.1</td>
<td>14.3</td>
<td>2.96</td>
<td>0.0054</td>
</tr>
<tr>
<td>V E</td>
<td>M</td>
<td>22</td>
<td>1.80</td>
<td>75.5</td>
<td>11.1</td>
<td>11.3</td>
<td>1.98</td>
<td>0.0051</td>
</tr>
<tr>
<td>K V</td>
<td>M</td>
<td>28</td>
<td>1.80</td>
<td>76.5</td>
<td>9.1</td>
<td>10.7</td>
<td>2.19</td>
<td>0.0051</td>
</tr>
<tr>
<td>K W</td>
<td>F</td>
<td>19</td>
<td>1.67</td>
<td>53.0</td>
<td>9.1</td>
<td>9.7</td>
<td>1.96</td>
<td>0.0059</td>
</tr>
</tbody>
</table>
TABLE 2

ATHLETE’S TIMES AT EACH STATION

Note: the best 100-m time is that recorded for the season, while all the values with an asterisk are those predicted by the model with \( \Delta t = 0.05 \).

<table>
<thead>
<tr>
<th>Athlete’s initials</th>
<th>Time</th>
<th>Time</th>
<th>Time</th>
<th>Time</th>
<th>Time</th>
<th>Time</th>
<th>Best 100 m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 m (s)</td>
<td>10 m (s)</td>
<td>15 m (s)</td>
<td>30 m (s)</td>
<td>40 m (s)</td>
<td>50 m (s)</td>
<td></td>
</tr>
<tr>
<td>J B</td>
<td>1.3</td>
<td>2.1</td>
<td>2.7</td>
<td>4.6</td>
<td>5.7</td>
<td>6.9</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>1.3*</td>
<td>2.1*</td>
<td>2.7*</td>
<td>4.5*</td>
<td>5.6*</td>
<td>6.7*</td>
<td>12.2*</td>
</tr>
<tr>
<td>L C</td>
<td>1.1</td>
<td>2.0</td>
<td>2.5</td>
<td>4.3</td>
<td>5.3</td>
<td>6.4</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>1.2*</td>
<td>2.0*</td>
<td>2.5*</td>
<td>4.2*</td>
<td>5.2*</td>
<td>6.2*</td>
<td>11.2*</td>
</tr>
<tr>
<td>R D</td>
<td>1.1</td>
<td>1.8</td>
<td>2.4</td>
<td>4.2</td>
<td>5.3</td>
<td>6.4</td>
<td>11.6</td>
</tr>
<tr>
<td></td>
<td>1.1*</td>
<td>1.8*</td>
<td>2.4*</td>
<td>4.1*</td>
<td>5.2*</td>
<td>6.3*</td>
<td>11.8*</td>
</tr>
<tr>
<td>V E</td>
<td>1.1</td>
<td>1.8</td>
<td>2.4</td>
<td>4.2</td>
<td>5.1</td>
<td>6.1</td>
<td>10.4</td>
</tr>
<tr>
<td></td>
<td>1.2*</td>
<td>1.8*</td>
<td>2.4*</td>
<td>3.9*</td>
<td>4.8*</td>
<td>5.7*</td>
<td>10.2*</td>
</tr>
<tr>
<td>K V</td>
<td>1.2</td>
<td>2.0</td>
<td>2.6</td>
<td>4.3</td>
<td>5.4</td>
<td>6.5</td>
<td>11.5</td>
</tr>
<tr>
<td></td>
<td>1.3*</td>
<td>2.0*</td>
<td>2.6*</td>
<td>4.3*</td>
<td>5.4*</td>
<td>6.5*</td>
<td>11.9*</td>
</tr>
<tr>
<td>K W</td>
<td>1.3</td>
<td>2.0</td>
<td>2.7</td>
<td>4.4</td>
<td>5.5</td>
<td>6.6</td>
<td>11.6</td>
</tr>
<tr>
<td></td>
<td>1.3*</td>
<td>2.0*</td>
<td>2.7*</td>
<td>4.4*</td>
<td>5.5*</td>
<td>6.6*</td>
<td>12.0*</td>
</tr>
</tbody>
</table>

to the model’s predictions which will be discussed in a later section — have been included in Tables 1 and 2.

Each of the five items listed above are relatively inexpensive and should be readily available to most people involved in the coaching of sprinters.

Development of algorithm

There are essentially two types of dynamics problems: (a) the forward problem, in which the kinetics (i.e. forces and torques) are known and the differential equations are solved to yield the kinematics (i.e. accelerations, velocities and displacements); and (b) the inverse problem, in which the kinematics are known and the algebraic equations are solved to yield the kinetics (Wells, 1967). Now the majority of biomechanics problems fall into this latter category because it is normally so difficult to measure forces and torques directly (Chao et al., 1973; Vaughan et al., 1982a).

Chao et al. (1973) argued that numerical differentiation applied to experimentally
obtained data would magnify the inherent measurement errors. They therefore proposed a method for obtaining joint kinetics based on the application of mathematical optimization (steepest descent algorithm) using a modification of the direct dynamics approach. The method was designed to make successive improvements of an initially-estimated set of joint torques by driving a set of calculated displacements (obtained by numerical integration) closer and closer to the set of measured displacements as the iterative process progressed.

The algorithm proposed in the present paper is very similar to that of Chao et al. (1973) although the optimization is simplified considerably. It may be stated as follows (Haug et al., 1979): Find the optimal design variable $A \in R^1$ that minimizes the objective function

$$J = \sum_{i=1}^{3} (s_i - s_i^*)^2$$

subject to the constraints $\psi_j = 1 \cdots 5$ where

$$\psi_1 = \delta - A + B_{s}^{0.7} + C_{s}^{2} = 0$$

$$\psi_2 = C - 0.04H_{0.725}M_{-0.575} = 0$$

$$\psi_3 = B - (A - C_{s}^{2_{\text{max}}})/\delta_{s_{\text{max}}}^{0.7} = 0$$

$$\psi_4 = A_{\text{min}} - A \leq 0$$

$$\psi_5 = A_{\text{max}} + A \leq 0$$

given $H, M$ and $(t_i, s_i) i = 1 \cdots 6$

In Eqn. (2) the asterisk * indicates a displacement calculated by the model. Equation (3) is simply a rearrangement of Eqn. (1), and Eqn. (4) shows that parameter $C$ is a function of $H$ and $M$ (cf. Vaughan (1982) for more detail). Equation (5) indicates that $B$ is a function of $A$, $C$ and $s_{\text{max}}$ where this last unknown may be calculated simply from $(t_i, s_i) i = 4, 5, 6$. The inequality constraints (6) and (7) ensure that $A$ lies between $A_{\text{min}}$ and $A_{\text{max}}$ which have to be specified.

Although the gradient projection algorithm is very versatile (Haug et al., 1979) and can be readily adapted to biomechanical applications (Vaughan et al., 1982b), a much simpler iterative search was chosen for this study. This was done so that the algorithm could be accommodated on a hand-held programmable calculator.

The flow diagrams with the four separate programs BIORUN, INTEG2, RUNMOD and CALTIM are illustrated in Figs. 1—4. They have the following functions:
Fig. 1. Flow diagram for main program BIORUN which accepts anthropometric and kinematic data as input, and yields $\dot{s}_{\text{max}}, A, B$ and $C$ as output.

$$s_{\text{max}} = \max \left\{ \frac{(s_6 - s_5)}{(t_6 - t_5)}, \frac{(s_5 - s_4)}{(t_5 - t_4)} \right\}$$

$$B = \frac{(A - C s_{\text{max}}^2)}{s_{\text{max}}}$$
Fig. 2. Flow diagram for subroutine INTEG2 which integrates a second order differential equation.

Fig. 3. Flow diagram for subroutine RUNMOD which evaluates the running model of Eqn. (1).

Fig. 4. Flow diagram for subroutine CALTIM which calculates the time for a given distance.

BIORUN  This is the main controlling program, accepting all the measured data, calculating $C$, $s_{max}$, $B$ and the optimum value for $A$.

INTEG2  This subroutine integrates a second order differential equation and is based on a Taylor Series Expansion (Abramowitz et al., 1968).

RUNMOD  This subroutine simply evaluates the running model of Eqn. (1).

CALTIM  This subroutine calculates the time for a given race distance.

Testing of programs

The flow diagrams of Figs. 1–4 may be incorporated on a hand-held programmable calculator, either the Casio FX-502P (approximate cost £50) or the Hewlett-Packard HP41-C (about £120). The programs for both these calculators may be obtained from the author. Athlete LC is chosen for the purpose of illustration.
Steps 14 and 15 can be repeated as often as required. In step 12 about 7.5 min is required from when \( \text{MODE} \) is depressed until 10.5 is displayed, and in step 15 about 5 min elapses from \( \text{EOF} \) to the display of 11.2.

The calculated values for \( \dot{s}_{\text{max}} \), \( A \), \( B \) and \( C \) for each athlete are contained in Table 1, while the predicted times for each of the six timing stations plus 100 m are presented in Table 2. The two parameters \( \dot{s}_{\text{max}} \) and \( A \) are simply the sprinter’s maximum horizontal velocity and initial horizontal acceleration, respectively, and give a good indication of performance.

**Discussion**

Table 2 illustrates just how well the predicted values match the measured ones. For subjects KW and KV the agreement is very good while that for LC and VE is not so good. A further means of comparison is in graphical form as seen in Fig. 5, which is based on the data for LC.

One of the problems of this particular study was the fact that the stop watches were only accurate to 0.1 s. Since timing stations 4, 5 and 6 were separated by 10 m, the calculation of \( \dot{s}_{\text{max}} \) was limited to only three values, namely 9.1, 10.0 and 11.1 m/s. However, it is highly probable that \( \dot{s}_{\text{max}} \) did not have these exact values for each athlete. Since \( \dot{s}_{\text{max}} \) affects the value of \( B \) and hence the whole model, it is likely that better predictions could have been obtained had stop watches accurate to 0.01 s been used.

Another possible drawback of the model is the time required for the iterative process to yield \( A_{\text{optimum}} \) and predict \( t_{\text{race}} \). It should be pointed out, however, that
Fig. 5. Measured (dots) and predicted (solid line) values for the horizontal displacement as a function of time for subject LC.

the FX-502P is a good 20% faster than the HP41-C, a fact which is well documented (Pountain, 1981). If the algorithm is implemented on a micro- or mini-computer then the cycle time is greatly reduced but of course portability must be sacrificed.

Based on the results presented in this paper, the following conclusions may be drawn:

(1) A mathematical model, which uses as input easily obtained displacement-time data of sprinters, has been implemented on a cheap hand-held calculator; and

(2) the output from the model gives a good indication of the sprinter's performance and his potential.
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I. INTRODUCTION

On October 23, 1983 nearly 17,000 runners took part in the annual New York City marathon, a race of some 40.2 km. This simple statement demonstrates the fact that running — and particularly road running — now plays a leading role among mass-participation sports. Simultaneous with the meteoric rise in the popularity of running during the past decade, there has also been a commitment to basic research in various aspects of running. Perhaps understandably, the preponderance of this research has been of a physiological nature, with sports scientists exploring the cardiovascular and other benefits of running. But what about the biomechanical aspects? Are they too worthy of the attention of researchers? Consider a few more points related to the NYC marathon.

Over 500 of the 1100 injured runners who required medical attention — either during the race or immediately afterwards — had complaints related to pain in the lower extremities, such as blisters, strains, and sprains. It seems likely that the etiology for many of these problems had a biomechanical foundation. Each runner who completed the race took approximately 25,000 steps and on each of these steps, experienced a ground reaction force three to five times body weight. The internal forces on the joint contact points and in the individual muscles were larger still — about ten times body weight. This is indeed strong evidence in favor of musculoskeletal running injuries having a biomechanical etiology. Running is often considered an inexpensive sport from the equipment point of view, but consider the following statistic. If we assume that most of the runners had at least two pairs of running shoes — one for racing, the other for training — then the competitors in this race alone represented nearly $2 million worth of footwear. Since the running shoes were effectively the only manner in which the runner physically interacted with his or her environment, they clearly played a vital role in the transmission of forces to and from the ground. It is little wonder then that much of the money that has been generated by the running revolution has been channeled back into the biomechanical design of running shoes. Clearly these three important topics — musculoskeletal injuries, external and internal forces, and the design of running shoes — are sufficient justification for a review chapter on the biomechanics of running gait.

It is perhaps significant that popular journals directed toward practitioners, i.e., the coaches and athletes, carry articles extolling the importance of a biomechanical understanding of running. These have varied from an examination of orthotic devices to gait analysis and running shoes, and from running injuries to the exploration of optimum running techniques. This is an important trend since it will most likely guarantee that the research results of sports scientists find their way to the market place rather than being limited only to those who consult academic journals. Nevertheless, such articles must obviously be read with a great deal of caution, since the journalist may misinterpret the scientist’s conclusions or...
overemphasize certain points. Statements such as "A forward-looking handful of experts have opened the gait to analysis and their findings could revolutionize the shoe industry";6 "We have conclusive proof that some syndromes that derive in the back are the result of poor foot function";5 and "The greatest energy cost in running comes from raising the runner's center of gravity from one stride to the other"8 tend to be optimistic or, worse still, clearly wrong.

Some of the pioneers in the biomechanics of running gait have been Muybridge9 (whose major work was done before the turn of the century), Hill,10 Furusawa et al.,11 Fenn,12 and Elftman13 (who worked during the 1920s and 1930s). During the past decade, a number of review papers have been published.14,15 Miller presented a keynote address to the inaugural meeting of the American Society of Biomechanics in 1977 entitled "Biomechanics of running—what should the future hold?".16 In this paper she focused on the progress, problems, and challenges of biomechanical research of running at that time. From a perspective standpoint it is appropriate at this stage of the present paper to examine some of the challenges Miller highlighted for future researchers, and see to what extent those challenges have been met.

Miller felt that analyses had been limited almost entirely to motion in the sagittal plane, because skilled running was often considered a quasiplanar activity. She argued that the third dimension could not be overlooked if a full understanding of the skill was to be achieved, especially where the role of the arms or atypical running gaits were involved. Despite the obvious technical problems of studying the human body in three dimensions, an increasing number of researchers have since taken their studies to this degree of completeness.17-19 Although sophisticated on-line techniques for studying the movement of the human body in three dimensions such as Selspot and Vicon are available, it would appear that the traditional photographic procedures are still most widely used.6 The obvious drawback of the traditional approach is that it is extremely labor intensive: each photographic image of the runner may have anything up to 25 marker points (such as joint centers) that need to be manually digitized. There may be two or more cameras and, depending on the sampling rate, over 100 photographic images. However, when the state-of-the-art techniques overcome the problems of encumbrance (SELSPO T) and slow sampling speed (VICON), as well as the limitation of being used indoors, it is anticipated that many more studies of running will be fully three dimensional.

Miller's second point was that there should be a continuing effort to investigate individual body segment contributions to running. Although she was referring mainly to resultant joint forces and moments, she also included segmental mass moments of inertia, methods for obtaining accurate linear and angular accelerations, relationships between electromyographic (EMG) activity and muscle force, and determination of segmental energy patterns. Miller herself has done some work on joint forces and moments,20 and other workers in this field have been Mann and Sprague,21 Mann,22 and Winter.23,24 However, it is surprising that so few studies have been conducted to measure the joint kinetics, especially if we consider the important causative role that they play. On the determination of moments of inertia which are personalized for the individual runner, a number of papers have been published,25,26 but more work needs to be done so that the procedure can be implemented reasonably quickly and yet accurately. With regard to methods for estimating accelerations from displacement-time data, Fourier series would seem to be particularly appropriate for a cyclic activity like running gait,14,16,17 while more recently Vaughan et al.26,27 have shown the benefits of a least squares quintic spline. It is nevertheless pertinent that at least two or three papers on numerical differentiation have appeared in the Journal of Biomechanics for each of the past 6 years. On the question of relating EMG to muscle forces, there has been no work done specifically for human subjects running, although there has been some progress using a strain gauged buckle transducer on cats.28 This line of study is fraught with methodological
problems, not least of which being the question of standardization of electrode techniques. It is therefore doubtful whether the next decade will see much progress on formulating appropriate EMG-force "calibration curves". Concerning segmental energy patterns, much work has certainly been done\textsuperscript{23,24,29-34} and this will be elaborated on in a later section.

Miller’s final point was that the mechanics of running should not be viewed in isolation. She felt that special efforts should be made by sports scientists to communicate and undertake cooperative investigations with scientists from other disciplines. In addition to the many biomechanics researchers in physical education departments doing work on running, there are others such as podiatrists,\textsuperscript{35} biomedical engineers,\textsuperscript{24,36,37} physicians,\textsuperscript{38} physical therapists, and orthopedic surgeons\textsuperscript{39-41} who are active in this area. Perhaps the best example of collaboration by scientists from different backgrounds is that of the sports medicine group at the University of Oregon.\textsuperscript{42} Such collaboration, which will hopefully become even more commonplace in the future, can only be to the benefit of scientists everywhere as they share their own unique insights.

Two recent bibliographies on biomechanics\textsuperscript{43,44} listed over 300 publications on running gait up until the end of 1981. The present review is not intended as a comprehensive review of the subject matter and therefore many references have, of necessity, been excluded. Six topics, which have been judged to be the most pertinent, have been chosen for review. These are, in their order of presentation, as follows: comparison of walking and running; computer modeling and simulation; kinetics of running; running shoes; running injuries; and energy, work, and power.

II. BIOMECHANICAL COMPARISON OF WALKING AND RUNNING GAITS

A. Definitions

Although a variety of definitions for biomechanics exists — both general and specific — the one most appropriate to the present review would probably be the following: biomechanics is the science that examines both the internal and external forces acting on a human body and the effects produced by these forces.

Applied to running, an example of the internal forces could be the knee joint contact force, while the ground reaction is an example of the external forces. There is a variety of effects. These include anything from segment kinematics in the short term to painful joints in the long term.

The Oxford dictionary describes gait as "the manner of walking; bearing or carriage as one walks; manner of forward progression of a runner".

According to Miller,\textsuperscript{16} many people regard running as a natural extension of walking and, to a certain extent this is true. Intermediate between walking and running is race walking, which is defined by the International Amateur Athletic Federation\textsuperscript{2} as progression by steps so taken that unbroken contact with the ground is maintained. At each step, the advancing foot of the walker must make contact with the ground before the rear foot leaves the ground. During the period of each step in which a foot is on the ground, the leg must be straight at the knee for at least one moment, and in particular, the supporting leg must be straight in the vertically upright position.

Another few definitions for stride and step are required since these terms have not always been used consistently in the literature.\textsuperscript{16}

The stride is the basic unit of locomotion and is commonly measured from the initial ground contact of one foot to the next touch down of the same foot (e.g., ipsilateral footstrike to ipsilateral footstrike).

The step refers to that half of the stride encompassed by two consecutive footstrikes (e.g., ipsilateral footstrike to contralateral footstrike).

In normal symmetric gait, the step would simply be half of the stride. However, it is not always valid, particularly with pathological gait, to make such an assumption.
The stance periods for walking, race walking, and running have been illustrated in Figure 1. In progressing from walking to race walking, the subject takes longer strides in addition to using a far more vigorous arm action. What is not so obvious from Figure 1B, but is graphically illustrated in Figure 1D, is the marked tilting of the pelvis and shoulders and that lateral curvature of the spine required in race walking. These movements are almost certainly the result of the “straight-leg-through-the-vertical” rule and would appear to predispose race walking athletes to injury.45 Other features of the race walker’s action include the marked hyperextension of the knee joint leading to large stresses in the posterior structures and possible long-term injury, and excessive plantar flexion at the ankle joint (in order to maintain ground contact and remain within the rules) which leads to painful Achilles tendon.45 Although race walking may not be regarded as very efficient,2 particularly if one studies the increased electrical activity in the trunk and arm muscles,45 the vertical excursion of the center of gravity is somewhat less than that for free-speed walking (0.028 vs. 0.041 m).45,46

In progressing from race walking to running, the most obvious change is the large increase in range of motion at the hip and knee joints, a point that will be discussed later in this section.

B. Timing and Step Length

The differences between walking, race walking, and running are most graphically illustrated by the changing time patterns of the various phases of the cycle: when the foot is in contact with the ground (stance or support phase) and when it is not in contact (swing or recovery phase). A number of researchers have published work in this area,41,45,47 and Figure 2 is a composite of their data.

We note from this figure that in normal walking, the cycle lasts about 1 sec and that 60% of this period is spent in the stance phase. Also of interest is the phase when both the ipsi- and contralateral feet are on the ground — the double-support phase — which lasts a little over one tenth sec. As the person progresses from walking to race walking, not only does the cycle time decrease to about 0.75 sec, but the double-support phase disappears and the person spends equal amounts of time in stance and swing. In actual fact, there should be a very short period of double stance (a few 1/100 sec is all that is necessary) so that the rules of race walking are not violated.49 Progressing to running, the cycle time continues to decrease and we now have a period when both legs are in swing and the athlete is airborne. As the athlete runs faster still, the stance phase becomes a smaller and smaller percentage of the total cycle period.

A group of researchers from Sweden38,47,48 have performed a number of studies in which they have tried to understand some of the mechanisms that come into play as the person’s speed of locomotion increases. They concentrated on the critical speeds between 1.5 and 3.5 m/sec when a subject is able to both walk and run. Figure 3 shows the relationship between the cycle, support, and swing phases and horizontal velocity. It is clear that in both walking and running, the subject increases velocity by decreasing the cycle time, more sharply in the case of walking. For walking, this is achieved by decreasing both support and swing time, whereas for running only support time is decreased and swing time actually increases slightly. Interestingly, the length that the body’s center of mass moves during a single support phase is about 50% longer (0.9 vs. 0.6 m) in walking than in running.47

Further insight into this question can be obtained by considering the simple equation:

\[ v = \ell_{\text{step}} f_{\text{step}} \]  \hspace{1cm} (1)

in which \( v \) represents horizontal velocity; \( \ell_{\text{step}} \) is step length with units of m; and \( f_{\text{step}} \) is step frequency or rate with units of sec\(^{-1}\). With reference to Figures 2 and 3, \( f_{\text{step}} \) is simply the inverse of the step time. Velocity \( v \) can be increased by a variety of means: increasing either
FIGURE 1. Sagittal plane views of (A) walking, (B) race walking, and (C) running, and (D) a coronal plane view of race walking.

$\ell_{\text{step}}$ or $f_{\text{step}}$ or both. A few workers have studied the relationship between $\ell_{\text{step}}$, $f_{\text{step}}$, and velocity, and their data have been represented in Figure 4. We see that there is a fairly linear and steep increase in $\ell_{\text{step}}$ from 2 to 7 m/sec. Thereafter the increase is much more gradual and in fact there is little difference in the step length of a sprinter at 8 and 10 m/
sec. In contrast, $f_{\text{step}}$ increases fairly gradually at the lower velocities, but between 8 and 10 m/sec the slope is much steeper. These trends lead to the obvious question: what are the limiting factors in maximum sprinting speed? The answer, however, is not so obvious. Chapman and Caldwell\textsuperscript{31} ascribed the limitation in running speed to an inability of the athlete to increase the eccentric knee moment prior to foot strike. They argued that this large moment was required for the energy absorption of foot strike, but at higher speeds the moment could not be generated in a sufficiently short period of time. This apparently resulted in an inability to increase running speed by elevating $f_{\text{step}}$. Another factor alluded to in their paper and in the work of others\textsuperscript{12,36} is the limitation imposed by the force-velocity relationship of muscle.

C. Joint Angles and Electromyography

One of the most popular methods for presenting angular kinematic data to have emerged during the past decade has been the angle-angle diagram.$^{16,49,50}$ Figure 5 has been adapted
from the work of Miller¹⁶ and shows the effect of increasing running speed on the range of motion of the knee joint and thigh (note: the knee joint angle is the angle enclosed between the thigh and the calf, whereas the thigh angle is measured relative to a fixed horizontal axis). The data were for a national-caliber female distance runner performing at three speeds: jogging (3.8 m/sec), racing pace (5.6 m/sec), and sprinting (7.5 m/sec). The differences between jogging and racing pace were clearly more marked than those between the racing pace and sprinting, although the increase in velocity was about the same in each case (1.8 vs. 1.9 m/sec). In going from jogging to racing pace, there was a marked increase in the range of motion of both the hip and knee joints during the swing phase (i.e., between ipsilateral toe-off and ipsilateral footstrike). This point can be reconciled by examining Figure 4, which shows that as velocity increased from 2 to 6 m/sec, step length played a dominant role. However, from 6 to 10 m/sec, step length, which is directly related to thigh and knee range of motion, was relatively constant and step rate was dominant. Perhaps a less obvious feature of Figure 5 was the decrease in the extension/flexion peak occurring prior to ipsilateral footstrike with the increase in running speed. Miller ascribed the purpose of this action to reduce the relative velocity of the foot with respect to the ground at initial contact and thereby attenuate both the landing shock and the braking impulse. Also of interest was the marked similarity in the patterns for the middle third of the stance period. A further observation by Miller was that the stride-to-stride variation of joint angles was less at faster running speeds.

There have been a number of workers who have studied both the joint angular kinematics and the EMG activity of the muscles crossing the joints simultaneously,²²,³⁸,⁵¹-⁵³ despite some reservations regarding the fruitfulness of such comparisons.¹⁶ As Miller¹⁶ has observed, efforts to attribute a flexion movement to electrical activity from the flexor muscles of that particular joint overlook the important role of eccentric contraction. However, it is indeed possible to check whether a muscle is acting concentrically or eccentrically by examining...
FIGURE 4. Step length and step rate as a function of horizontal running velocity.  

The corresponding angular displacement diagram. Figures 6A to C show the angles at the hip, knee, and ankle joints, respectively, for walking (1.3 m/sec), running (5.4 m/sec), and sprinting (7.6 m/sec), as well as the electrical activity of various muscles. The joint angle data have been taken from Mann and Hagy, whereas the EMG data are a composite of the findings of Nilsson and Thorstensson, Elliot and Blanksby, and Mann and Hagy. (It should be stressed that there tends to be quite a bit of intersubject as well as intrasubject variability, particularly with regard to EMG data, so Figure 6 should not be regarded as the definitive pattern for a normal runner.) There is far more information contained in Figure 6 than can be adequately discussed in a review such as this one. Therefore, a few of the more salient features will be highlighted.

The rectus femoris is a two-joint muscle and can therefore act as both a hip flexor and knee extensor. During the stance phase for sprinting, the hip joint extended and the knee joint flexed, while the rectus femoris was clearly active. However, during swing phase, when the hip joint was flexing and the knee flexed then extended, the rectus femoris was active and the EMG was large in amplitude (indicated by the black vs. hatched areas). It is evident that at higher speeds associated with sprinting, the function of the rectus femoris became predominantly one of hip flexion. This conclusion would appear to be borne out by the activity of the vasti muscles, normally limited to knee extension, which were quiescent during most of the swing phase.
The lack of knee extension during the stance phase of sprinting (see Figure 6B) was described by Mann and Hagy to be a result of the sprinter having insufficient time to undergo any type of shock absorption. They ascribed most of the absorption of initial ground contact forces to the slight dorsiflexion at the ankle joint seen in Figure 6C. However, other authors have shown that this flexion/extension peak does occur in the stance phase of sprinting. In a commentary on the paper by Mann and Hagy, Drez stated that the significance of their data had to be treated with caution due to the small size of the sample group, but he encouraged them to study more normal subjects and to compare these data with injured subjects. There can be no doubt that this was extremely sound advice, not only for this group of researchers, but also for all workers concerned with the biomechanics of running.

A marked difference between walking and running was evident for the control of the ankle joint. The plantar flexion following heel strike in walking (Figure 6C) was accompanied by activity in the tibialis anterior, a dorsiflexor. Later on in the stance phase when dorsiflexion occurred, the gastrocnemius, a plantar flexor, became active. In running, where touchdown normally took place towards the forefoot, dorsiflexion began immediately. This motion was accompanied by large activity in the gastrocnemius which started during the second half of the swing phase. Thus there appeared to be a change in the coordination of the calf musculature as the subject progressed from walking to sprinting.

While most workers have concentrated on those muscle groups that control movement in the sagittal plane, Thorstensson et al. and Nilsson and Thorstensson have studied the erector spinae muscles which control trunk movement in the frontal plane. A comparison of walking and running may be seen in Figure 7 in which T represents lateral trunk flexion with upward being ipsilateral. The basic activity of the erector spinae muscles was quite similar for walking and running, with peaks occurring bilaterally at each touchdown. However, for walking, the EMG amplitude was larger for the ipsilateral muscles when the spine was moving contralaterally and vice versa. In running, the erector spinae activity became
FIGURE 6. Angles at (A) hip, (B) knee, and (C) ankle for walking (1.3 m/sec), running (5.4 m/sec), and sprinting (7.6 m/sec). The EMG data have three levels: blank means little or no activity, cross-hatching means moderate activity, and black indicates a large amount of activity. Muscles are abbreviated by rf, rectus femoris; h, hamstrings; g ma, gluteus maximus; v, vasti group; g, gastrocnemius; t a, tibialis anterior. The cycle starts and finishes at ipsilateral heelstrike and the vertical dashed lines indicate ipsilateral toe-off.

far more symmetrical, and this was correlated with forward inclination of the trunk. Thorstensson et al. therefore argued that the function of the erector spinae was to brake lateral trunk motion in walking and forward trunk motion in running. Although the Swedish studies were limited to locomotion on a level treadmill, it may be speculated that uphill running, which requires a pronounced forward lean of the trunk, would almost certainly predispose a runner to lower back pain due to the increased load placed on the erector spinae.

The data presented in Figures 6 and 7 compare angular kinematics and EMG. As stressed by Miller, it would be very useful to examine angular kinetics, i.e., joint forces and moments, and EMG data simultaneously. Some pioneering work on this was done by Elliot and Blanksby, although their studies had two shortcomings. First, they presented their moment data in discrete, digital format (i.e., tables) rather than the more easily assimilated analog format (i.e., graphs). Second, they only calculated the moments for the swing phase since they used a treadmill for their studies and could not measure ground reaction forces with a force plate. More recently, a three-dimensional analysis of resultant moments in upper extremity joints and their relationship to EMG have been reported by Hinrichs. He too used a treadmill, but did not have to contend with problems of external forces associated with lower extremity studies. Interestingly, Hinrichs found that the resultant moments closely followed the EMG activity, especially at the elbow joint, and this activity increased significantly with increased running speed.

D. Ground Reaction Forces

Although the topic of kinetics will be covered in more depth in a later section, the ground
reaction forces (GRF) for walking, race walking, and running have been included here for the purpose of comparison.\(^2\) Again, it should be realized that the data in Figure 8A to C are for a single trial of one subject — an experienced race walker — and should be studied with this point in mind.

For walking, the vertical GRF had the familiar double-humped pattern with its magnitude being just above, below, and above body weight, respectively. In race walking, this pattern disappeared and in running, there was a large initial peak about five times body weight and described by Nigg\(^4\) and others as the "passive" phase. It was described in this way because the duration of this peak was so short, about 10 to 15 msec, that the muscles did not have sufficient time to absorb the impact in an interactive manner.

The horizontal forces were smaller in magnitude, but nevertheless important in controlling the forward motion of the human locomotor apparatus. As we would expect, the subject first experienced a posterior (braking) force followed by an anterior (driving) force, with the areas under these curves, i.e., the impulse, being approximately constant. This was consistent with the impulse-momentum relationship and the fact that the subject was progressing at approximately constant velocity in each of the three figures. Although the mediolateral forces were extremely small in walking (certainly less than a quarter body weight), these forces were quite substantial in race walking. This can be understood by referring to Figure 1D and noting the exaggerated movements in the frontal plane.

III. COMPUTER MODELING AND SIMULATION

A. Definitions

It has been said by Miller\(^6\) that the basic methods used to study the biomechanics of running gait today differ little from the classic studies of Muybridge,\(^9\) Furusawa et al.,\(^11\)
FIGURE 8. Ground reaction forces for (A) walking, (B) race walking, and (C) running. (Adapted from Payne, A. H., Biomechanics VI-A, Asmussen, E. and Jorgensen, K., Eds., University Park Press, Baltimore, 1978, 293.)
Fenn,\textsuperscript{12} and Elftman\textsuperscript{13} performed over half a century ago. However, one big advantage which we do have with modern-day technology is the digital computer. Aside from its ability to capture and analyze raw data from a running human (e.g., a digitized movie film or a force plate record), the computer has an extremely powerful and versatile role to play in modeling and simulation. In a general treatise on the computer simulation of human motion in sports biomechanics, Vaughan\textsuperscript{55} suggested the following two definitions:

1. Computer modeling refers to the setting up of mathematical equations to describe the system of interest, the gathering of appropriate input data, and the incorporation of these equations and data in a computer program.
2. Computer simulation is reserved to mean the use of a validated computer model to carry out "experiments" on the real-world systems that have been modeled under carefully controlled conditions.

These two definitions have been embodied in Figure 9, where A depicts the activity of computer modeling, while B is concerned with computer simulation. The steps in this procedure therefore include defining the problem, developing the mathematical model, writing the computer program, determining the input values, validating the model, and performing simulation experiments.
B. Advantages and Disadvantages

It is pertinent at this stage to pose the question: "Of what use is computer simulation in the study of running gait, and what are the possible drawbacks?" It is the exploratory nature of computer simulation that offers the greatest advantage. It is able to answer the "what if" questions. These include questions such as "What would be the sprinter's time for 100 m if she increased her initial acceleration by 10%?"; "What would be the loading in the medial compartment of a marathon runner's knee if his running shoes had a larger flare?"; and "What would be the optimum race strategy for the 1500-m runner if his best 400-m time was 56 sec?". The list of questions is probably endless.

There are, in addition, other advantages to the computer simulation approach. The first is safety: the runner is saved from having to perform potentially hazardous experiments. Instead of the athlete having to wear a new and untried design of shoe orthotic (thus risking soft tissue or other injury), an experiment could be performed on the computer using the athlete's normal running pattern as input parameters. A second advantage is time: many different simulations can be done in a matter of seconds or minutes (e.g., working out different race strategies), whereas with traditional techniques hours or days would be required to achieve the same variety of choices. A third advantage is the potential to predict optimal performance: because we are able to isolate and control selected variables while others are held constant, we can pinpoint the best methods using mathematical optimization theory. A fourth advantage is cost saving: it would be much cheaper to run a series of simulations for the design of a new training shoe than to actually fabricate a range of physical models. A fifth advantage has been the development of inexpensive, yet powerful, microcomputers and programmable calculators which can be used for simulation studies down at the track. The high resolution graphic displays which can be obtained with microcomputers make the simulation procedure that much easier to interpret and therefore implement.

Computer simulation is by no means a panacea for all the problems encountered in the biomechanics of running gait. Perhaps its most important shortcoming is the difficulty we
encounter when trying to validate the computer model, a point argued succinctly by Panjabi. He highlighted the dilemma of a mathematical model being validated only in a given number of known situations, and yet the main purpose of the model being to predict behavior in unknown situations. This point is particularly pertinent in biomechanics models of running gait. Vaughan and Matravers showed how previous researchers who modeled the forces acting on a sprinter used unsound physical reasoning, but nevertheless achieved reasonable predictions for the athlete’s velocity-time curve. A further problem that has precluded the widespread use of computer simulation in running biomechanics has been the difficulty in translating the simulated results into a practical setting. A partial solution to this problem would be for researchers to attempt to publish two accounts of their research findings: one in a scholarly research publication, and another in an appropriate journal or lay publication where the emphasis is placed on describing the results in an easily understood and assimilable form.

Despite the obvious advantages of computer simulation in studying running gait, it is surprising how seldom this technique has been used in the past. This is particularly unusual in view of the great deal of attention that has been devoted by biomechanics and robotics researchers to simulation of walking gait. The rest of this section will be devoted to those few papers that have made use of computer simulation to study running per se.

C. One Degree-of-Freedom Models

The computer simulation of running using a single differential equation can best be reviewed by studying the free body diagram of a runner as illustrated in Figure 10. The external forces acting on the runner are the ground reaction force (which may be resolved
into two orthogonal components, a horizontal driving force $F_D$, and a vertical supporting force $F_s$, the athlete’s weight $W$, and air resistance $F_R$. For the present model, neither the supporting force $F_s$ nor the weight $W$ has been considered, since their imbalance merely causes the upward or downward acceleration of the runner’s center of mass. The aim of a race is to cover a set horizontal distance in the minimum time and for this reason only the horizontal forces are considered for the model. Note, too, that the runner is assumed to be moving in the mid-sagittal plane, so that rotation about a longitudinal or frontal axis as well as mediolateral forces have been ignored. The differential equation governing the forward motion of the runner is

$$M \frac{dv}{dt} = F_D - F_R$$

(2)

where $M$ is the runner’s body mass and $dv/dt$ his rate of change of velocity.

In the early 1970s, Keller published some theoretical work on running which has proved to be a stimulus for at least two other groups of researchers. Although Keller did not appear to be aware of the fact, he used virtually the same reasoning as Furusawa et al. and Henry and Trafton to derive the identical velocity-time equation for sprinting. With reference to Figure 10 and Equation 2, he argued that the driving force $F_D$ should be a constant maximum for sprinting, since the runner would be attempting to exert maximum effort throughout the race. He also assumed the resisting force $F_R$ was proportional to velocity, but was uncertain whether this force was internal or external or a combination of the two. In addition, his model used equations of energy balance and calculus of variations to predict world record times for distances between 50 and 10,000 m. He achieved good agreement (the absolute errors were less than 3% in all cases), although his model did produce an unusual result: it predicted that for races longer than 291 m (which he defined as the maximum sprint distance) the runner should actually slow down during the last few meters. In order to explain this optimal race strategy, he described the analogy of a car with a limited amount of gas traveling a set distance in the shortest time, using the fuel up shortly before the end, and “freewheeling” to the finish line.

Vaughan has argued that the driving force $F_D$ of Equation 2 should not be a constant maximum, but should actually decrease as the sprinter’s velocity increased. This would be consistent with the experimental work of Baumann and others. The exact form of $F_D$ was not a very straightforward choice since in reality it is discontinuous; during the airborne periods of sprint running (see Figure 2) neither foot is on the ground and therefore no driving force can be exerted. Another complication is that just after heel strike, $F_D$ is actually a braking force unless the foot is moving backward faster than the runner’s center of mass is moving forward at heelstrike. Nevertheless, Vaughan chose a form of $F_D$ that appeared to be reasonably consistent with experimental data and also gave good predictions. In contrast to Keller, Vaughan assumed that the air resistance force $F_R$ should vary as the square of the velocity, which would be more consistent with the accepted principles of fluid mechanics. The simulated displacement, velocity, and acceleration curves predicted by the model for an Olympic athlete are shown in Figure 11. Since a sprinter is never able to run at his maximum velocity indefinitely, there is a point at which the model must no longer be applicable. Of course the stage at which this occurs depends largely on the physical ability and state of fitness of the runner. For world-class runners such as Pietro Mennea, the 200-m record holder, their decrease in speed over the second half of a 200-m race is only a few percent. Some of the advantages of Vaughan’s model were that it could be (1) applied to all classes of sprinter, both male and female; (2) used to ascertain where a sprinter’s strengths and/or weakness might lie; (3) utilized to predict a sprinter’s time for a given race distance; and (4) used by the coach in the field since it has been implemented with a programmable
calculator and inexpensive equipment. Its major disadvantage was that it was limited to sprinting: since it did not attempt to model any of the physiological parameters which may have some effect on performance, it could not be applied to running distances greater than 200 m.

Senator extended Keller's theory of sprint running with the ultimate goal being to achieve a better agreement between measured oxygen uptake and Keller's estimate of the maximum steady-state rate of developing energy in a runner's muscles. To do this, he allowed the resisting force \( F_R \) to be proportional to some positive power \( n \) of velocity (Keller used \( n = 1 \), and Vaughan used \( n = 2 \)), and the driving force \( F_D \) to vary during the race. However, his strategy for varying \( F_D \) would appear to be inconsistent with experimental findings since he proposed that the sprinter would need to exert larger forces as sprinting speed increased. All his data analysis and attempts at validation were performed using world-record times of races under 220 yards (201.2 m) from 1960 to 1979. He was unable to determine the optimal value for \( n \) and concluded that accurate displacement-time data (to a precision of 1 msec) for the critical start-up region (0 to 20 m) would be required.

D. Effects of Air Resistance

The effects of air resistance were modeled by Hill over half a century ago. The most accepted form for \( F_R \) has been

\[
F_R = \frac{1}{2} \rho C_D A v^2
\]

where \( \rho \) is the density of the air; \( C_D \) is a dimensionless drag coefficient; \( A \) is the projected or cross-sectional area of the runner; and \( v \) is his velocity. The most difficult of these parameters to evaluate is \( C_D \) and some of the most useful research in this area was performed by Shanebrook and Jaszczak. They modeled the runner using a series of con-
jugated circular cylinders to simulate the trunk and appendages, and a sphere to simulate
the head. They found that $C_D$ varied from 1.10 to 1.14 and the corresponding values for $F_R$
(at $v = 10.1$ m/sec) were of the order of 25 to 40 N, depending on the runner's build.

Pugh and more recently Kyle have performed simulations to predict the speed of runners
traveling in groups and therefore shielding themselves against the retarding effect of air
resistance. With a shielding factor of 40% and a mechanical efficiency of doing work against
wind resistance of 40%, Kyle predicted a lap saving of 1.4 sec at a speed of 6.1 m/sec. At
world-record pace for the mile or 1500 m, the time saving would be about 1.75 sec per lap.
He therefore proposed a strategy for a national team race in which a record pace would be
maintained for three laps by rotating the runners at the front while shielding the ultimate
winning individual. The reason why such a formal and systematic use of pacing is not widely
used at present may lie in the possibility that success in middle distance running is determined
more by psychological and physiological factors rather than mechanical ones such as air
resistance. Kyle's simulations nevertheless have some intriguing possibilities.

E. Multidegree-of-Freedom Model

While most researchers have considered the runner to be modeled by a single degree-of­
freedom system — which obviously simplifies the mathematics considerably — Bourassa
and Morel have recently developed a nine-segment model for simulating the human running
motion. They set up their model using standard Lagrangian formulation and treated the
problem as an initial value one: the resultant joint forces and moments were specified as a
function of time and numerical integration was performed to yield the kinematic parameters.
These authors did not generate their own input data, and since they were forced to use
incomplete data from the literature, a rigorous validation could not be performed. Instead,
they used an inadequate trial-and-error procedure to demonstrate the possible applications
of their model. However, it is anticipated that these and other authors will validate such
models properly in the future and the models should then prove to be useful in studying
both the forward and the inverse problems of biomechanics.

F. Design of Running Tracks

In a somewhat different application to those studies already reviewed in this section,
McMahon and Greene used computer simulation modeling to aid them in the design of
an indoor track facility for the Harvard University track team. Their physical model of the
runner's leg is illustrated in Figure 12A and consisted of a rack and pinion element connected
in series with a damped spring. The role of motor commands from higher neural centers
was modeled by a rack and pinion element, the stiffness of the muscles was modeled by a
spring, and the force-velocity relationship of skeletal muscle and the rate-dependent sensi­
tivity of the reflexes were modeled by a dashpot. The rack and pinion therefore positioned
the leg prior to ground impact, setting up the hip, knee, and ankle angles. The reaction to
external forces such as the runner's weight and the vertical impact of the track on the contact
leg — was modeled by the deflection of the damped spring. Since the rack and pinion
determined the lower extremity joint positions at the beginning and end of the ground contact
phase, it therefore dictated the step length (the authors defined this as the distance the body
moved forward while one foot was on the ground). The body motion during the ground
contact phase was controlled by the damped spring which thus determined the ground contact
time. Once a few simple items of information — the runner's mass, leg length, spring
stiffness, and his step length and maximum horizontal velocity on a hard surface — had
been gathered, this simplified model allowed the researchers to calculate the effect of track
stiffness on step length and ground contact time. Their challenge, therefore, was to see what
value of track compliance, if any, would optimize running speed (they defined this as the
ratio of step length to ground contact time). They were looking for a "tuned" track which
would maximize step length and simultaneously minimize ground contact time. The results of the simulation experiment using their theoretical model may be seen in Figure 12B, where normalized ground contact time has been plotted against normalized track stiffness. There are two points of interest in this figure. First, the measured data (which were gathered using eight subjects, a high speed movie camera, a force platform, and three types of track — foam rubber pillows, wooden track with adjustable compliance, and concrete floor) agreed rather well with the theory of the model. Second, and of particular interest, was the fact that the theory predicted a minimum ground contact time for a track with stiffness intermediate between the soft pillows and the hard concrete, a stiffness factor of two to four times that of the athletes. The corresponding curve for step length was very slightly elevated (compared to the hard surface) at this intermediate stiffness which meant that according to their theory, a tuned track did indeed exist. In fact, a speed enhancement of between 2 and 3% was predicted.
McMahon and Greene had a unique opportunity to test the validity of their model in the practical environment. An indoor track, consisting of a polyurethane top surface and a substructure made primarily of wood, was built in 1977. The substructure was designed to have a stiffness of between two and three times that of the average athlete. The authors were, perhaps understandably, enthusiastic about the effects of the new track. They presented data to show how middle distance runners, both those from Harvard and other institutions, had a speed advantage of between 2 and 3%, exactly as their model had predicted. An important conclusion was that the real advantage of the tuned track was probably not speed enhancement — the opposition ran faster on it, too — but comfort and safety. On a subjective basis, it was noted that the Harvard team had experienced fewer injuries during the first year the track had been in use despite their apparently heavy training sessions. While some of the conclusions of the authors would need to be substantiated by more rigorous and long-term studies, the results of their work certainly provide encouraging evidence of the power of computer modeling and simulation. Their final remark that "no outdoor track of the optimum mechanical design has yet been built, but if it were the mile record could be improved by 7 seconds" stands as a challenge. To what extent this challenge has been met in the last 5 years is not known, unfortunately.

IV. KINETICS OF RUNNING GAIT

A. Forces and Pressures Acting on the Foot

As mentioned in the first section of this paper, the foot is normally the only part of a runner’s anatomy that is able to interact mechanically with the environment. It is therefore logical that in their pursuit of a better understanding of the running human, researchers have studied the ground reaction forces (Figure 8). The device which is normally used for this purpose is the force platform, one of the earliest being that of Fenn, and illustrated in Figure 13. Although the principles of force platforms have changed little since the time of Fenn, some of the technical details have changed radically. The springs and turnbuckles have been replaced by strain gauged or piezoelectric transducers, while the data are no longer recorded on a revolving drum but with the aid of a storage oscilloscope, magnetic tape recorder, or high-speed digital computer. Besides the early work of Fenn, other pioneers to have used force platforms to study running humans have been Tsujino, who described a type of "kick-board", Payne, and more recently Cavanagh. In addition to measuring the three orthogonal forces acting on a runner’s foot (vertical, posterior/anterior, and medial/lateral), illustrated in Figure 8, modern force platforms are also capable of yielding the three orthogonal moments applied by the foot. Using these six signals, it is a fairly straightforward procedure, described by Cavanagh, to calculate the point of application of the resultant ground reaction force. This point is sometimes also referred to as the center of pressure and has been illustrated in Figure 14. What we see from Figure 14 is that at heelstrike, this point was located laterally on the running shoe. As the stance phase progressed, the center of pressure moved towards the forefoot and medially, passed through the mid-foot region, then along the second and first metatarsals until toe off from the hallux. One might be tempted to conclude that the mid-foot region was being subjected to large loads, particularly if the resultant ground reaction force vector was also superimposed on this diagram. However, this would be a fatal mistake, as emphasized by Cavanagh and AE. The problem lies in the fact that force platforms are not able to give all the individual forces being exerted by different parts of the foot or shoe, merely the resultant ground reaction force. In order to examine the forces on the foot in greater detail, Cavanagh and AE used a commercial device known as the Footprint. This device consisted of 500 individual transducer elements that rested on a photoelastic material which was filmed from below with a high-speed movie camera. Each of the metal transducer plungers produced a circular pattern, the diameter of
which was related to the applied pressure. The pressure estimate from each transducer was plotted as the component perpendicular to the plane of the shoe outline. In this manner, a continuous surface was formed where the height of the surface above the ground plane was directly proportional to pressure, as shown in Figure 15. In this figure, which is for walking, the pressure in the rear-foot region at 0.08 sec after footstrike may be compared with the pressure across the metatarsals at 0.32 sec. At times intermediate between these two, Cavanagh and Ae\textsuperscript{72} showed that there was little or no mid-foot loading, as would be indicated from Figure 14, but that the load was shared between the rear and forefoot. Another manner in which Cavanagh displayed these pressure profiles was in an animated movie generated by photographing a sequence of plots frame by frame\textsuperscript{4,73}.

While it is clear from Figure 15 that plantar pressure profiles yielded useful information, the procedure nonetheless suffered from a few drawbacks. First, the method was very labor intensive, as each of about 70 transducer circles for each frame had to be manually digitized; second, it would appear that the Footprint\textsuperscript{®} device behaved differently under static and
dynamic conditions, making calibration extremely difficult; 72 third, the equipment and therefore the subsequent display (Figure 15) only provided force information normal to the ground plane, whereas the horizontal components clearly have an important role to play (Figure 8); fourth, and perhaps most significant, the pressure that was measured existed at the ground/shoe interface and not at the shoe/foot interface. This last point is certainly not a new one, as demonstrated by the equipment illustrated in Figure 16 and used by Marey in 1886.

More recently, pioneering work on an in-shoe pressure transducer has been done by Hennig et al. 74 and by workers at the Langer laboratories who have developed the Electrodynograph (EDG). 5 This latter device, which has been available commercially since 1982, consists of seven miniature and unobtrusive transducers that are attached to the plantar surface of each foot. The signals are analog-to-digitally converted and stored using a small microprocessor device carried by the patient. Once the patient has completed the trial of interest, the data are fed via a serial link to a second microcomputer for processing and display. It is anticipated that this and other devices will play an important part in the future understanding of foot function and in the diagnosis of lower extremity pathology.
B. Internal Pressures

Grillner et al.\textsuperscript{75} used a Millar tip pressure transducer to measure the intraabdominal pressure (IAP) intragastrically for 13 subjects. In addition, EMG activity of the abdominal muscles was recorded with surface electrodes as the subjects walked and ran on a motor-driven treadmill and force plate. They demonstrated substantial increases in pressure (a peak IAP of 20 mmHg for walking at 2.5 m/sec, and 32 mmHg while running at 5 m/sec). The increases in IAP were phasic and occurred when the vertical load on the body — indicated by the force platform — increased. The rise in IAP was also associated with increased EMG activity in the muscles of the abdominal wall, although the authors stressed that muscle activity occurred prior to footstrike. They speculated on the "shock-absorbing" capacity of the abdominal cavity and noted that an insufficiency in abdominal muscle function was one possible factor in the etiology of back pain. The inference was that patients unable to build up adequate IAP would tend to load their spines more heavily, and thus be more susceptible to back pain. However, Grillner et al.\textsuperscript{75} did recommend that further work be done to establish whether runners with low back pain not only have weak abdominal muscles, but also the inability to build up adequate IAP.

McDermott et al.\textsuperscript{76} presented the early results of a new technique, using a device which they named a solid-state transducer intracompartmental (STIC) catheter, to measure dynamic pressure changes in the anterior compartment of the calf. They studied 9 patients with exercise-induced anterior compartment syndrome and compared them with 11 asymptomatic male controls. They recorded anterior compartment pressures (ACPs) with the subjects walking and running on a treadmill. While there was no statistical difference for the control vs. the symptomatic group for walking ($46 \pm 12$ vs. $74 \pm 23$ mmHg), the difference for running ($66 \pm 16$ vs. $106 \pm 18$ mmHg) was statistically significant at the 0.001 level. On
the basis of their findings, they argued that it was more appropriate to use functional ACPs rather than resting supine values in the diagnosis of anterior compartment syndrome, and that for running any value greater than 85 mmHg should be considered abnormal. Although the authors would have liked to measure EMGs simultaneously as was done by Grillner et al., they were sufficiently satisfied with the STIC catheter technique to conclude that it provided an objective measurement for selection of patients for fasciotomy.

C. Resultant Joint Moments

It is the resultant joint forces and moments that play the important causative role in human movement, whereas the kinematics, described in the first section of this paper, are the effect. For this reason, joint moments have received particular attention from biomechanics researchers over the years. In order to calculate the resultant moment acting on a segment at a particular joint, we need to know the linear and angular acceleration of the segment (i.e., kinematics), the segment’s mass and principal centroidal moments of inertia (i.e., body segment parameters), and all other forces and moments acting on the segment. This is the classic inverse dynamics problem. The procedure is simplified considerably if one starts at a free-swimming distal segment, where the only other force acting besides the proximal joint force and moment is the segment weight. One can then move in a proximal direction, solving the joint forces and moments sequentially. It is for this reason that the majority of researchers have calculated moments in the ankle, knee, and hip joints of the recovery leg. The first of these was Elfman, followed more recently by Elliot and Blanksby, Miller, and Chapman and Caldwell. Of course it would have been possible for these workers to have extended the analysis from the other free distal extremities and so on down to the joints of the support leg. The problem with this approach would be the degradation in joint moment accuracy due to errors introduced by the segment kinematics and body segment parameters.

In a basic variation of the angle-angle diagram discussed earlier (see Figure 5), Miller has plotted the hip and knee moments for the recovery leg as a function of the joint angle. Figure 17 shows the data for the sound limb of a below-knee amputee running at 6.4 m/sec. It is clearly evident from this figure that the knee musculature tended to act eccentrically throughout most of the recovery phase, whereas the hip musculature acted concentrically except for a short period prior to contralateral toe-off. Also of interest is the fact that the range of the hip moment (about 300 Nm) was considerably more than that of the knee moment (about 100 Nm). The problem with diagrams such as Figure 17, however, is that they beg the question: what happens between ipsilateral footstrike and ipsilateral toe-off, i.e., the all-important stance phase?

There have been surprisingly few researchers who have attempted to answer the above question, probably due to the problems and expense of using a force platform (especially in conjunction with a treadmill). The most notable studies to have calculated the joint moments throughout the running cycle are those of Aleshinsky and Zatsiorsky, Mann and Sprague, Mann, and Winter. Of these studies, the most detailed was certainly that of Aleshinsky and Zatsiorsky, who calculated the three-dimensional forces and moments in all major joints for walking, race walking, and sprinting. A novel feature of their paper was the superposition of the joint members on a stick-figure diagram of the subject which could be viewed from any one of three orthogonal directions. Because the purpose of their paper was to emphasize their computational techniques, the data presented for the joint forces and moments were disappointingly incomplete. It is possible, however, that more comprehensive details could be found in some of their papers published in Russian.

The sprinting data of Mann and the jogging data of Winter have been combined to yield Figure 18. In Figure 18A, where the hip moment has been plotted as a function of
the running cycle, the values during the stance phase of sprinting were considerably greater than the recovery phase values. (This serves to demonstrate the inadequacy of studies which present only the recovery phase moments as in Figure 17). In comparing the hip moments for jogging and sprinting in Figure 18A, they were phasically quite similar (especially if one considers the difference in stance period), although the jogging moments did not vary much in magnitude between stance and swing. Clearly demonstrated is the importance in sprinting of the hip extensor moment just after footstrike, and the hip flexor moment just prior to toe-off. Presumably these larger moments were due to the shock absorption and vigorous push-off required by the sprinters. While the ankle moments were fairly similar for jogging and sprinting (except for the slight phase shift due to the difference in stance period) as seen in Figure 18C, the same could not be said for the knee moments of Figure 18B. In sprinting, a knee flexor moment was dominant for the first one third of the stance phase. Mann22 attributed this knee flexor dominance to the purpose of decreasing the horizontal (retarding) ground force immediately following footstrike. During the latter part of the stance phase, for both jogging and sprinting, the knee extensors were dominant, this being necessary to arrest the downward motion of the body (eccentric contraction) and then to produce positive horizontal and vertical velocity prior to toe-off (concentric contraction).
As Miller\textsuperscript{16} has suggested, it is normally of most relevance to discuss the joint moments in conjunction with both the joint kinematics and EMG of those muscles crossing the lower extremity joints. This can best be done by comparing Figures 6 and 18, bearing in mind that these graphs have been adapted from different studies using different subjects. Other interesting observations are as follows: during the stance phase of jogging, the extensor moments peaked at different times — the hip at 5\%, the knee at 15\%, and the ankle at 25\% of the cycle; when comparing the subjects jogging, Winter\textsuperscript{24} showed the coefficient of variation was lowest for the ankle, increased for the knee, and was highest for hip; during the latter part of the recovery phase, for both jogging and sprinting, the hamstring muscle group played the dual role of active hip extensor and knee flexor; successful sprinters exerted larger hip extensor and knee flexor moments for longer periods of time, thus increasing the potential for hamstring injury.\textsuperscript{22}

FIGURE 18. The resultant joint moment at (A) hip, (B) knee, and (C) ankle joints for jogging and sprinting. These curves have been drawn from the data presented by Mann and Sprague,\textsuperscript{21} Mann,\textsuperscript{22} and Winter.\textsuperscript{23,24}
D. Individual Muscle and Bone Forces

As demonstrated above, the resultant moments clearly give considerable insight into the mechanics of joint function. However, these moments are limited in the sense that they are the resultant of all the individual muscle, bone, and ligament moments. They therefore tell us which is the dominant muscle group, but nothing of the individual contributions to this resultant moment. The problem with trying to calculate the individual muscle and bone forces is that one runs into the question of indeterminacy: there are more unknown forces than governing equations. Burdett has recently attempted to overcome this indeterminacy in a comprehensive study of three subjects running at 4.5 m/sec. He assigned the muscles crossing the ankle joint to five groups: plantar flexors, plantar flexors and invertors, plantar flexors and evertors, dorsiflexors and invertors, and dorsiflexors and evertors. He combined three-dimensional data from cadaver dissection (to determine muscle origins and insertions) with force plate and three-dimensional movie data, and assumed that the inertial and gravitational forces acting on the foot could be ignored. He further ignored the moments about the long axis of the foot, and assumed that only two tendons were exerting force at any instant, thereby yielding a minimum joint force. Figure 19 demonstrates the results that were obtained for the muscle and joint contact forces of one particular athlete. These forces, in the region of 10 to 13 times body weight, were clearly quite considerable and help us understand the possible problems that the runner may encounter. Despite the obvious shortcomings in Burdett’s procedure, particularly the absence of a partial validation using EMG, this paper has an extremely important contribution to make, and it is hoped that future papers will venture into this challenging territory. For it is only by knowing the individual soft tissue and body forces that we can truly understand the mechanical environment of the joints, particularly as applied to pathology.

A rather ambitious study, and one likely to create problems with human subjects committees, was that performed by Lanyon et al. They glued a strain gauge rosette to the anteromedial aspect of a subject’s exposed tibia. They were thus able to compare strain rates and principal compressive and tensile strains for the subject walking (1.5 m/sec) and running (2.2 m/sec) with and without shoes. In general, the principal strains for running were about 50% greater than those for walking, and varied between 124 and 847 microstrain. Although the data presented in this paper should be regarded with a good deal of caution (they were from one subject only, and smaller strains were measured for increasing loads carried by the subject), this study nevertheless represents one of the very few attempts to measure in vivo forces acting on the human body while running.
V. BIOMECHANICS OF RUNNING SHOES

A. Introduction

A comprehensive review of running shoes, designed to bridge the gap between the layman and scientist, was published by Cavanagh in 1980. It covered the history and evolution of the running shoe, how it was manufactured and tested, how it could help prevent injuries, and advice on choosing the correct shoe. It is strongly recommended for anyone interested in learning about running shoes.

Figure 20 illustrates the runner's primary piece of equipment: a pair of shoes. If one examines the shoes closely, it is evident that they are badly worn. This wear pattern has resulted from a number of factors: the materials of which the shoes were made, the terrain on which the runner trained, and, most importantly, the owner's running pattern. In fact, it is commonplace for runners visiting an injury clinic to take their running shoes with them as these can aid the physician in making the diagnosis and deciding upon the appropriate method of treatment. (In many cases this may include changing the type of running shoe altogether).
Clearly, we cannot talk about the biomechanics of running gait without also considering research into the biomechanics of running shoes. Over the past decade, the most active and prominent research groups studying the interaction between runners and their shoes have been those at Pennsylvania State University, Zurich, Zurich, Calgary, Oregon, and more recently at Shoe and Allied Trades Research Association (SATRA) in England, and Nike (U.S.). Evidence of the great interest that researchers have in the biomechanics of running shoes is demonstrated by the fact that two world conferences, the first at Nijmegen, Holland, in 1982, the second at Calgary, Canada, in 1983, have dealt with only this special topic. The importance that shoe companies attach to biomechanical analysis and design of running shoes can be gauged by a number of factors. First, at least two of the leading companies have established their own running gait laboratories, costing hundreds of thousands of dollars, while many others perform research in association with independent consultants and university research institutions. Second, a casual perusal of the advertising pages of running magazines will reveal marketing claims such as "to engineer exceptional soles products with an expanded range of biomechanical options", "by contouring the heel to match the radius of the average subtalar joint", and "the revolutionary material works to reduce impact force so that damaging peaks of pressure are reduced to healthy, gently rolling hills". As Cavanagh has highlighted, running shoe companies have led the way in promoting research, especially on the biomechanics of running, with the aim being to produce a better running shoe — better in terms of safety, comfort, and performance.

For the past 9 years, a leading running magazine — Runner's World — has been conducting a special survey to rank the leading shoes. From 1977 to 1982, this survey included a battery of objective tests performed by the Biomechanics Laboratory at Pennsylvania State University. Among the evaluations were heel and forefoot shock absorption, upper and sole durability, flexibility, long-term impact for mid-sole longevity, rear foot control, shoe weight, and permeability. Although these objective tests have now been discontinued, the subjective reports of over 10,000 runners on factors such as rear foot and forefoot impact, flexibility, sole wear and traction, shoe weight, and rear foot control determined, to a large extent, the
FIGURE 21. A flow chart of current approaches to running shoe evaluation proposed by Cavanagh.  

ranking of the various shoes. In 1983, there were 40 different men’s shoes and 30 women’s shoes ranked, with a number of categories such as “pronators”, “high-mileage runners”, and “pregnant runners” being included.  

While it is now fairly well accepted that no single shoe will meet the individual needs of every runner, the Runner’s World survey has played an important role in the recent evolution of the running shoe for a number of reasons: first, it has made companies aware of the significance of biomechanical research; second, it has made runners more aware of the role that the shoe can play in injury prevention and performance; and third, it has made researchers aware of some of the inadequacies in the early laboratory tests on shoes.

B. Methodology in the Assessment and Design of Running Shoes

Figure 21 represents an idealized flow chart for evaluating a running shoe proposed recently by Cavanagh, in which each of the eight steps may not always be followed in practice. Although the first point — establishing design criteria — may at first glance seem to be quite obvious, Cavanagh pointed out that crucial data, such as the stresses applied by the foot to the shoe, did not exist in the literature. In step 2, he emphasized the importance of laboratory tests that simulate, as nearly as possible, the actual conditions of use. Step 3, mathematical modeling, has not yet been exploited to any great extent, but as pointed out in an earlier section of the present paper, this avenue of research has tremendous potential. Once appropriate bench tests for important properties such as cushioning, flexibility, and durability have been completed, shoe researchers can assess the performance of the prototype shoe. If dissatisfied, they can loop back as far as step 1 if necessary. In step 5, biomechanical analysis of subjects running with the shoes is performed. In this way it is possible to assess the response of a particular group of runners (e.g., those with rigid feet) to the shoe. Some of these analyses will be discussed shortly. A measure of the success of any running shoe can be gauged from the feedback obtained from the runners themselves. The subjective wear tests therefore form an integral part of running shoe evaluation, as seen by the latest Runner’s World.
Step 7, retrospective injury surveys, was deemed by Cavanagh to be a much underutilized tool in assessing both the causative and preventative role that shoe design could play. The final step, bench tests on worn shoes, is an important although often neglected step in running shoe evaluation. The pair of shoes illustrated in Figure 20 would certainly bear testimony to this point, but it would appear that some progress is being made towards addressing the problems of worn shoes.

In this keynote address, Cavanagh also discussed three problems with current approaches to running shoe evaluation. First, there was the dilemma of performance vs. protection. It had been established that lighter running shoes could lead to a decrease in oxygen consumption and this introduced a possible conflict since the lighter shoes may not have afforded sufficient protection for the runner's anatomy. Second, it was obvious that little standardization existed on methods of testing running shoes. The ultimate losers in this state of affairs were the running consumers themselves since they had no way of judging whether the advertising claims of the shoe company were relevant or meaningful. Third, was the problem of interindividual variability and the whole question of designating a shoe as being "safe". In looking at future directions, Cavanagh hoped that there would be progress made on: (1) acceptance of test methodology; (2) educating the consumer, preferably via a sports medicine organization; and (3) coordinating survey and research efforts to establish the relationship between shoe function and injury prevention.

The assessment of running shoes by bench tests alone has been strongly condemned by Nigg et al. and Bates. In a study of shoes with different hardness, Nigg et al. showed that the "shock absorption" of the shoes could be assessed by two methods. First, the peak ground reaction force experienced by runners wearing the shoes and running across a force plate was measured. Second, an impact test was performed in which the acceleration of a shot dropped onto the heel of the shoe was measured with an accelerometer. These two tests gave totally different results, demonstrating the pitfalls in using only a single bench test to evaluate a particular parameter. Bates has provided further evidence of the inadequacies of bench testing, and has also argued persuasively that intraindividual variability and measurement error were problems that should be carefully addressed. He recommended that the average values of at least eight and preferably ten trials of one subject were necessary in order to obtain reliable values of ground reaction forces. In fairness to Cavanagh, whose group at Penn State performed the Runner's World tests, it should be pointed out that he and his associates have made significant contributions to our understanding of the interaction between the runner and his or her shoes.

Bates et al. have been strong proponents of the use of vertical and mediolateral ground reaction forces to assess running shoes. They have described in some detail how different parameters, such as peak values and impulses, from these two signals can give insight into shoe mechanics. However, one particular paper, ostensibly on the design of running shoes, tells us very little about design per se, and rather more on how to partition the ground reaction force curves. Nigg and Nigg et al. have also been a supporter of using the high impact force, which Nigg calls "active" (see Figure 8C) to evaluate the shock-absorbing properties of running shoes and the possibility of injury. It seems likely, however, that the approach followed by Burdett and others who have attempted to relate external ground reaction forces to internal muscle and bone forces will yield more profitable data.

In an attempt to understand stability and rear foot control, Nigg et al. introduced a method for measuring inversion and eversion of the foot. This involved filming the runner from behind (most researchers presently use a treadmill) and measuring two angles, $\beta$ and $\gamma$, illustrated in Figure 22A. These were called the Achilles tendon angle $\beta$ and the calcaneal angle $\gamma$. The difference between running barefoot and using a pair of shoes is shown in Figure 23, where inversion/eversion were greater for subjects running in shoes. To what extent the measurement error caused by out-of-plane movements, seen in Figure 22B, biases
FIGURE 22. (A) Achilles tendon angle $\beta$ and calcaneal angle $\gamma$ give an indication of pronation and supination. (B) These angles may be difficult to measure during the latter stages of stance when out-of-plane movements occur (Adapted from Stacoff, A. and Kaelin, X., Biomechanical Aspects of Sport Shoes and Playing Surfaces, Nigg, B. M. and Kerr, B. A., Eds., University of Calgary, Canada, 1983, 143.)

these results is not shown since there would appear to be no studies to date which have been fully three dimensional. Stacoff and Kaelin\textsuperscript{92} have used the $\beta$ and $\gamma$ angles to assess running shoe design and concluded that while the shoe mechanical factors contributed considerably to the amount of pronation, biomechanical and biomedical factors were relatively unknown.

Perkins and Whittaker\textsuperscript{90} addressed two extremely important aspects of running shoes: preventing wear faults, and measuring stresses in shoes during actual use. In this latter case, while admitting that conventional stress analysis was extremely difficult to perform on shoes, they managed to use a variety of methods including video images, Moiré fringe, and strain gauges, to study the strain along the flex line of the sole and the stresses on the upper. It seems likely that such research will prove profitable in the future.

C. Effects of Shoes on Oxygen Demands of Running

As alluded to above, the weight of a pair of running shoes can be a factor in the amount of oxygen required by a runner (normally referred to as $\text{VO}_2$) at a given work load. Frederick et al.\textsuperscript{95} argued that conventional oxygen uptake measurements were theoretically able to resolve differences as small as $1\%$. Indeed, they showed that at a pace of 4.5 m/sec, the difference in $\text{VO}_2$ for lightweight racing shoes (0.32 kg per pair) and heavier air-soled prototypes (0.46 kg per pair) was statistically significant at the 0.05 level. They attributed this finding to the remarkable repeatability of measurements made on exceptionally fit subjects. Fukuda et al.\textsuperscript{94} studied three different shoes (0.395, 0.595, and 0.795 kg per pair, respectively) at three different speeds. They established a statistical difference (at the 0.01 level) only between the lightest and heaviest shoes and only at the intermediate speed of 3.3 m/sec. In another study, Frederick et al.\textsuperscript{95} took five shoes with the same mass and identical construction except for the mid-sole composition which was varied to give a range of hardness values. They found no significant relationship between $\text{VO}_2$ and shoe hardness, although there was a highly significant relationship between $\text{VO}_2$ and knee flexion velocity ($r = 0.8$) and this kinematic adaptation correlated with shoe hardness. This led the authors to speculate that the lack of correlation could be due in part to the large interindividual variations.

D. Shoe Orthotics and Cushioning

During the past decade, orthotic devices specifically designed for use in running shoes have become available via prescription.\textsuperscript{5} These devices are now commonplace in running, with podiatrists and chiropodists leading the way in promoting their use. It is also possible to buy orthotic inserts without prescription and an example of these is illustrated in Figure 24. These particular inserts include a material known as Sorbothane which has been shown by Light et al.\textsuperscript{96} to have excellent shock-absorbing properties at heelstrike in walking, although no detailed studies would appear to have been done for running. Bates et al.\textsuperscript{42} and Hamill et al.\textsuperscript{89} have studied how foot orthoses modify selected aspects of lower extremity mechanics. They showed that these devices significantly reduced the period of pronation, the amount of maximum pronation, as well as the vertical force impulse. In a somewhat different study, Nigg et al.\textsuperscript{81} investigated three types of orthotic arch support — loose inlay, glued-in inlay, and support permanently attached to the shoe — and showed that while all supports reduced the maximum $\beta$ angle (see Figure 22), there was no difference between the three methods of support.

The effects of special types of cushioning have been studied by Clarke et al.\textsuperscript{97} and Cavanagh and Henning.\textsuperscript{73} The first group used an impact tester, force platform, and accelerometer measurements to examine shoes made from five different types of cushioning materials; butyl, polymeric foam ("air-sole"), and three different grades of ethyl vinyl acetate (EVA) foams. Although these soles covered a wide range of hardness, they found no correlation
between the vertical impulse force and hardness. Cavanagh and Hennig used the pressure distribution curves (Figure 15) to show the difference between barefoot running, and running with a 1.3-cm-thick closed cell foam (50 durometer) attached to the plantar surface of the foot. While the foam did serve to attenuate the loads slightly, the peak pressure points under the hallux and across the metatarsal heads were still clearly visible. This finding would certainly seem to warn us that claims about cushioning material being able to "spread the load evenly" should be regarded with caution.

VI. RUNNING INJURIES AND PATHOLOGIC GAIT

A. Introduction

With the exponential growth in running, there has also been a rapid increase in the number of runners seeking medical advice from orthopedic surgeons and other sports medicine physicians. One surgeon specializing in the treatment of running injuries, Dr. W. G. Clancy, has been moved to comment: "Many orthopedists, even those interested in sports, hate to see a runner or jogger enter their office because these injuries appear difficult to diagnose and even more difficult to treat ... Those (runners) who consistently average over 100 miles a week become an orthopedist's nightmare." Nevertheless, most runners are dedicated and will go to extraordinary lengths to pursue their sport.

In an often-cited paper, James et al. reported a series on 180 patients suffering from 232 conditions, 65% of the injuries occurring among long-distance runners, 9% in sprint and middle-distance runners, 24% in joggers, and 2% in hurdlers and decathletes. They reported that the etiology of the various problems fell into three categories — training errors, anatomic factors, and shoes and surfaces — with the majority, about 60%, being associated with training errors. These errors were classified as being excessive mileage, intense workouts, rapid change in the training routine, and running on hills and hard surfaces. A breakdown of 164 of the 232 conditions into 6 categories was done and this is illustrated in Figure 25A. Quite clearly, knee pain was the most common condition. The methods of treatment used by James and colleagues to treat the runners are shown in Figure 25B. From a biomechanical point of view, the load on the point of injury was decreased by advocating...
FIGURE 25. (A) The etiology for a series of 164 running injuries seen by James et al. (B) The manner in which these injuries were treated.
either total rest or reduced mileage, while the loading was changed either by orthotics, shoe change, or surgery. Steroid injections and anti-inflammatory drugs probably did not alter the mechanics of running so much as relieve the symptoms. While orthotics are certainly not a panacea as perhaps suggested by some,99 it would appear that they are able to prevent or reduce compensatory pronation and hence reduce the loads on various foot structures and other structures more proximally.7,39

Besides the running injuries identified by James et al.39 and shown in Figure 25A, there are many other problems which would appear to have some sort of biomechanical etiology. These include trochanteric bursitis (most frequently seen in runners who do their training on the sides of roads and affecting the downside leg) popliteus tendinitis (resulting from running down hills),100 various neuropathies apparently related to mechanical injury of the nerve,101 and inflammation of the sacroiliac joints caused by incorrect foot function.7 In this latter case, the incorrect foot function led to a tilting of the pelvis with each step, and unduly large shear stresses were produced on the sacroiliac joints. Treatment was by means of shoe orthotics with appropriate wedges and posts and stretching of certain muscle groups to allow more normal joint function. Further sound advice on the treatment of running injuries, where the emphasis was placed on understanding the biomechanics involved, was given in a symposium chaired by Clancy et al.98,100 This included information on training errors, terrain, running footwear, and functional orthotic devices.

The term "stress fracture" probably has a different connotation for different people. To the engineer, it is the failure of a material and is associated with a high concentration of stress (force applied over an area). To the physician it is a somewhat less well-defined term. Some have regarded it as a process rather than an occurrence, an example of accelerated bone remodeling: the fracture occurs as the bone is attempting to adapt to changes in form and function.102,103 It has been suggested that stress fractures result from unusual forces due to fatigue of surrounding muscles or perhaps to the rhythmic repetitive action of muscles on bone produced by running.102 The sports medicine literature is replete with case histories on the diagnosis and treatment of stress fractures,103-107 but it is disappointing that few workers appear to have addressed the more fundamental issue: what conditions predispose a particular runner to stress fractures and how can these conditions be avoided?

An excellent review on Achilles tendon disorders in runners has been presented by Smart et al.108 On the etiology of this condition, they described (at some length) the biomechanical factors. First, they pointed out that the two complex foot motions of supination and pronation are a combination of simultaneous movement at the ankle (tibiotalar), subtalar (talocalcaneal), and midtarsal (talonavicular and calcaneocuboid) joints. They defined supination as the collective movement of inversion, plantar flexion, and adduction, while the opposite motion, pronation, was the combination of eversion, dorsiflexion, and abduction. The angle β, defined in Figure 22, represented an attempt to measure supination/pronation, and Figure 23 showed that on contact the foot first underwent pronation and then supinated during the push-off phase. Using high-speed cinematography, Smart and colleagues were able to show that prolonged pronation (due to abnormal foot function) produced a whipping action or bowstring effect in the Achilles tendon. They speculated that this action could in turn lead to microtears in the tendon. Other mechanical factors identified as playing a role in this disease were dynamic imbalance of muscles crossing the ankle joint, shoe designs which had loose fitting heel counters, narrow heel bases, inadequate heel wedges, and inflexible soles.

B. Shin Splints

Although there is some controversy over the exact meaning of the term "shin splints", it is generally accepted that the lesion may have a bone (stress fracture), vascular (ischemia), or soft tissue (myositis, fasciitis) origin.109,110 In the past few years, there have been two
studies that have used the $\beta$ angle (see Figures 22 and 23) to study this condition. Gehlsen and Seger\textsuperscript{109} studied 20 female runners, 10 being the control group with no previous history of shin splints, and the other 10 having a history of shin splints, but being asymptomatic at the time of testing. They concluded that the shin-splint subjects had greater angular displacement between the calcaneus and the midline of the lower leg than subjects with healthy legs, and that this angle was also affected by the speed at which the subjects were running and the footwear they were wearing. In a similar study, Viitasalo and Kvist\textsuperscript{110} looked at 35 male athletes with shin splints and compared them to 13 male controls. They too found that the Achilles tendon angle of the shin splint group was significantly greater, both at footstrike and for the range of motion to the maximally everted position. They suggested that there were structural and functional differences in the feet and ankles between healthy athletes and those with shin splints. The problem was treated in many cases by means of simple orthotic devices used to limit the excess movements in the subtalar joints, although a detailed analysis of the influence of their mode of treatment has yet to be reported.

C. Ligamentous Injuries

Cain and Schwab\textsuperscript{111} have presented a detailed case study of a patient who ruptured a posterior cruciate ligament and returned to his competitive professional sport despite the obvious instability of the knee joint. They used high-speed cinematography together with EMG to study the patient walking, jogging, and running on a treadmill. In addition, they used standard isokinetic equipment to test the strength of his quadriceps muscle group. Among their findings were (1) the quadriceps on the injured side contracted 20\% longer than that on the uninjured side, starting well before heelstrike; (2) high-speed cinematography showed that the subject's tibia subluxed posteriorly during knee flexion following toe-off and reduced anteriorly during knee extension prior to heelstrike; (3) the quadriceps on the injured side — despite the disadvantage of a reduced moment arm resulting from posterior cruciate insufficiency — exerted a peak torque similar to that on the uninjured side and ranked as the third best performance for all members of his professional football team. While these results were for only one subject and should therefore be interpreted with caution, it would certainly appear that this athlete was able to compensate for the ligamentous instability during running by more vigorous muscle action. The long-term effects of such compensating mechanism can only be speculated. It is clear that far more work needs to be undertaken in the future to elucidate further how the human body compensates for ligamentous and other soft-tissue injury.

Nigg et al.\textsuperscript{82} used a force plate analysis of the ground reaction forces (vertical, anteroposterior, mediolateral) to assess 16 patients with unilateral anterior cruciate ligament injuries. Their results showed: (1) similar vertical and anteroposterior forces in the injured and normal legs; (2) increased maximal lateral reaction forces at the beginning of foot contact in the injured leg; (3) decreased maximum lateral forces during stance phase in the injured leg; and (4) marked decrease in the maximal value of rotational friction during take-off. They proposed the hypothesis that the asymmetries in movement of subjects with unilateral anterior cruciate insufficiency were connected with the time pattern of the movement. For faster movements the subjects tended to protect and unload the affected extremity. This protection seemed to work better for the latter part of stance phase where the movement could be controlled by muscle activity than immediately following heelstrike which Nigg has defined as the passive phase.\textsuperscript{54}

D. Amputee Running Gait

A group of researchers at the University of Washington have conducted a series of studies aimed at a better understanding of the running gait patterns of lower extremity amputees.\textsuperscript{49,50} They argued that although running was perhaps an activity difficult for these individuals, it
was nevertheless possible that such activity could hold the key to improving the quality of life for many. Enoka et al.\textsuperscript{50} addressed the question of how the temporal and length characteristics of their strides were related to running speed, and what adjustments were made in the angular displacement patterns of the lower extremity segments to compensate for partial limb loss and prosthetic replacement. Six of the ten subjects studied were able to demonstrate a true running pattern (alternating periods of single support followed by an airborne phase) with the range in velocity being from 2.7 to 8.2 m/sec. Normal gait is characterized by the dominant role of step length at lower speeds and step rate at higher speeds (see Dillman,\textsuperscript{15} Fukunaga et al.,\textsuperscript{32} and Figure 4). For the amputee's intact and prosthetic steps, however, step rate assumed the major role in affecting speed throughout the range examined. The authors theorized that this was due to the amputees' unwillingness to alter step length beyond that which they perceived as being a safe limit. With regard to segmental angular displacement, Enoka et al.\textsuperscript{50} showed that during the support phase on the prosthetic limb, the knee was maintained in an excessively straight position. They felt that such rigidity would reduce the shock absorption function of the limb and place unnatural stress on the knee, hip, and vertebral column, and was probably due to either insufficient quadriceps strength, or an attempt to avoid pressure on the quadriceps femoris tendon, or the provision of a greater feeling of security by reducing the possibility of knee buckling. They therefore called for a re-evaluation of prosthetic design to accommodate the needs of those amputees who wished to participate more actively.

Miller\textsuperscript{49} has recently reported further on the running gait of lower extremity amputees, giving the magnitudes of the ground reaction forces acting on the prosthesis. Although the magnitudes were not significantly different from the intact foot (or the loads experienced by normal runners), there were significant differences in the configuration of the force-time curves. After footstrike, there was a slower rise to maximum and prior to take-off there was a more protracted decay in the vertical reaction force below body weight, decreasing the upward velocity at take-off. Although Miller has reported joint moments during the swing phase (Figure 17), she has given no information for the corresponding data during stance. Despite the lack of detailed design criteria, prosthetic prototypes have been developed specifically for running, and the preliminary analysis of these devices does seem encouraging.\textsuperscript{49}

**VII. ENERGY, WORK, AND POWER**

Of all the different topics on the biomechanics of running gait, this one on mechanical energy, work, and power is undoubtedly the one where least agreement exists. The reasons for this confusion in the literature are not altogether clear, but some insight can be gleaned from a brief review of the historical development of the topic. Because the measurement of mechanical work combined with the measurement of metabolic energy consumption was thought to yield an understanding of the runner's efficiency, some of the pioneering studies were performed by people who were essentially physiologists.\textsuperscript{12,13,112,113} More recently, research in this area has been taken on by scientists in departments of physical education.\textsuperscript{34,114,115} Perhaps reflecting the emphasis of their scientific backgrounds, which were obviously predominantly physiological, none of these authors made any reference to classical mechanics or physics texts to justify their choice of equations to calculate energy, work, or power. The results, unfortunately, have been somewhat difficult to interpret. For this reason, Williams and Cavanagh\textsuperscript{34} developed a model for calculating mechanical power which would allow them to compare the effects of different assumptions by previous authors. While they showed that identical kinematic data could yield mechanical power values ranging from 273 to 1775 W, depending on the assumptions made, they were not able to make any definitive recommendations as to the most appropriate method.

It is fairly well accepted, in both the classical mechanical\textsuperscript{116} and biomechanical\textsuperscript{29,34} lit-
that the correct formula for calculating segmental energy $E_s$ at a particular time is to add the potential and kinetic energies:

$$E_s = m_s g y_s + \frac{1}{2} m_s (\dot{x}_s^2 + \dot{y}_s^2) + \frac{1}{2} I_s \omega_s^2 \quad (4)$$

where the subscript $s$ refers to the segment number; $m$ is mass; $g$ is the acceleration due to gravity; $x$ and $y$ are the horizontal and vertical displacement of the segment's center of gravity; the dots indicate first derivative with respect to time; $I$ is the transverse centroidal moment of inertia; and $\omega$ is absolute angular velocity. Note that the runner is assumed to be moving only in the sagittal plane, and that the component of potential energy due to the storage of elastic energy in the muscles and ligaments has not been included.

The data from Williams and Cavanagh\(^{34}\) for the $E_s$ values of the right foot, shank, and thigh and trunk of an athlete running at 3.6 m/sec have been presented in Figure 26. A few points are evident from this figure: the energy levels for the segments of the right lower extremity were least during ipsilateral stance and greatest during ipsilateral recovery as one would expect; the energy level of the trunk, with its biphasic pattern due to the potential energy contribution from the rise and fall of the trunk's center of gravity with each step, was considerably larger than those of the lower extremity segments. (It is perhaps interesting to note that Williams and Cavanagh,\(^{34}\) while doing a three-dimensional study with four movie cameras and quoting measurement errors to four decimal places, i.e., 1/10 mm, did not apparently extend Equation 4, which is two-dimensional, to the three-dimensional formulation. This would have required the use of principal centroidal moments of inertia and Euler angles and their derivatives to calculate the kinetic energy of rotation.\(^{116}\)

A problem arises when one wishes to calculate the work done by the whole body. It is not just a simple matter of adding the segmental energies at each time instant and then equating the change in energy to the work done. Such an approach does not take account of the transfer of energy between segments, nor the effects of positive and negative work. In fact, as highlighted by Williams and Cavanagh,\(^{34}\) any attempt to try and calculate the work done from energy estimates alone is likely to be fraught with problems.

It is proposed that a far more fruitful approach would be to return to first principles and examine the definition of work. As shown by Spiegel,\(^{116}\) if a force $F$ acts on a body and gives it a displacement of $\vec{d}r$, then the work done by the force on the body is defined as

$$dW = F \cdot d\vec{r} \quad (5)$$

Similarly, the work done by a moment $\vec{M}$ acting on a body and giving it an angular displacement of $d\theta$ is given by

$$dW = \vec{M} \cdot d\vec{0} \quad (6)$$

Power is the rate at which work is done, i.e., $dW/dt$, and this has led Winter\(^{23,24}\) to define the concepts of joint force power $P_{Fj}$ and muscle moment power $P_{Mj}$ as

$$P_{Fj} = F_x \dot{x}_j + F_y \dot{y}_j \quad (7)$$

and

$$P_{Mj} = M_j \omega_j \quad (8)$$

where the subscript $j$ refers to the joint of interest; $F_x$ and $F_y$ are the resultant horizontal and vertical forces, respectively; $M$ is the resultant moment; and $\omega$ in this case is the relative
angular velocity at the joint. This approach, which has recently been followed by Chapman and Caldwell, would seem to offer far more chance of success than the "energy only" scheme.

Figure 27 shows the resultant joint moment power for a person jogging and has been adapted from Winter. Because the area under a power-time graph (i.e., the integral) gives the work done, it was possible to examine the energy-absorbing and -generating roles of the different muscle groups. From Figure 27 it can be seen that while the ankle musculature appeared to be primarily energy generators (+ 56 vs. −26 J), the knee muscles were mainly energy absorbers (+36 vs. −88 J). These findings have led Winter to conclude, perhaps somewhat boldly, that the training protocol of joggers as well as the rehabilitation of injured runners needs to be re-evaluated. He asserted that 75% of the chronic injuries resulting from jogging (tendonitis, shin splints, stress fractures, plantar fasciitis, and chondromalacia) was related to high forces and powers that occurred at push-off, and therefore eccentric knee exercise and concentric plantarflexor training were indicated. In another paper, Winter superimposed the values of both the joint force and joint moment powers on a diagram of the lower extremity at different stages of the recovery phase. In this way he facilitated the visualization of energy generation, absorption, and transfer at the hip, knee, and ankle joints.
In studying two international-class female sprinters, Chapman and Caldwell looked only at the recovery phase (they used a treadmill and not a force plate). Their hip and knee moment powers were similar in shape to those of Winter, but about five to seven times greater in magnitude, due no doubt to the differences between sprinting and jogging. They were able to provide some evidence of the dual role played by the rectus femoris and hamstring group, both two-joint muscles acting at the hip and knee joints.

Despite the degree of importance attached by some authors to the importance of energy, work, and power, it seems unlikely that such an approach can yield more insight than the traditional methods of angular kinematics, EMG, and joint forces and moments.

VIII. FUTURE RESEARCH DIRECTIONS

This paper has presented a review of the relevant and state-of-the-art research on the biomechanics of running gait. There have been significant advances in certain areas since a similar paper by Miller outlined the challenges facing researchers 6 years ago. However, there are other areas where progress has been disappointingly slow and the purpose of this section is to highlight possible future research directions.

While the linear and angular kinematics of the running gait pattern have been studied in
some depth, the studies done on EMG are relatively few in number. Where possible, researchers gathering EMG data for running humans should simultaneously gather kinematic and, most importantly, kinetic data. It is of little use to look at muscle activity in isolation while these muscles are developing tension which results in joint forces and moments and ultimately movement at the joints. It is possible that EMG studies, in addition to giving fundamental insight into how we run, could also yield information concerning the etiology and prevention of certain running injuries. It is conceivable that certain kinds of muscle contractions may predispose the runner to a particular injury and perhaps EMG studies could help shed some light on this question.

Simulation is an extremely powerful tool, well recognized and accepted by engineers, but relatively unused by sports scientists. However, with the power of digital computers increasing almost as rapidly as their prices are spiraling downward, and with a number of ‘user-friendly’ simulation packages becoming widely available, it is anticipated that future research on the biomechanics of running gait will make extensive use of computer simulation techniques.

Joint moments and individual muscle and bone forces cannot be overemphasized as an area of running research because of the vital causative role that they fulfill. To date, there have been very few studies that have studied these parameters during the all-important stance phase, and no studies appear to have been performed on injured runners. It is hoped that the research in this area will follow the pattern of walking research where the emphasis was first placed on studying the normal population before progressing to pathological gait. Researchers should definitely attempt to reach beyond fundamental planar studies and begin to study running gait as it truly occurs, in three dimensions.

Shoe research is an area in which significant progress has been made during the past decade. Nevertheless, there is definitely scope for a great deal of further research, particularly where this applies to studying the interaction between the runner’s foot and the shoe. While such research will obviously be faced with significant methodological challenges, it is felt that the effort will be rewarded with an improved understanding of differing foot mechanics and progress towards establishing meaningful criteria for choosing the correct shoe for a particular foot.

On the question of energy, work, and power, it is clear that future researchers in this area will have to get back to basics. They will need to define these parameters in precise, mechanical terms and steadfastly keep to these definitions when attempting to combine physiological and biomechanical data. This approach will most likely lead to a clearer understanding of a difficult topic, rather than the review-type paper of Williams and Cavanagh which probably left most readers more confused than when they started.

There has been some mention made of various methodological devices used to study the running human. It is likely that in the future the technology will become available to allow researchers to study the kinematic, electromyographic, and kinetic patterns of runners in their true environment (i.e., on the track or road) rather than in the artificial environment of a laboratory with treadmills, short run-ups, and force plates requiring ‘targeting’. This technology will be of benefit to many other scientists and not only those studying running gait.

Without any doubt, the research direction with the greatest growth potential is the use of biomechanics to study running injuries. Runners have the right to look to biomechanical scientists for answers to their problems. It behooves us as researchers to approach the question of running injuries in a scientific manner, content not merely to diagnose and treat, but also serious in our endeavors to seek answers to the more important issues of etiology and prevention.
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Abstract. Over the past decade, selective posterior rhizotomy has been used successfully to reduce spasticity in patients with cerebral palsy. Although clinical evaluation of these patients revealed functional improvement following surgery, more objective analysis of the outcome of this surgery was sought. Kinematic gait analysis of 14 patients with spastic cerebral palsy was performed before and after selective posterior rhizotomy. Measurements of stride length, thigh range of motion, knee range of motion, average speed of walking, and cadence were made. Statistically significant increases in stride length, thigh range and knee range were found. Average speed was increased and cadence was virtually unchanged. These results corroborate clinical findings of improvement in gait of spastic patients with cerebral palsy following selective posterior rhizotomy.

Introduction

Selective posterior rhizotomy has been successfully used in recent years to reduce spasticity in selected patients with cerebral palsy [1, 5] and is now performed at several major medical centers throughout the United States. Reduction of spasticity using posterior rhizotomy was first performed by Foerster [2] who reported a series of 157 patients in 1913. He divided whole posterior spinal nerve roots from L2 to S2, sparing L4 to preserve knee extensor tone. Gros et al. [3] adapted the procedure to preserve sensation by cutting 4/5 of posterior spinal nerve rootlets. In 1978, Fasano et al. [1] described electrical stimulation of posterior nerve rootlets to selectively divide only those associated with an abnormal response in patients with cerebral palsy. Laitiminen et al. [4] successfully used this procedure to reduce spasticity in adults with spinal cord injury or multiple sclerosis. In order to safely identify and spare the sacral roots involved in sphincter control, Peacock et al. [5] revised Fasano's surgical technique and encountered no serious complications. Selective posterior rhizotomy has been recommended for purely spastic children without athetosis or severe joint contractures. Those with greater involvement in the lower extremities (diplegic), who were intelligent and had some ability to walk prior to surgery appeared to benefit most [5].

The complications of spasticity in cerebral palsy have traditionally been managed by orthopedic surgery. The aim of selective posterior rhizotomy, however, is to reduce the spasticity rather than treat its complications. This should facilitate patient care and improve independent function with the aid of postoperative physical and occupational therapy. Although previous multidisciplinary clinical evaluation of children following surgery showed dramatic improvement in certain children [5], more objective analysis of the functional outcome of this procedure has been necessary. The purpose of this paper is to report a kinematic gait analysis study on 14 spastic children before and after selective posterior rhizotomy.
Patients and Methods

Patient Selection
The children in this study were part of a larger series of 100 patients who underwent selective posterior rhizotomy between 1981 and 1985. The availability of the gait analysis system in 1985 made it possible to study 14 ambulatory spastic cerebral palsy patients before and after surgery. (Note, there were 29 patients who underwent rhizotomy in 1985 but only half of them were able to walk prior to surgery.) The age range was 2–14 years. Patients who were selected for surgery had spasticity which interfered with function; no significant athetosis, ataxia or rigidity; and no apparent weakness of the lower extremities. All of the children received therapy before and after surgery.

Operative Technique
Under endotracheal general anesthesia without muscle relaxants, each patient was placed prone on bolsters. A midline incision was made and limited laminectomies were performed from the second to the fifth lumbar vertebrae with preservation of the posterior facet joints. The dura was opened to expose the cauda equina. Electromyographic recording electrodes were placed in major muscle groups of the lower extremities corresponding to the nerve roots tested (L2 to S2). The legs were exposed to visually monitor the motor responses in addition to EMG recording. By using anatomical landmarks and electrically stimulating anterior roots, the levels of the posterior nerve roots were accurately determined. Each of the constituent nerve rootlets were electrically stimulated using two insulated blunt microneurosurgical hooks which had been adapted for this purpose. Stimulation at a frequency of 50/s was applied at the threshold intensity for muscle contraction. Those rootlets associated with a response characterized by tetanic and diffused muscle contraction with a lack of inhibition were severed, and the remainder left intact.

Procedures
Kinematic gait analysis was performed 1 or 2 days prior to surgery and between 5 and 14 months after surgery (mean 9 months). A portable gait analysis system incorporating a microcomputer and a Micronexx digital camera (Micron Technology, Boise, Idaho) was developed [6]. This allowed for postoperative evaluation of children living in distant areas. Three retroreflective markers were placed at the hip (greater trochanter of the femur), knee (lateral femoral epicondyle), and ankle (lateral malleolus) of each child. Two-dimensional displacement data were recorded via the camera’s light-sensitive random access memory chip which converts a planar image into a digital pattern. Analyses of the right and left lower limbs were performed separately in the sagittal plane during the child’s customary gait. The sampling rate varied between 12 and 15 Hz with a maximum of 50 frames resulting in 3–4 s of data/limb. Computer programs were written to allow display of the data points as raw data, movement trajectories or stick figure diagrams. In addition, the angular motion of the thigh segment and knee in the sagittal plane were calculated as a function of time. Figure 1 illustrates the position of the markers and the definition of these angles. Time and distance parameters of cadence (number of steps per minute), stride length (the distance between two consecutive heel strikes of the same lower extremity) and average speed of walking were also computed. Statistical analysis of mean values was performed using Student’s paired t-test with a significance level of 0.05. Thus, each child’s preoperative values (for right and left sides) were compared with his or her own postoperative values.

Results

Figure 2 shows pre- and postoperative stick figures for 1 patient, while figure 3 illustrates the thigh and knee angle/angle data generated from these stick figures. The mean pre- and postoperative values (for all 14 patients) of cadence, stride length, average speed, thigh range and knee range are given in table 1. Statistically significant increases were seen postoperatively for stride length ($p = 0.049$), thigh range ($p < 0.0001$) and knee range ($p = 0.029$). Stride length increased by over 20%, thigh range by 36% and knee range by 28%. Average speed increased by 18% from a mean of 0.67 to 0.79 m/s ($p = 0.059$). The mean value for cadence was virtually unchanged in the postoperative analysis.

Table 1. Results of gait analysis following selective posterior rhizotomy

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Before</th>
<th>After</th>
<th>Difference</th>
<th>$p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stride length, m</td>
<td>0.72</td>
<td>0.87</td>
<td>0.15</td>
<td>0.049*</td>
</tr>
<tr>
<td>(0.24)</td>
<td>(0.33)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average speed, m/s</td>
<td>0.67</td>
<td>0.79</td>
<td>0.12</td>
<td>0.059</td>
</tr>
<tr>
<td>(0.30)</td>
<td>(0.36)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cadence, steps/min</td>
<td>109</td>
<td>105</td>
<td>−4</td>
<td>0.595</td>
</tr>
<tr>
<td>(34)</td>
<td>(28)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thigh range, degrees</td>
<td>15</td>
<td>53</td>
<td>14</td>
<td>$&lt;0.0001*$</td>
</tr>
<tr>
<td>(9)</td>
<td>(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee range, degrees</td>
<td>39</td>
<td>50</td>
<td>11</td>
<td>0.029*</td>
</tr>
<tr>
<td>(16)</td>
<td>(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Mean values with standard deviations below in parentheses. Statistical comparison ($p$ value) was performed using Student’s paired t-test. * = Statistically significant at the 0.05 level.
Fig. 2. Stick figure diagrams for one patient. Preoperative data are on the left and postoperative data are on the right. The data from the patient's left-hand side are above the data from the patient's right-hand side.

Discussion

The improvement in thigh and knee ranges of motion measured postoperatively is felt to be a consequence of reduced spasticity in antagonistic muscle groups crossing the hip and knee following selective posterior rhizotomy. Although two dimensional analysis does not truly measure only sagittal plane motion due to the contribution of rotational movement, the increases in thigh and knee ranges were large (a mean increase of 36% for the thigh and 28% for the knee) and are believed to be good estimates of the true values. The increase in range of motion appears to have contributed to the increased stride length. Although stride length is related to leg length in
a normal individual, the mean increase of 0.15 m is unlikely to be purely a function of maturation alone, particularly when accompanied by documented changes in thigh and knee range of motion. Improvement in stride length should increase the speed of walking, provided the cadence remains the same. The individual can cover greater distance with each step, but takes the same number of steps per minute. The average speed of walking was increased in this group of 14 patients by 18%. Although this change was not statistically significant, increased speed is likely to be of functional importance to individual children.

According to Perry [7], stride characteristics including stride length, velocity (speed of walking) and single stance time are important in evaluating a patient’s overall walking ability. Two of these characteristics were evaluated in this study revealing improved values for both stride length and velocity with a statistically significant pre- and postoperative difference in stride length. Previous subjective clinical observations of improvement in function and cosmesis during ambulation following selective posterior rhizotomy appear to be substantiated by these findings. Although diagnostic studies for planning patient treatment are often recommended for cerebral palsy patients, there is little documentation of objective pre- and posttreatment outcome for all types of cerebral palsy management. This preliminary study provides some objective evidence of the outcome of selective posterior rhizotomy for appropriately selected patients.

Although results presented here are encouraging in that they objectively document the functional improvements following selective posterior rhizotomy, they should also be interpreted with caution since our follow-up time is relatively short (mean of 9 months). There have been other objective studies [4], but here too the follow-up was relatively short (mean of months). We recognize the importance of longer follow-up and will be addressing this issue in the future.

Summary and Conclusions

A revised technique of selective posterior rhizotomy has been advocated for selected children with spastic cerebral palsy. Although the clinical evaluation of these children revealed successful reduction of spasticity and improvement in function, more objective evidence was sought. A computerized two-dimensional kinematic gait study was performed on 14 ambulatory children with spastic diplegia who underwent the surgical procedure. Analysis of the results revealed improvements in basic gait parameters, which appears to indicate an overall improvement in the functional ability of the children. Although there are limitations to this method of motion analysis, these early results corroborate clinical findings of improved function in spastic children following surgical reduction of spasticity. It is important to continue to evaluate and refine techniques of selection, surgical treatment, and postoperative therapy for this procedure. Although the potential for dramatic improvement in function exists, the outcome of the procedure is dependent on appropriate patient selection and management. We believe that future studies should assess three-dimensional movement, integrate kinematic, dynamic (joint forces and torques) and electromyographic data, and evaluate energy costs with long-term follow-up.
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In the United States today, it is estimated that for every 200 live births, one child will be afflicted with cerebral palsy (CP). During the past decade, a new and somewhat controversial neurosurgical technique for reducing spasticity has emerged. The procedure, known as selective posterior lumbar rhizotomy (SPLR), involves the cutting of sensory nerve roots on a functional basis. While it is clear at least subjectively that patients undergoing the procedure have greatly reduced muscle tone, the long-term functional benefits of SPLR remain unproven. Based on preliminary data, our hypothesis is that SPLR surgery leads to a decrease in spasticity and thus to an improvement in locomotor function. This paper addresses two basic questions. First, what have we learned so far? We report the results of a kinematic gait analysis study of 14 children who were ambulatory prior to surgery, and compare their pre- and postoperative results with the data from 9 normal boys. Second, where do we go now? We suggest that three important areas for future research are long-term follow-up, three-dimensional studies, and an emphasis on cause-effect relationships in the locomotor apparatus.

LITERATURE REVIEW

Cerebral palsy is a term applied to a number of disabilities resulting from injury to
the immature central nervous system (CNS). The complexity and diversity of CP are expressed in the Denhoff definition: "... [cerebral palsy] is a composite of symptoms and findings resulting from cerebral dysfunction which includes within its spectrum convulsions, intellectual, perceptual and learning disorders, communication defects, behavioral and emotional disorders as well as disturbances in the muscle tonus, balance and coordination." The frequency of occurrence of CP is difficult to ascertain (given the wide range of disability levels), but Eiben and Crocker have stated that a fairly reasonable estimate would be 7:1000 live births.

Cerebral palsy is generally divided into three types: spastic, athetoid, and ataxic. According to some studies, the proportion of types is about 80% spastic, 10% pure athetoid, and 10% ataxic. Clinically, spasticity is characterized by a disharmony of muscle movements brought on by hyperactive stretch reflexes and hypertonicity of certain muscle groups. Increased tonus in these spastic muscle groups often leads to deformities of major joints such as the hips, knees, and ankles. Spastic CP patients who are able to walk may adopt an equinus (foot down) style of gait, may have internally rotated and scissoring hips, and have compensatory patterns of hip and knee flexion. In addition, they may have poor fine motor control, and their spastic responses are velocity-dependent. This chapter focuses on spastic patients, as they are the most appropriate candidates for SPLR surgery.

A thorough and wide-ranging review of the physiology of spasticity has been provided by Bishop. The regulation of muscle tonus throughout any portion of a locomotor cycle is achieved either directly via alpha motoneuron pathways, or indirectly via gamma-spindle reflex loop pathways. It is this balance of inhibitory and facilitatory signals onto the alpha motoneuron pool (anterior horn cells) which ultimately produces smooth coordinated motion. For brain lesions such as cerebral palsy, the inhibitory influences of the descending motor tracts are greatly reduced and motor neurons become hyperactive, resulting in a clinical picture that is recognized as spasticity.

A number of treatment strategies are used to improve the condition of the spastic CP patient, although there is no therapeutic, pharmaceutical, or surgical approach that is entirely effective. Of the noninvasive techniques, occupational and physical therapy are used extensively as a means of developing or relearning motor skills. The therapist also plays an important role in early evaluation and diagnosis of spastic CP as well as postoperative management. Neuro-inhibitory drugs such as procaine, alcohol and baclofen have been injected into muscles or administered intrathecally to relieve spasticity, although their effects are very short-term, lasting a few months at most.

Orthopedic surgery has been the most widely used invasive technique to control the effects of spastic CP. Various surgical procedures can be used to correct problems such as forearm pronation, hip subluxation, spinal deformities (e.g., scoliosis), knee flexion contractures, and spastic equinus deformities of the foot/ankle complex. These procedures include muscle lengthening, tendon transfers, and osteotomies. The orthopedic surgeon thus corrects developing deformities at the musculoskeletal level and does not affect the primary lesion, which lies in the central nervous system.

Two basic surgical strategies are available to the neurosurgeon in attempting to reduce spasticity: (1) neural stimulation, which acts to increase the inhibition of the upper motoneurons, and (2) ablative surgery, which acts to decrease the facilitation of the alpha motoneurons. A substantial volume of literature, much
of it controversial, has been written about chronic electrical stimulation to the
dorsal surface of the cerebellum and the dorsal columns of the spinal cord. The
efficiency of this procedure is highly variable and seems to be largely dependent
on the determination of which patients are most suitable.13

The British neurophysiologist Sherrington first induced spasticity in cats by
mid-brain transection in 1898.19 He then discovered that, by severing the
posterior roots innervating the affected limbs, the spasticity was removed and the
limb muscles were rendered flaccid. In modern physiologic terminology, the
gamma-spindle reflex loop was disrupted, thereby greatly reducing facilitatory
input to the anterior horn cells that regulate muscle tonus.

Foerster was the first to apply Sherrington's findings clinically, in 1913.8 He
severed whole posterior nerve roots in the lumbar and cervical regions of a
number of spastic CP patients. He left the L4 root intact bilaterally so that the
sensory feedback was not completely lost. Foerster's clinical results did not seem
to generate much excitement in the neurosurgical community, probably because
of the alleged sensory loss after surgery. After further work by Gros and his
colleagues9,10 20 years ago, the most widely used neurosurgical technique for
reducing spasticity was developed by Fasano et al. in the 1970s, which they called
functional posterior rhizotomy.6,7,9,10 Because a lack of inhibitory processes from
the descending spinal tracts is considered to be the basic mechanism of spasticity,
Fasano used an operative technique that involved electrically stimulating
posterior rootlets at various frequencies and measuring the electromyographic
(EMG) response in the corresponding muscle groups. Rootlets that failed to
suppress stimulation at high frequencies (50 Hz) were felt to be involved in the
process leading to spasticity and were therefore sectioned. The advantage of the
Fasano technique is that it attempted to measure direct scientific data in order
to determine abnormal spinal circuit pathways. Clinical results have been very
encouraging, especially for the lower limbs. It was this functional approach of
Fasano that inspired our own work in Cape Town and also that of Laitinen et
al. in Sweden.1,14–18

The assessment of rhizotomy patients has been primarily subjective.
Foerster showed photographs of a few of his patients pre- and postoperatively,
and these are quite revealing, as the decreased spasticity and increased function
are clearly evident.8 Fasano et al. have an extensive series and their evaluations
were essentially done on a visual basis.6 They treated 109 cases of spastic CP with
SPLR and, of those patients who were able to walk prior to surgery, 63% showed
improvement postoperatively. Laitinen et al. treated 7 patients who had
spasticity (secondary to multiple sclerosis) with SPLR.14 They assessed flexion/
extension strength at the knee joint with the aid of a Cybex dynamometer, and
a significant increase in muscle strength and joint range of motion was
demonstrated. In Cape Town we developed a method for assessing tone, joint
stiffness, voluntary control of single joint motions, and functional movements
(sitting, kneeling, etc.) using a standardized testing procedure.1 In addition we
studied the kinematics of crawling patterns in children with CP using a
methodology similar to that described in the present paper.25 Sutherland has
recently reported three-dimensional gait data for a spastic diplegic girl immediately
prior to SPLR and then at 6 months after the operation.21 He was able to
demonstrate a good improvement, particularly in knee and ankle range of
movement, but unfortunately did not integrate the kinematic and force plate data
to study joint forces and moments.
WHAT HAVE WE LEARNED SO FAR?

Materials and Methods

Fourteen patients with spastic diplegic cerebral palsy (age range 2 to 14, mean of 7.7 years) were studied before and after selective posterior lumbar rhizotomy. These 14 children (8 boys, 6 girls) were part of a larger series of more than 100 spastic patients who underwent the SPLR procedure in Cape Town between 1981 and late 1985. Kinematic gait analyses were performed 1 or 2 days prior to surgery and between 5 and 14 months following surgery (mean, 9 months). We anticipated having to study some of the patients in different settings (e.g., schools and two separate hospitals) in Cape Town. In addition, some children lived 1500 km away so it was unrealistic to bring them back to Cape Town for postoperative followup. We therefore set out to devise a simple and transportable gait analysis system, described below, and travelled by air to the distant centers to perform the gait analyses. Although there are some gait data on normal children, we felt that it was appropriate to gather information on normals using our own instrumentation for the purposes of comparison.

During the first part of 1988 we collected data on 9 normal boys, with a mean age of 5.5 years (range, 4.5 to 6.2). In the future we expect to extend this normal database considerably by including females and by increasing the numbers and the age range.

During the past decade, powerful yet inexpensive microcomputers have become available to a greater number of scientists. With many peripheral devices being readily available for these computers and their architecture designed to facilitate interfacing, it is not surprising that microcomputer-based systems have found their way into human movement laboratories.

We set out to develop an inexpensive system that would generate kinematic gait data within minutes of the person having completed a walking trial. We based our design on the MicronEye digital camera (Micron Technology, Boise, ID), an inexpensive device (less than $300) that interfaces directly with most of the popular microcomputers (Apple II and IBM PC/XT/AT). Using a light-sensitive random access memory (RAM) chip, the camera converts a planar image into a digital pattern with a maximum pixel resolution of 128 x 256. We utilized retroreflective material for our markers and designed a special case for our camera, which included a spot lamp and a mirror with an appropriate aperture cut from it (Fig. 1). We were able to gather the data in normal ambient lighting conditions. Special purpose computer programs were written in Assembler, BASIC (for the Apple II) and PASCAL (for the IBM PC) to capture, process, store, and display the 2-D displacement data for up to five discrete markers. These data were available 30 seconds after the person had finished walking. The sampling rate varied between 12 and 15 Hz (depending on exposure time) and, with a maximum of 50 frames, we could capture about 3 to 4 seconds of data. The spatial resolution was approximately 1:300. We have used our system on more than 150 subjects, including the CP and normal children discussed in this paper.

The reflective markers were placed over the greater trochanter, just below the lateral epicondyle of the femur, and on the lateral malleolus to represent the position of the hip, knee, and ankle joints, respectively (Fig. 2). Figure 3 shows the raw data, trajectories, and stick figure diagrams generated by our system for one of the patients prior to surgery. In addition to these plots, which give a good qualitative description of the gait pattern, we also calculated the knee and thigh angles (defined in Fig. 2) as a function of time. When plotting these two angles
FIGURE 1. The kinematic measuring system consists of a special aluminum housing which contains a flood light, mirror, and MicronEye digital camera. The system interfaces with an Apple II microcomputer and both are located on a custom-built trolley, which facilitates ease of use and transportation. An aperture in the mirror allows the light reflected from the markers to pass through the mirror and into the camera.

FIGURE 2. A sagittal plane view showing the positions of the markers over the hip, knee, and ankle joints, and the definition of the thigh and knee angles.

against one another, a so-called angle/angle diagram, first popularized by Grieve in 1968, may be generated. Figure 4 shows these angular data, which are generated from the raw data in Figure 3. Figure 5 illustrates the data that can be derived from the angle/angle diagrams: knee and thigh ranges of movement, knee and thigh mid-range points, perimeter, area, and a dimensionless ratio of these last two parameters, most of which were introduced by Hershler and Milner. In addition, we were able to calculate the cadence (number of steps per minute), stride length, and average speed for each trial.

Results and Discussion

Figure 6 shows the stick figure diagrams for one patient pre- and postoperatively, and Figure 7 illustrates the thigh-knee angle/angle diagrams derived from these data. It is clear that postoperatively (diagrams on the right-hand side of these two figures), this patient shows a dramatic improvement in functional range of movement. For example, on the left side his thigh angle has improved from 10 degrees extension and 20 degrees flexion to 20 degrees extension and 30 degrees...
Figure 3. Sagittal plane data generated within seconds of the patient completing a walking trial. A, Raw data points. B, Trajectories formed by joining points of the same marker. C, Stick figure diagram formed by joining points of the same frame. These are preoperative data for a single patient. Note that the horizontal (X) range is 2000 millimeters with intervals of 200 mm, and the vertical (Y) range is 1000 millimeters with 100-mm intervals.

Flexion. Similarly, the knee angle has gone from 15 degrees/40 degrees to 5 degrees/65 degrees. Although the diagrams on the right of Figure 7 do approach a normal pattern (Fig. 8), the patient is still unable to achieve full knee extension during the early stance phase (refer to the stick figure diagram in Figure 6).

The reasons for this flexed-knee position at heel strike are not clear, but a number of hypotheses may be postulated. First, it is possible that the preoperative spastic patterns have been so ingrained (this boy was 14 years old at the time of surgery) that even a year after surgery (when our gait analysis was performed) the patient still lacks selective control and depends on flexor and extensor synergies for movement. Second, the SPLR procedure, while reducing spasticity, can also uncover some muscular weakness in the knee extensors postoperatively when the child can no longer utilize the spastic muscle response. It is therefore possible that this child’s knee extensor mechanism was not yet sufficiently developed postoperatively to enable full knee extension at heel strike. Third, the reduction in spasticity and increase in joint range of motion probably posed new challenges for
**FIGURE 4.** The angular data, as defined in Figure 2 and generated from the raw data presented in Figure 3. A, Knee angle versus time. B, Thigh angle versus time. C, Knee angle versus thigh angle. Note that in C there is a cyclic pattern (which progresses in a clockwise direction) that repeats itself. For a consistent gait pattern (as is evidenced here), each cyclic loop should be very similar from one cycle to the next.

**FIGURE 5.** Parameters that may be derived from the angle-angle diagram. A, Knee and thigh ranges. B, Knee and thigh mid-range points. C, Area, perimeter, and ratio.
**FIGURE 6.** Stick figure diagrams for one patient pre- and postoperatively. Preoperative data are on the left, and postoperative data are on the right. Diagrams for the patient's left-hand side are on top and for the right-hand side on the bottom.

**FIGURE 7.** The thigh-knee angle/angle diagrams for the same patient as in Figure 6.
the child to maintain his balance. He may well be compensating by flexing at the knee and thereby increasing his sense of stability. A fourth possibility is that the patient may have had a fixed joint contracture prior to SPLR.

While considerable insight can be obtained by a case study approach, it is also pertinent to pool the data for all 14 patients for comparison with the 9 normal children. The full set of data for all the children (and this includes both their left and right sides) is presented in Table 1. Cadence, while quite variable,

**TABLE 1.** Mean Values (with Standard Deviations Below in Parentheses) of Biomechanical Parameters for the Walking Patterns of 14 Spastic Children Before and After SPLR.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Before</th>
<th>After</th>
<th>Difference</th>
<th>p Value</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cadence (steps/min)</td>
<td>109</td>
<td>105</td>
<td>-4</td>
<td>0.595</td>
<td>115</td>
</tr>
<tr>
<td>(m)</td>
<td>(34)</td>
<td>(28)</td>
<td></td>
<td></td>
<td>(19)</td>
</tr>
<tr>
<td>Stride Length (m)</td>
<td>0.72</td>
<td>0.87</td>
<td>0.15</td>
<td>0.049</td>
<td>0.90</td>
</tr>
<tr>
<td>(0.24)</td>
<td>(0.33)</td>
<td></td>
<td></td>
<td></td>
<td>(0.19)</td>
</tr>
<tr>
<td>Average Speed (m/s)</td>
<td>0.67</td>
<td>0.79</td>
<td>0.12</td>
<td>0.059</td>
<td>0.85</td>
</tr>
<tr>
<td>(0.30)</td>
<td>(0.36)</td>
<td></td>
<td></td>
<td></td>
<td>(0.20)</td>
</tr>
<tr>
<td>Thigh Range (degrees)</td>
<td>39</td>
<td>53</td>
<td>14</td>
<td>&lt;0.0001</td>
<td>42</td>
</tr>
<tr>
<td>(10)</td>
<td>(13)</td>
<td></td>
<td></td>
<td></td>
<td>(4)</td>
</tr>
<tr>
<td>Knee Range (degrees)</td>
<td>39</td>
<td>50</td>
<td>11</td>
<td>0.029</td>
<td>61</td>
</tr>
<tr>
<td>(16)</td>
<td>(20)</td>
<td></td>
<td></td>
<td></td>
<td>(5)</td>
</tr>
<tr>
<td>Thigh Mid-Range Point (degrees)</td>
<td>15</td>
<td>18</td>
<td>3</td>
<td>0.154</td>
<td>6</td>
</tr>
<tr>
<td>(9)</td>
<td>(9)</td>
<td></td>
<td></td>
<td></td>
<td>(3)</td>
</tr>
<tr>
<td>Knee Mid-Range Point (degrees)</td>
<td>40</td>
<td>56</td>
<td>16</td>
<td>&lt;0.0001</td>
<td>35</td>
</tr>
<tr>
<td>(13)</td>
<td>(11)</td>
<td></td>
<td></td>
<td></td>
<td>(6)</td>
</tr>
<tr>
<td>Area (degree²)</td>
<td>819</td>
<td>1300</td>
<td>481</td>
<td>0.002</td>
<td>1301</td>
</tr>
<tr>
<td>(487)</td>
<td>(637)</td>
<td></td>
<td></td>
<td></td>
<td>(292)</td>
</tr>
<tr>
<td>Perimeter (degrees)</td>
<td>133</td>
<td>173</td>
<td>40</td>
<td>0.001</td>
<td>184</td>
</tr>
<tr>
<td>(40)</td>
<td>(47)</td>
<td></td>
<td></td>
<td></td>
<td>(52)</td>
</tr>
<tr>
<td>Ratio</td>
<td>0.21</td>
<td>0.20</td>
<td>-0.01</td>
<td>0.346</td>
<td>0.19</td>
</tr>
<tr>
<td>(0.03)</td>
<td>(0.03)</td>
<td></td>
<td></td>
<td></td>
<td>(0.02)</td>
</tr>
</tbody>
</table>

Statistical comparison (p value) was performed using Student's paired “t” test. In addition, the right-hand column contains the equivalent data for 9 normal boys (mean age of 5.5 years).
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was effectively unchanged postoperatively ($p = 0.595$). It is well-known that, if anything, cadence decreases slightly as a child matures. The cadence of 115 for normal children (mean age of 5.5 years) was slightly greater than values for the children with CP. In contrast to cadence, stride length increased significantly by over 20% from 0.72 meter to 0.87 meter, approaching the normal value of 0.90 meter. The calculation was derived as follows:

$$\text{Average speed} = \text{cadence} \times (\text{stride length})$$

where cadence would be expressed in units of strides per second rather than steps per minute. The average speed also increased quite substantially (by 18%), although the statistical significance ($p = 0.059$) was approached but not reached.

Since walking speed is very difficult to control, depending on the person's mood and motivation on the day of testing, and can vary quite considerably (note the standard deviation of 0.20 m/s for the normal children), one should be cautious in interpreting the modest increase in the patients' speed postoperatively. The increase in stride length can be accomplished in two ways: the child's legs grow in length, or the legs are moved through a greater range of motion.

Although the pre- and postoperative studies were performed an average of 9 months apart, we would argue that the length maturation effects, while not trivial, are certainly insufficient to provide a 0.15 meter increase in stride length. The clue to this increase is contained in the thigh range data. Here we see a 36% increase from 39 degrees to 53 degrees, with the difference being highly statistically significant ($p < 0.0001$) and the postoperative value being larger than normal. The range of motion at the knee was also significantly increased, not to the degree associated with the thigh but nevertheless approaching the normal value. From a physical point of view, we can speculate that one of the effects of the SPLR procedure has been to decrease the spasticity in the hip flexor, knee flexor, hip adductor, and ankle plantar flexor muscle groups. The reduction in spasticity has enabled the patients to move their thighs and knees through a greater range of movement, thus increasing stride length and average speed.

The thigh mid-range point (Fig. 5B) was effectively unchanged ($p = 0.154$), whereas the knee mid-range point shifted from 40 degrees flexion to 56 degrees flexion, with the difference being highly statistically significant ($p < 0.0001$) and the shift being away from the normal value. This trend was exhibited by the patient in Figures 6 and 7, and the possible reasons for the shift to knee flexion were discussed above. We believe that this point should be carefully examined in the future, particularly in a long-term study where patients can be followed for at least 2 or 3 years after surgery.

Hershler and Milner were the first to introduce the quantitative analysis of angle-angle diagrams to yield the parameters area $A$, perimeter $P$, and a dimensionless ratio $\sqrt{A/P}$ (Fig. 5C). They suggested that $A$, being a function of both thigh and knee angles, is expressive of the total conjoint range of angular motion experienced at the hip and knee joints during one complete gait cycle. By conjoint range they meant the mapping of all possible angle-angle points during a gait cycle. We can see from Table 1 that the patients in our study had a substantial increase in $A$, which was highly statistically significant ($p = 0.002$), with their postoperative value being almost identical to normal. They also argued that $P$ was a measure of the coordination between the two joints during gait (assuming that area did not change). Because our patients had a substantial increase in area, it is reasonable that perimeter also increased. Hershler and
Milner\textsuperscript{12} suggested that the dimensionless ratio was a quantifier of the shape of the angle-angle diagram. As seen in Table 1, our patients did not show a change in this parameter ($p = 0.346$), so we can conclude that the shape of the angle-angle diagram did not really change. Intuitively, this seems acceptable, particularly if we compare the left and right sides of Figure 7. The value of the ratio (0.20) is also consistent with the value found by Hershler and Milner for an adult with cerebral palsy who was implanted with a cerebellar stimulator.\textsuperscript{12} His ratio was 0.22. The fact that our normals had a value of 0.19 suggests that the dimensionless ratio is not a very useful measure of locomotor function.

**WHERE DO WE GO NOW?**

While we have not satisfied our original hypothesis in a rigorous manner, we have at least provided some evidence that selective posterior lumbar rhizotomy improves the functional range in walking patterns of spastic CP children. This leads us to speculate upon where the future emphasis should lie. We believe that there are at least three important areas for studying the gait of SPLR patients in the future: (1) there should be long-term prospective studies; (2) the two-dimensional studies described above should be extended to three dimensions; and (3) we should be concerned about cause-effect relationships.

All of the 14 patients in this study were evaluated preoperatively in 1985 and followed up for postoperative assessments during 1986. The average time between assessment was just 9 months. With a procedure such as SPLR, the major concern of all interested parties—patients, families, and clinicians—is whether the apparent benefits of the operation are long term. Some of the original patients operated on by Fasano et al. are now 15 years beyond surgery.\textsuperscript{6} Although gait analysis \textit{per se} was not performed preoperatively, we feel certain that videotaping (which apparently was done) has the potential to highlight the long-term benefits of SPLR.

When one studies the gait of a spastic CP child, one realizes immediately that the movement dysfunction is not confined to the sagittal plane. As pointed out by Ducroquet et al. (see Figure 9) we need to be concerned not only with the sagittal plane but with the frontal and horizontal planes as well.\textsuperscript{4} At present, three-dimensional gait analysis systems tend to be very expensive (at least $40,000) and thus are usually found in large hospitals and university laboratories. However, we hope that some of the newer technologies being driven by the robotics revolution will find their way into the smaller gait laboratories.\textsuperscript{22} These 3-D systems will be readily accessible both in terms of price and ease of use.

Finally, we need to be concentrating on cause-effect relationships in the gait cycle. When a patient walks a complex series of neural, muscular, and skeletal actions take place before we observe a movement pattern that is readily recognized as gait. This sequence of events has been simplified and illustrated in Figure 10. This model can be used to help our understanding of pathology, treatment, and, indeed, the different methods of gait analysis. In the case of cerebral palsy, the primary lesion (or pathology) is in the brain at the level of the central nervous system (Level 1 in Fig. 10). The way in which the lesion manifests itself is via the lower levels (2 through 5). From a treatment point of view, the neurosurgeon using cerebellar stimulation or SPLR is attacking the problem at Level 1 and attempting to approach the cause of spasticity as closely as possible. The orthopedic surgeon, performing a tendon release or osteotomy, is having an effect at Level 3 or 4. This is at least two levels below the primary lesion in the cause-effect chain.
From a gait analysis point of view, the study described above concentrated on a description of the segment movements. These clearly are the end result, or effect, of the sequence of events higher up in the cause-effect chain. We believe that it is imperative for future gait studies of SPLR to move higher up in the movement chain. Specifically, electromyographic (EMG) data should be gathered simultaneously with 3-D segment movements and 3-D ground reaction forces. These data should be integrated, using the inverse dynamics approach, to calculate the 3-D joint forces and torques. We believe that this data will yield significant insight into the neuromuscular control strategies used by a spastic patient before and after SPLR. It is also suggested that further basic research, using animal models, should be performed on SPLR. In this way it would be possible to study the activity in the central and peripheral nervous systems during locomotor activities.

CONCLUSION
While posterior rhizotomy has been used as a surgical approach to reduce spasticity for nearly 75 years, we believe that our study is the first attempt to quantify objectively the effects of this surgery on function. Specifically, we put forward the hypothesis that SPLR leads to a decrease in spasticity and thus to
Sequence of Events
1. Registration in CNS
2. Activation of PNS
3. Muscle contracts, develops force
4. Force and torque at joints
5. Segment movements and ground reaction forces

FIGURE 10. The sequence of events in walking is outlined (left) and illustrated (right) in a cerebral palsy child with right hemiparesis. (Adapted from Sutherland).20

an improvement in locomotor function. Insofar as increased range of movement can be thought of as an improvement in locomotor function, we have provided some evidence that our original hypothesis is true. While SPLR is certainly not a panacea, it seems to be a treatment modality with considerable promise. There are many patients around the world who suffer from the debilitating effects of spasticity and who could potentially benefit from the surgery.

We believe that future studies should be directed toward: long-term follow-up (at least 3 years); true 3-D movement assessment (to extend the 2-D work presented here); and integration of kinematic, dynamic (joint forces and torques), and electromyographic data. With an increasing number of neurosurgeons contemplating the use of SPLR in treating CP patients, it is imperative that long-term rigorous scientific studies be initiated.
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A recent increase in the popularity of selective posterior rhizotomy for reduction of spasticity in cerebral palsy has led to a demand for more objective studies of outcome and long-term follow-up results. The authors present the results of gait analysis on 14 children with spastic cerebral palsy, who underwent selective posterior rhizotomy in 1985. Sagittal plane gait patterns were studied before surgery and at 1 and 3 years after surgery using a digital camera system. The parameters measured included the range of motion at the knee and thigh, stride length, speed of walking, and cadence. The range of motion at the knee was significantly increased at 1 year after surgery and further improved to a nearly normal range at 3 years after surgery. In contrast, postoperative measurements of thigh range exceeded normal values at 1 year, but decreased toward normal range at 3 years. While improvements in range of motion continued between Years 1 and 3, the children developed a more extended thigh and knee position, which indicated a more upright walking posture. Stride length and speed of walking also improved, while cadence remained essentially unchanged. This 3-year follow-up study, the first to examine rhizotomy using an objective approach, has provided some encouraging results regarding early functional outcome.
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SPASTICITY is a major problem in children with cerebral palsy. Cerebral palsy is a motor disorder due to a nonprogressive perinatal insult to the developing brain. Approximately 25,000 children are born with or develop cerebral palsy in the United States each year. One of the neurosurgical options available for reduction of spasticity in cerebral palsy is selective posterior rhizotomy. Posterior rhizotomy for relief of spasticity was first reported in 1908 by the German neurosurgeon Foerster, although he credited Monro with similar work as early as 1904. In 1913, Foerster reported a series of 159 patients in whom he completely divided the posterior roots from L-2 to S-2 bilaterally, but spared the L-4 roots. Although Foerster’s clinical results seemed encouraging, the procedure was almost overlooked by the neurosurgical community during the next half-century. It was not until Gros, et al., revised the surgical technique and divided only a portion of the sensory nerve rootlets comprising each posterior root to reduce sensory loss that the approach became more acceptable. In 1978, Fasano, et al., described the use of electromyography (EMG) during electrical stimulation of the posterior nerve rootlets in spastic patients as the basis for selective rootlet division, and this approach was adopted by others. Peacock, et al., further modified Fasanos’s approach by changing the operative site from the level of the conus to the cauda equina in order to ensure preservation of the lower sacral nerve roots involved in bowel and bladder control.

Within the past 4 years, there has been a major resurgence of interest in the procedure and there are now over 30 centers in North America offering this surgery. With the increase in patient numbers and the apparent endorsement of the procedure by some in the neurosurgical community, objective analysis of the long-term results becomes essential.

Foerster and Fasano and Broggi provided subjective and anecdotal evidence of improvements in function following posterior rhizotomy, the latter with a 15-year follow-up period in 80 patients. Peacock, et al., found reduction in spasticity and improvement in function in 60 patients after selective posterior rhizotomy; follow-up evaluation up to 7 years revealed maintenance of
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functional improvements and no return of spasticity. In order to obtain more specific and objective data, we began routine measurement of walking and crawling patterns of patients before and after selective posterior rhizotomy. The results of approximately 1 year after surgery were reported by Vaughan, et al., for 14 ambulatory patients and revealed a significant increase in thigh range, knee range, and stride length. The cadence was virtually unchanged and, although the speed of walking increased, the difference was not statistically significant. It was concluded that rhizotomy reduced spasticity, thus allowing an increase in functional range of motion during gait which contributed to a longer stride length. These results confirmed our clinical impressions of gait improvement in spastic children following the rhizotomy procedure. However, the follow-up period was not adequate for evaluation of long-term effects. The purpose of the present study is to provide an objective assessment of the gait patterns of patients undergoing selective posterior rhizotomy after a postsurgical period of 3 years, and to compare these results with those obtained after 1 year.

Clinical Material and Methods

Patient Selection

The goal of the examination and selection process was to identify those patients who were mainly handicapped by spasticity and not the other features of cerebral palsy. Thus, clinical examination of muscle tone, reflexes, strength, range of motion, balance, and motor control was performed. Individuals with cerebral palsy who had spasticity but lacked rigidity, dystonia, athetosis, and ataxia were chosen. Because improvement in walking was our goal for this group of patients, it was important to ensure that they had adequate trunk control, balance, and antigravity strength, and did not have severe fixed contractures. Children with truncal hypotonia, weakness, or tendons overlengthened by previous orthopedic surgery were not considered for the procedure. Children of normal intelligence with bilateral lower-extremity spasticity and minimal upper-extremity involvement (spastic diplegia), good trunk control (ability to sit) and sit and stand, and the ability to walk were considered the best candidates for the study.

Twenty-nine spastic children with cerebral palsy underwent selective posterior rhizotomy in 1985. Fourteen were able to walk prior to surgery and thus could be studied using gait analysis preoperatively and again 5 to 14 months following rhizotomy (mean 9 months). At the time of surgery, the age range was 2 to 14 years (mean 8 years). Eleven of the original 14 patients were available for reassessment in 1988 at a mean postsurgical period of 36 months. All patients received preoperative and postoperative physical therapy. For purposes of comparison, gait data were also collected for nine normal children with a mean age of 5 years.

Operative Technique

The procedure was performed under endotracheal general anesthesia without the use of long-acting depolarizing agents. The patient was positioned prone with bolsters under the chest and pelvis to allow the abdominal wall to move freely and to prevent epidural vein distention. Access to the lower extremities for intraoperative EMG and visual monitoring was ensured by careful positioning and draping of the patient. Accurate identification of the lumbosacral posterior roots and rootlets is difficult at the level of the conus, which is accessed using a T12–L1 laminectomy. We therefore exposed the cauda equina through laminectomies from L-2 to L-5 with careful preservation of the posterior facet joints. The posterior roots and their levels were identified by visual anatomical features with accuracy confirmed using electrical stimulation. The S-1 root was usually the largest, and stimulation of its anterior root produced flexion of the knee and ankle plantar flexion. The S-2 root was significantly smaller, and ankle plantar flexion and toe flexion occurred on stimulation of its anterior root. The plane separating the posterior and anterior roots was clearly visualized. The posterior root was broader, flatter, and lighter in color than the anterior root. The electrical threshold for a motor response was much lower for the anterior root than the posterior root. By counting upward from the confirmed S-1 root, the L-2 root could be easily identified at its dural exit point. The posterior root of L-2 was separated from the anterior root, and the two to four rootlets comprising the posterior root were stimulated in turn by means of two insulated microneurosurgical hook electrodes. The threshold for a motor response was identified using a 0.1-msec square wave stimulus. A tetanic stimulus was then applied to the rootlet at 50 Hz (nonsinusoidal) for 1 second. The responses were monitored using EMG needle or surface electrodes.

For the patients in this study, two muscle groups were sampled simultaneously. For identification of the L2–4 rootlets electrical activity from the quadriceps and adductor muscles was sampled, and for the L5–S2 rootlets the gastrocnemius and tibialis anterior muscles were monitored. Rootlets were sectioned if they were associated with a low threshold for motor response, a sustained response beyond the 1-second stimulus interval, or spread to inappropriate muscle groups. The recording technique has been refined since these patients were treated, resulting in better selectivity and a decrease in the average number of rootlets divided. We now monitor EMG patterns from 10 muscles simultaneously using the chart recorder of an electroencephalograph. Responses are recorded from the hip ad-

* Microneurosurgical hook electrodes manufactured by Aesculap Surgical Instruments, Burlingame, California.
† Electroencephalograph manufactured by Nihon Kohden Inc., Irvine, California.
FIG. 1. Various electromyographic responses recorded during intraoperative electrical stimulation of the posterior rootlets using a 10-channel recording system. A: Decremental responses which are considered to be normal. B: An abnormally sustained response in the left quadriceps. C: Multiphasic clonic patterns seen in reaction to a steady stimulus. The rootlets associated with these responses are divided. D: Abnormal spread to ipsilateral hamstrings and contralateral tibialis anterior and hamstring muscles following stimulation of a left L-2 rootlet with an incremental pattern in the left hamstrings.
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FIG. 2. The gait cycle may be divided into specific events. For a normal subject, shown here, the stance phase (from foot contact to foot off) constitutes 60% of the cycle, while the swing phase represents 40%. All events are referenced to the right side.

ductor, quadriceps, tibialis anterior, hamstring, and gastrocnemius muscles bilaterally throughout the testing procedure. Rootlets associated with decremental or squared-type responses are spared. Those associated with incremental, clonic, or multiphasic patterns are divided as well as those associated with sustained contractions or with spread to inappropriate muscle groups (Fig. 1). The decision regarding division of nerve rootlets is also based on the preoperative clinical assessment, the number of rootlets previously divided, and the relative degree of abnormality. For severely spastic children, where many rootlets are associated with an abnormal response, care is required to avoid excessive deafferentation. After bilateral stimulation involving 50 to 60 rootlets, approximately 25% to 50% of rootlets are sectioned.

Gait Analysis Procedures

The kinematic analysis system consisted of three components: lightweight retro-reflective markers, a digital camera, and a personal microcomputer. The system was portable, enabling evaluation of patients in distant geographic areas. The markers were placed at the hip (greater trochanter of the femur), knee (lateral femoral epicondyle), and ankle (lateral malleolus) of each child. Two-dimensional sagittal plane displacement data were collected during gait for both the left and right lower limbs. Within minutes of completing the walking trial, the x and y coordinates of each joint (as a function of time) were displayed on the computer monitor and a variety of parameters were derived. These included cadence (the number of steps taken per minute), stride length (the distance in meters from foot contact to the subsequent ipsilateral foot contact), and average speed, which was calculated as follows: average speed (m/sec) = cadence (strides/sec) \times stride length (m), where there are two steps per stride. The gait cycle, with relevant temporal events, is illustrated in Fig. 2. The knee and thigh angles were also derived from the displacement data. The angle at the knee joint was defined as the angle between the thigh and calf (Fig. 3 upper). The carpometacarpal joint angle was defined as the angle between the thigh and the vertical axis (Fig. 3 lower). Other parameters derived from these angles were: the knee range (maximum knee extension to maximum knee flexion), the knee mid-range point (the point halfway between these extremes), the thigh range (maxi-
The primary result of selective posterior rhizotomy is the reduction of spasticity. This is reflected by im-

The thigh range was slightly less than normal preoperatively and exceeded normal at both the 1- and 3-year follow-up examinations, although there was a slight decrease toward normal at the 3-year study. The range of knee movement was considerably limited prior to surgery, significantly improved after 1 year, and increased to nearly normal by 3 years after surgery. The mid-range point in knee movement was significantly increased after 1 year, indicating an excessively flexed knee position, but returned to a more normal value after 3 years (Fig. 5 lower left). The mean mid-range point for the thigh did not differ significantly from the preoperative value over the study period, although it tended to be increased at the 1-year point (Fig. 5 lower right).

Discussion

Complications

Postoperatively, none of the patients developed wound complications or problems with bowel and bladder sphincter control. In no patient could any sensory deficit be detected in the dermatomes innervated by the lumbarosacral plexus; increased sensitivity to light touch was noted in all patients after surgery but resolved spontaneously within 5 to 10 days. Although the follow-up period is relatively short, there has been no clinical or radiological evidence of spinal instability or deformity as a result of the multiple-level lumbar laminectomies, probably because of careful preservation of the posterior facet joints.

Spasticity and Range of Motion

The ranges of movement at the knee and thigh (Fig. 5 upper) were substantially increased after rhizotomy.

Results

For ease of understanding, the cadence, stride length, and average speed will be expressed in order as follows: pre-surgery/1 year postsurgery/3 years postsurgery/normal. Data for nine normal children have been included for the purpose of comparison. The mean results for nine normal children have been included for the purpose of comparison. The ranges of movement at the knee and thigh (Fig. 5 upper) and thigh (right) in rhizotomy patients (before surgery and 1 and 3 years after surgery) compared with data on normal children. Lower: The mid-range point data for the knee (left) and thigh (right) in rhizotomy patients (before surgery and 1 and 3 years after surgery) compared with data on normal children.

The thigh range was slightly less than normal preoperatively and exceeded normal at both the 1- and 3-year follow-up examinations, although there was a slight decrease toward normal at the 3-year study. The range of knee movement was considerably limited prior to surgery, significantly improved after 1 year, and increased to nearly normal by 3 years after surgery. The mid-range point in knee movement was significantly increased after 1 year, indicating an excessively flexed knee position, but returned to a more normal value after 3 years (Fig. 5 lower left). The mean mid-range point for the thigh did not differ significantly from the preoperative value over the study period, although it tended to be increased at the 1-year point (Fig. 5 lower right).

Discussion

Complications

Postoperatively, none of the patients developed wound complications or problems with bowel and bladder sphincter control. In no patient could any sensory deficit be detected in the dermatomes innervated by the lumbarosacral plexus; increased sensitivity to light touch was noted in all patients after surgery but resolved spontaneously within 5 to 10 days. Although the follow-up period is relatively short, there has been no clinical or radiological evidence of spinal instability or deformity as a result of the multiple-level lumbar laminectomies, probably because of careful preservation of the posterior facet joints.

Spasticity and Range of Motion

The primary result of selective posterior rhizotomy is the reduction of spasticity. This is reflected by im-
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MAXIMUM KNEE EXTENSION  KNEE MID-RANGE POINT  MAXIMUM KNEE FLEXION

MAXIMUM THIGH EXTENSION  THIGH MID-RANGE POINT  MAXIMUM THIGH FLEXION

FIG. 6. Definition of the knee joint angle (upper) and thigh angle (lower) for a spastic child showing the extremes of range of movement and the mid-range point.

Improvement in the range of motion at the knee and thigh during gait which was maintained throughout the study period. The thigh range was initially close to normal and exceeded normal values following surgery. The knee range was quite limited preoperatively and then approached the normal range by the 3rd postoperative year. This is believed to be due to reduction in spasticity, in muscles acting across two joints such as the hamstrings and rectus femoris muscles and possibly to reduction in co-contraction of muscle groups across the hip and knee joints. This improvement in thigh and knee range has allowed patients to increase their stride length and speed of walking.

Significance of Mid-Range Points

Whereas the range of motion data are probably a measure of reduction in spasticity, the mid-range points provide insight into the degree of strength and control a patient exhibits during gait. The minimum, maximum, and mid-range points of the thigh and knee for normal gait occur at specific points during the normal gait cycle (Figs. 2 and 3). These angles differ in the spastic child due to muscular co-contraction, restrictions in range of movement, and other features of cerebral palsy such as synergistic movement patterns, weakness, and lack of motor control (Fig. 6). The increased value of the knee mid-range point after the first postoperative year was indicative of a more flexed standing posture in comparison with preoperative and normal studies. A flexed knee posture is often caused by weakness or lack of control of the calf musculature. The improvement in knee posture indicated by a lower knee mid-range value at 3 years suggests development of better strength and control.

Stride Length, Cadence, and Speed

Improvements in range of motion appeared to be a major factor producing increased stride length found at both the 1- and 3-year follow-up periods. Although limb growth with maturation may contribute to changes in stride length, the dramatic changes with simultaneous increases in range of motion noted in our patients make it unlikely that this was a function of growth alone. Cadence remained relatively stable over the 3 years, but had a decreasing trend in accordance with the findings of Sutherland, who identified a decrease in cadence with normal maturation. The increased stride length without a significant change in cadence allowed patients to improve their average speed of walking. Speed is difficult to control, however, and can be influenced by mood or motivation. The standard deviation for speed among the normal children tested was as much as 0.20 m/sec. An increase in average speed for the patients is an important reflection of functional improvement, although the changes in range of motion are probably more direct representations of the benefits of the procedure.

Conclusions

Although posterior rhizotomy has been used as a surgical approach to reduce spasticity for over eight decades, this study is the first to examine functional outcome of an objective basis. This 3-year follow-up study, using a simple sagittal-plane gait analysis system, has provided interesting data regarding early postoperative outcome and development of changes over time.

The patients undergoing selective posterior rhizotomy in this series had significant increases in knee and thigh ranges of motion with thigh range exceeding normal values and knee range approaching the norm. The mid-range points, indicative of control, initially reflected a more flexed standing posture which later improved. This suggests that patients can increase their strength and muscular control following selective posterior rhizotomy, and that physical therapy may make an important contribution to their functional improvement. Future prospective studies should concentrate on three-dimensional motion analysis of gait, measurement of energy cost, and the integration of motion, force, and EMG data. In time, long-term studies will provide clinicians with important evidence of the functional benefits that rhizotomy can offer the spastic patient.
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Abstract—Optimization theory and other mathematical algorithms have traditionally been used to model the relationship between muscle activity and lower-limb dynamics during human gait. We introduce here an alternative approach, based on artificial neural networks with the back-propagation algorithm, to map two different transformations: (1) EMG → joint angles; and (2) EMG → joint moments. Normal data for 16 muscles and three joint moments and angles (hip, knee, and ankle) were adapted from the literature [Winter (1987), The Biomechanics and Motor Control of Human Gait]. Both networks were successfully trained to map the input vector onto the output vector. The models were tested by feeding in an input vector where all 16 muscles were slightly different (20%) from the training data, and the predicted output vectors suggested that the models were valid. The trained networks were then used to perform two separate simulations: 30% reduction in soleus activity; and removal of rectus femoris. Net 2, in which electromyography was mapped onto joint moments, provided the most reasonable results, suggesting that neural networks can provide a successful platform for both biomechanical modeling and simulation. We believe that this paper has demonstrated the potential of artificial neural networks, and that further efforts should be directed towards the development of larger training sets based on normal and pathological data.

INTRODUCTION

There is a cause-and-effect sequence of events that takes place for human walking to occur, and these events may be summarized as follows: (1) registration and activation of the gait command in the central nervous system; (2) transmission of the gait signals to the peripheral nervous system; (3) contraction of muscles that develop tension, with concomitant generation of electromyographic (EMG) signals; (4) generation of forces at, and moments across, synovial joints; (5) regulation of the joint forces and moments by the rigid skeletal segments based on their anthropometry; (6) movement of the segments in a manner that is recognized as functional gait; and (7) generation of ground reaction forces (Vaughan et al., 1992).

The relationship between steps (3) and (4) has been the focus of considerable research in biomechanics (Vaughan and Sussman, 1992). The basic problem, facing both the human walker and biomechanics researchers, is one of distribution (also referred to sometimes as redundancy): How are the large number of muscle forces distributed among relatively few joint moments? There have been essentially three strategies that researchers have followed in attempting to elucidate this question: studying the relationship between EMG and muscle force; estimating individual muscle forces by means of mathematical optimization theory; and trying to correlate EMG and joint moments. We will briefly review the research on these three strategies.

Inman et al. (1952) first observed changes in myoelectric signal amplitudes according to variations in the applied muscle load. Since then much work has been done to determine the degree to which EMG signal amplitudes and muscle loads are related (Bigland and Lippold, 1954; Bouisset, 1973; Komi, 1973; Milner-Brown and Stein, 1975; Hatze, 1978, Hof and van den Berg, 1977). However, the influence of muscle length, rate and type of muscle contraction, electrode design and placement (and other factors) have conspired to ensure that no definitive relationship has yet been found.

An acceptable mechanical description of individual muscle forces in human gait results in an indeterminate system of equations, which has led to the use of mathematical optimization theory (Seireg and Arvikar, 1973; Crowninshield and Brand, 1981; Davy and Audu, 1987; Pandy and Berme, 1988 a, b; Vaughan et al., 1982; Yamaguchi, 1990). One problem is that the cost function to be minimized cannot be known a priori and may vary from person to person depending upon the demands of the task (Brand and Crowninshield, 1981). We believe that certain optimization algorithms have been chosen more for their mathematical convenience (Seireg and Arvikar, 1973) than physiological relevance (Crowninshield and Brand, 1981). Validation of models is important but not trivial (Panjabi, 1979) and some workers have compared their predicted muscle forces with known...
EMG data (Crowninshield and Brand, 1981; Yamaguchi, 1990). While this approach did yield some evidence of success for the temporal validation, it provided no basis for suggesting that the magnitudes of the muscle forces were valid. Independent in vivo corroboration is not possible, given today's technology.

Pedotti (1977) made a qualitative investigation of EMG and joint moment correlations for the lower limbs during level walking. Although his study, which included seven muscles, was inconclusive, it did illustrate the complexity of the problem. Olney and Winter (1985) correlated EMG to ankle and knee moments by using calibrated regression constants from cycled isometric contractions of six leg muscles. Their model yielded large discrepancies (more than 100% differences at times) for the knee moments when compared to expected values. Hof et al. (1987) have recently presented a model where modified Hill's equations were used to predict ankle moments from EMG of the calf muscles during walking, but they too had large differences between measurement and prediction.

Despite the lack of progress to date, we believe that the third strategy has the greatest potential. We hypothesize that an artificial neural network algorithm will provide the successful means for correlating EMG and joint dynamics (Fig. 1). We will provide evidence that ours is a valid model, and we will demonstrate the model's utility by using it to stimulate the effects of altering the input muscle patterns.

**ARTIFICIAL NEURAL NETWORKS**

Neural computing has resulted from attempts to create a mathematical model of the information processing capabilities of the brain. In order to understand any particular algorithm created to date, it is necessary first to become familiar with the general properties of a neural system.

The fundamental unit of the nervous system is the neuron (Fig. 2). Typical neurons found in the central nervous system have: a nucleus, or soma, with simple processing abilities; dendrites (backward extensions) that contain connection sites, or synapses, for incoming units; and a forward extension called an axon, through which information is carried to other neurons by means of an action potential (Guyton, 1986). The output from each neuron is determined primarily by the actual nuclear processing, called the transfer or activation function, and the net summation of incoming excitatory and inhibitory stimuli. The excitatory level of a connection site is also called the synaptic weight and is believed to be the variable whose adaptability ultimately determines the behavior of a given group of neurons. A sigmoid activation function, descriptive of real biological processing, provides neuronal output (cf. Fig. 2).

An artificial neural network, as the name implies, is a group of many neurons interconnected and distributed in layers, where circles are used to represent the somas and dendrites, and solid lines represent the axons (Fig. 3). The operation of any such network is divided into two different phases (Rumelhart and McClelland, 1986). First, in response to a given input stimulus, a process of changes in the synaptic weights takes place. This phenomenon is called 'learning'. The second function of a neural net is to 'recall', or to process an input stimulus and generate an output signal accordingly. What distinguishes one network model from another are their respective learning and recall mechanisms, the activation functions, the number of layers and neurons, and the distribution of connections.

The field of artificial neural networks is almost five decades old (McCulloch and Pitts, 1943; Hebb, 1949), and although there was some activity in the 1960s (Rosenblatt, 1961; Widrow and Smith, 1963; Minsky and Papert, 1969), it has only become widely accepted as an area of serious research endeavor with the relatively recent efforts of Hopfield (1982), Rumelhart...
PROPOSED NEURAL NETWORK MODEL

The basic structure of the network introduced in this study consists of an array of several neurons and interconnections between all elements from consecutive rows (Fig. 3). The back-propagation technique is composed of two stages: a feedforward step, where neuron outputs are specified; and a feedback stage, where the connection weights and bias terms are updated. The two steps are repeated for several patterns (sets of input and output values) until the difference between the network output and the expected values is below a specified tolerance value. This cyclic presentation of patterns is called the learning phase (and is illustrated in the left-hand flow chart of Fig. 4).

In the EMG to angle mapping [cf. Fig. 1(a)], the input signals are the EMG values for 16 muscles (Table 1). Outputs from each middle layer neuron are given by the following activation function:

\[
O_{pj} = \frac{1}{1 + \exp \left( -\sum_{i=1}^{16} \text{EMG}_{pi} w_{ji} \sigma_j \right)}
\]

\(j = 1, 2, \ldots, 32,\) (1)

where \(O\) is the middle layer output, EMG refers to the muscle activity input, \(w\) is a synaptic weight (or connection strength), and \(\sigma\) is a bias term. The subscript \(i\) refers to the input neuron, while \(j\) is the middle layer neuron, and \(p\) is one of the 20 patterns. Notice that EMG is the output from the first layer of neurons and serves as the input to the middle layer. The synaptic weights and bias terms are given by the...
Table 1. Listing of muscles included in the neural network model (Winter, 1987)

1. Gluteus medius
2. Gluteus maximus
3. Semitendinosus
4. Biceps femoris
5. Erector spinae
6. Sartorius
7. Rectus femoris
8. Vastus lateralis
9. Adductor longus
10. Adductor magnus
11. Tibialis anterior
12. Extensor digitorum longus
13. Medial gastrocnemius
14. Lateral gastrocnemius
15. Soleus
16. Peroneus longus

following equations:

\[ w_{ji}(n+1) = w_{ji}(n) + \mu \delta_{pj} \text{EMG}_{pi} \] (2)
\[ \sigma_{j}(n+1) = \sigma_{j}(n) + \mu \delta_{pj} \]

where \( n \) is the iteration number, and \( \mu \) is the learning rate. For \( n = 1 \), the initial values of the synaptic weights and bias terms are given random values. The error signal \( \delta_{pj} \) is given by

\[ \delta_{pj} = O_{pj}(1 - O_{pj}) \sum_{k=1}^{3} \delta_{pk} w_{kj} \]

(4)

where \( k \) denotes an output neuron and \( \delta_{pk} \) is defined below. The response of an output neuron is the predicted joint angle and is given by

\[ \text{ANGLE}_{pk} = \frac{1}{1 + \exp \left( - \sum_{j=1}^{32} w_{kj} O_{pj} - \sigma_{k} \right)} \]

(5)

The synaptic weights and bias terms are determined by

\[ w_{kj}(n+1) = w_{kj}(n) + \mu \delta_{pk} O_{pj} \]
\[ \sigma_{k}(n+1) = \sigma_{k}(n) + \mu \delta_{pk} \]

(6)

(7)

while the error signals are given by

\[ \delta_{pk} = (t_{pk} - \text{ANGLE}_{pk})(\text{ANGLE}_{pk} - \text{ANGLE}_{pk}^2) \]

(8)

where \( t_{pk} \) is the training (expected) output angle for pattern \( p \) and output neuron \( k \). The EMG to joint moment transformation makes use of a similar net [see Fig. 1 (b)], in which the EMG values from 16 muscles were used to predict the joint moments [defined in Fig. 5 (a)].

TRAINING, VALIDATION, AND SIMULATION

All training data (EMG, moments and angles) were obtained from Winter (1987). Twenty evenly spaced time intervals were selected from the gait cycle of normal subjects walking at natural cadence for the training of the networks. Each pattern \( p \), therefore, represented a 5% increment in the gait cycle. All EMG values, moments and angles were normalized between 0.1 and 0.9 according to appropriate absolute maxima and minima throughout the cycle. Normalization of the data was required because the activation function used here only yields values between zero and one. A different range for neuronal outputs could have been used by adjusting the activation function, but the present range facilitates comparison between data sets from different gait patterns. Furthermore, convergence of the process is much faster if the data are near the maximum derivative region, that is near 0.5, since smaller changes in synaptic weights lead to higher changes in the output [cf. equation (1)]. In fact, the existence of data too close to zero or one could require an almost infinite number of iterations for transformation convergence. The tolerance used was 0.025, the learning rate was set equal to 0.95, and the middle
layer in both nets had 32 elements. These values were chosen on the basis of previous work by our own group (Wells and Vaughan, 1989). Although a larger number of hidden neurons and smaller tolerance would probably have improved network performance, this could only have been accomplished at the expense of computer time and available memory.

As outlined above, we developed two separate artificial neural network models: EMG → joint angles; and EMG → joint moments (illustrated in Fig. 1). The back-propagation algorithm (Rumelhart et al., 1986), described in equations (1)–(8) and illustrated in the left-hand side of Fig. 4, was used to train these two networks. Since the successful training of an artificial neural network does not necessarily constitute validation of the model, we addressed this issue next. The training data (both EMGs as well as joint moments and angles) were adapted from Winter (1987). These were mean data, based on more than 10 normal subjects, and the EMG patterns had large standard deviations (at least 50% of the mean value for some muscles). In contrast, the joint angle and joint moment data tended to be much less variable. To explore the issue of validity, we used the trained artificial neural network and fed in a set of EMG patterns that were all slightly different from the training set. Three separate perturbations were applied to all 16 EMG patterns of both networks: (1) addition of random noise (up to +/− 20% of original signal); (2) a constant increase of 20% and (3) a constant decrease of −20%. It was then possible to compare the output (joint angles and moments) of these perturbations with the data sets used to train both networks.

Finally, we performed two separate simulation experiments: a 30% reduction in soleus activity; and 100% reduction (i.e. complete elimination) of rectus femoris. As has been pointed out previously (Vaughan, 1984), it is important to draw a distinction between the training procedure used to develop a model (left-hand side of Fig. 4) and the simulation process (right-hand side of Fig. 4). Note that when one muscle input was changed (e.g. 30% reduction in soleus), all other muscle inputs remained the same as the training values.

RESULTS

All synaptic weights were randomized at the beginning of the learning process and after 1000 iterations the joint angles predicted by Net 1 approached the expected values [Fig. 6(a)]. At the conclusion of training there was no discernible difference between predicted and expected values [Fig. 6(b)]. Nets 1 and 2 took 54,000 and 98,000 iterations, respectively, to reach an error below the predetermined 0.025 threshold. (Although not presented here, the results for Net 2 were as successful as those illustrated for Net 1 and Fig. 6.) The training of the two networks took an average of 24 h of continuous running on an IBM PC/AT with a numeric co-processor. It must be emphasized that this was the time required for the networks to be trained. This period is unrelated to the time the networks take for making the predictions themselves. In fact, use of the networks for simulating any abnormality takes no more than a fraction of a second since all this requires is a single forward pass through the network. Our results provide ample evidence that the neural network algorithm can be used very successfully to map an input vector of 16 muscles onto an output vector of three joint angles.

Once Nets 1 and 2 had been successfully trained, we subjected each to perturbations on all 16 input muscle signals (Table 2). Despite the +/− 20% alteration in
Table 2. Mean absolute differences (with standard deviations in parentheses) between the actual output data and the output predicted by the model for perturbations on all 16 input muscle signals. These means and standard deviations are calculated over the 20 time increments (or patterns) of the gait cycle. Note that the moment data have been presented for a person with a mass of 70 kg, while the total range values, taken from the original source of our data files (Winter, 1987), have been included for comparison.

<table>
<thead>
<tr>
<th>Perturbations</th>
<th>Joint angles (degrees)</th>
<th>Joint moments (Nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hip</td>
<td>Knee</td>
</tr>
<tr>
<td>Random noise (+ / - 20%)</td>
<td>1.5</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>(1.3)</td>
<td>(2.4)</td>
</tr>
<tr>
<td>Constant increase (+ 20%)</td>
<td>1.9</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>(0.9)</td>
<td>(1.8)</td>
</tr>
<tr>
<td>Constant decrease (- 20%)</td>
<td>2.6</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>(1.3)</td>
<td>(2.1)</td>
</tr>
<tr>
<td>Total range</td>
<td>33</td>
<td>64</td>
</tr>
</tbody>
</table>

all the input patterns, the outputs on average varied no more than +/- 4.3° for the knee joint angle and +/- 7.7 Nm for the ankle joint moment. Expressed as a proportion of the total range for the particular joint (64° for the knee and 118 Nm for the ankle moment), these differences are both less than 7%. It is well known that while EMG data tend to be quite variable, joint moments and particularly joint angles are far more consistent from subject to subject (Winter, 1987). Our data suggest that both Nets 1 and 2 are quite robust, in that slightly different input patterns (ones that the networks had never seen before) still led to very similar joint angle and moment outputs (cf. Table 2). While certainly not conclusive, we believe that the perturbation experiments reported in Table 2 provide some evidence that the models are also valid. The dilemma of validation was addressed by Panjabi (1979) who argued that because a mathematical model can only be validated in a given number of known situations, but its purpose is to predict behavior in unknown situations, no perfect validation is possible.

The network simulations for the 30% reduction in soleus activity during the entire gait cycle yielded different results for Nets 1 and 2 (Fig. 7). The response of Net 1 to the perturbation was a slight increase in ankle extension (i.e. plantarflexion) before toe-off, at the same time that excessive knee flexion occurred [Fig. 7(a)]. This prediction seems unreasonable since a weaker soleus would probably have resulted in less plantarflexion, given that this calf muscle's main function is to plantarflex (extend) the ankle. The output from Net 2 was a clear decrease in plantarflexor (extensor) ankle moment during most of the stance...
phase and particularly before toe-off [Fig. 7(b)]. This agrees with what we might expect since the soleus reaches maximum activity during the latter part of stance phase, between 40 and 60% of the gait cycle. Simultaneously, an increase in hip extensor moment was predicted, which could be interpreted as an attempt by the artificial neural network to compensate for the abnormal soleus behavior. No obvious changes were predicted for the knee moments.

The simulated elimination of the rectus femoris, a bi-articulate muscle that acts both as a hip flexor and knee extensor, also yielded different results for Nets 1 and 2 (Fig. 8). For Net 1, there was decreased knee flexion shortly after heel-strike and during the swing phase, which would seem to be inappropriate [Fig. 8 (a)]. However, a loss of rectus femoris might also lead to instability, thus flattening out the flexion/extension wave that normally occurs during early stance. It should be noted that the action of the vastus lateralis, also a knee extensor, was left intact (cf. Table 1). The predicted increase in ankle flexion (dorsiflexion) during early stance and decreased plantarflexion during early swing, times when rectus femoris is most active, may be a manifestation of the compensation by Net 1. For Net 2, elimination of rectus femoris led to an increase in hip extensor and a decrease in knee extensor moments shortly after heel-strike [Fig. 8 (b)]. Since rectus femoris is both a hip flexor and knee extensor, this result corresponds to what we might expect from the elimination of its activity.

**DISCUSSION**

In the Introduction we hypothesized that artificial neural networks would provide a successful method to explain one of the cause-and-effect steps in human gait: the correlation between muscle actuation levels (EMG) and the moments across synovial joints. The success of the neural networks in solving the distribution problem can be judged from the fact that they were able to converge (Fig. 6), that slight perturbations to all EMG inputs led to similar output predictions (Table 2), and that dramatic changes to single muscle inputs led, in the case of Net 2, to reasonable simulated predictions (Figs 7 and 8).

Despite the above interpretation of our results, it is important to note that there are several assumptions and limitations involved in the use of the present technique for mapping EMG data onto angle and moment space. We have assumed that a particular combination of muscle activities and external loads will yield only one possible set of resultant joint moments. Mapping in the opposite direction is not possible: a particular moment or joint angle pattern could be generated by an infinite combination of muscle activity patterns (Winter, 1987). One limitation of our procedure was that the models were trained on a single set of normal data: the mean patterns published by Winter (1987). The neural networks, therefore, had no knowledge of normal inter-subject variability (although they tended to be quite robust as seen in Table 2), nor were they exposed to pathological gait data. A second limitation was that in normalizing the EMG patterns, we divided each muscle's level by the same denominator, which was based on the individual muscle with the largest signal (in $\mu$V). Since the EMG data for the 16 muscles were based on surface electrodes, where cross-talk is always a problem, the normalization procedure could potentially have biased a particular muscle's contribution to the overall gait pattern. Third, we did not model the
physical arrangement of muscles, force–velocity relationships, or sensory feedback information, although we have previously used the neural network approach for this purpose to study reaching movements with a two segment, five degree-of-freedom, model of the upper extremity (Wells and Vaughan, 1989). Finally, our neural network model did not include temporal relationships (i.e. parameters at time \( t + 1 \) are a function of what happened at time \( t \) ) although the learning algorithm did present the training patterns in sequential order. As can be seen in equations (1)–(8), time does not appear explicitly.

One of the reasons to build mathematical models is to use them to predict behavior (Vaughan, 1984). As reviewed in the Introduction, there have been other workers who have modeled the relationship between EMG and joint moments (Olney and Winter, 1985; Hof et al., 1987). The major shortcoming of these two models was that the authors did not set them up to explore the prediction of behavior. There was no attempts made to utilize the models to simulate the effects of changing the EMG input patterns. In contrast, we have emphasized this feature in the model presented here (cf. Fig. 4). The speculative nature of computer simulation is both its appeal and weakness, but rigorous validation still tends to be an extremely difficult task (Panjabi, 1979). Relatively few workers in the field of human gait biomechanics have attempted simulations of pathological conditions (Yamaguchi, 1990). None, to our knowledge, have either validated or made a strong case in favor of accepting their simulations.

While a normal subject would be unlikely to experience the loss of a single isolated muscle, the same cannot be said for neurologically impaired patients. The procedures of Achilles tendon lengthening and rectus femoris release are common orthopaedic approaches used to treat cerebral palsy children (Bleck, 1987). There have been both applied and theoretical studies which provide indirect evidence that the joint moment predictions of our model are reasonable. Gage (1991) studied (pre- and post-operatively) the effects of an elongation of the triceps surae in a child with spastic hemiplegic cerebral palsy. This led to a dramatic reduction in the plantarflexor moment during early stance phase. Lengthening a muscle tendon is done to weaken the muscle and, while this not exactly the same as our perturbation (30% reduction in soleus), the results are comparable. We should point out, however, that this child’s EMG and joint moment patterns were quite different from normal prior to surgery. Delp et al. (1990) have developed a static simulation package which models the contributions of individual muscles to joint moments. Their model accounts for the length–tension relationships in muscle–tendon actuators, and can be used to predict the effect of weakening (i.e. lengthening) a muscle on the overall joint moment. Delp and Zajac (1992) have used the model to simulate the effects of different surgeries and their results coincide with ours: weakening soleus by increasing its length 1 cm leads to a 30% decrease in plantarflexor moment [cf. Fig. 7(b)]; and weakening rectus femoris by increasing its length 2 cm leads to a 48% decrease in knee extensor moment and a 50% decrease in hip flexor moment [cf. Fig. 8(b)]. Their results do appear to support the verisimilitude of our prediction.

There are a number of research avenues that have potential in future applications of our artificial neural networks. We could, for example, gather data on a group of spastic cerebral palsy children prior to surgery. The network could be trained on their data and then predictions made based on the type of surgery performed. The actual data gathered after surgery could be compared with the data predicted by the simulation model. In this way it would be possible to gain further insight regarding the validity of the neural network approach. Another approach would be to study a cohort of normal subjects performing slightly different locomotor tasks (e.g. ascending and descending stairs, backward walking) and train the model on these data. The emergent properties of the artificial neural network could, thus, be explored (Rumelhart and McClelland, 1986). Of the two neural networks explored in this paper (cf. Figs 1, 7 and 8), Net 2—which maps EMG joint moments—would probably have the greatest potential for further development. The joint moments simulated by Net 2 could then be used as the input to the forward dynamics problem to solve for limb trajectories (Vaughan et al., 1982).

Based on the data presented in Figs 6–8 and Table 2, and the above discussion, we believe that the following conclusions can be drawn:

1. The neural network algorithm can be used successfully to map an input vector of 16 muscles onto an output vector of three joint angles or moments.
2. Based on an input vector where all 16 muscles are slightly different, the model predicts an output vector which appears to be valid.
3. Net 2—which maps EMG→joint moments—provides the most plausible results when changes to the muscle input data are simulated.
4. Further work should be done with the model so that it is trained on a larger data set of both normal and pathological subjects.
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Summary: The present study represents an attempt to ascertain whether there are some underlying trends that, in some combination, can explain all the variations in the linear envelopes of 16 EMG signals of selected leg muscles. Two kinds of analyses were performed: (a) a factor analysis of EMG data corresponding to 16 muscles of the lower limb and (b) a "multi-dimensional scaling" (MDS) procedure. The latter technique involved mapping the Cartesian coordinates for 16 points subject to the constraint that the distance between any two points reflected the degree of coactivity for the corresponding muscles. The results of these analyses showed that four factors could account for 91.5% of the variance in the original data set. These factors could be clearly demarcated on the "muscle map," tending to support the notion that there are motor "programs" for groups of muscles that have to perform a given function during locomotion. Further analysis of the loading matrix (i.e., correlations between each EMG vector and each of the four factors) showed groups of muscles that acted in a similar manner. The muscle groups could be divided into those that act at the times of (a) heelstrike, (b) single limb loading response, (c) propulsion phase, or else (d) acted in a biphasic manner. Key Words: Muscle coordination—Biomechanics—Locomotion—Electromyography—Statistics.

One of the goals of biomechanical research is to uncover some of the control processes that are involved in regulating muscle activity during gait. In this regard, one of the questions frequently of interest to gait analysts concerns the phasic action of muscles. Although we ideally would like to measure the efferent neural signals directly, this is currently not possible. For this reason, researchers (14) have often relied on EMG signals to infer what "programming" is taking place in the central nervous system (CNS).

Measurement of the coactivation of muscles can help in quantifying the manner in which movement is controlled. In the present study the focus was on normal control of a well-learned movement (locomotion). Cocontraction can be regarded as a specific case of coactivity that refers to an agonist/antagonist pair being simultaneously active. In this situation one may suspect a need to stiffen a joint [e.g., during alternating knee flexion and extension (13), or at the ankle during walking (4)]. A different situation is found when muscles spanning different joints (e.g., hamstrings and tibialis anterior) are co-active. In this case one might anticipate a need to achieve a particular kind of movement (such as during the swing phase). In the present study no distinction was made between muscles crossing different joints and agonist/antagonist pairs. The focus was rather to examine overall muscle synergy by
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examining *phasic* similarities in a number of muscles of the lower limb during gait.

In the simplest case, if there was a need to know whether a pair of muscles were activated at similar instances in the gait cycle, one could plot the linear envelopes of their EMG activity on the same set of axes [similar in concept to angle-angle diagrams (8)]. The graphs depicted in Fig. 1 correspond to (a) muscles that act in unison and (b) muscles that act at different phases of the gait cycle. In the latter case, when one muscle is highly active, the other is almost quiescent. Although graphs such as these allow the degree of coactivity to be easily visualized, the number of pairings becomes excessive when dealing with more muscles. Winter (18) lists the EMG activity for 16 muscles of the locomotor system. In this case, 120 graphs would be needed to describe the relationships between all possible pairs of muscles.

“Multi-dimensional scaling” (MDS) is a novel way of depicting the relationships between many variables (7). This approach allows one to plot the location of points on a set of axes such that the distance between the points gives some indication of how “close” those variables are to each other.

The process of finding the best two-dimensional representation of 16 points requires “seeking” an optimal solution given some arbitrary starting configuration. This iterative process has been used (7) to obtain maps showing the relationships between, inter alia, characters in plays and participants in a game of field hockey. (In the former case, two characters would be mapped close to each other if they spoke to each other frequently, whereas in the latter case, “closeness” was dependent on the number of times the players passed the ball to each other.) It is important to note that the scales and/or orientation of the axes are not important—if the X and Y axes are both expanded by a similar amount, the *spatial relationship* of the points on the map is not altered.

Factor analysis is a statistical procedure that permits the basic dimensions (vectors) of a matrix to be determined. In brief, the method entails (a) the determination of principal components (3,5,19) for a matrix (18) that, in this study, consisted of 51 rows and 16 columns of EMG data for various muscles of interest, and (b) a “factor rotation” (see Appendix) using the “varimax” criterion (9). The biomechanical relevance of this factor analysis is that it permitted muscles with similar EMG linear envelopes to be grouped together in a relatively objective manner. There were two “subjective” aspects of the analysis. First, a decision had to be made as to how much of the variance in the data set had to be accounted for. This can be likened to a Fourier analysis where one uses only a few sine and cosine terms to describe the main features of cyclical data. To perfectly describe all the fluctuations in the data set may require many Fourier coefficients, and investigators usually determine how much of the variance they want to account for. In the case of a factor analysis, if the main features (dimensions) of a data set can be described by a few components (hence the term “principal components”), then there will be a few eigenvectors that are associated with large eigenvalues. Smaller amounts of variance (e.g., superimposed noise) will result in other eigenvectors being associated with small eigenvalues. In this study, eigenvectors that had corresponding eigenvalues less than unity were considered to describe noise (10). The second “subjective” aspect of the study was that names were given to the factors that were found. This is commonly done in the area of factor analysis, and it requires some insight into what each factor could be describing. In this study, factors were mainly named according to temporal events during the gait cycle. Other investiga-
map, given the distances between individual cities and all other cities. However, KYST is not limited to plotting points that are separated by measured distances, nor is it restricted to two dimensions. In this study, coactivity determined how close points were, and for simplicity, two dimensions were used to plot "muscle maps." Details regarding the theory of KYST, together with explanations of the KYST output are provided in (15). In brief, the KYST algorithm attempts to define a configuration of points in such a way that the distances between pairs of points matches the relationship between the variables that those points represent. If there was perfect agreement, the so-called "stress" value (12) would be zero. (In geographical terms, this would correspond to a cartographer drawing a map that perfectly reflects the exact distances between all cities.) In the present context stress refers to the inability to map all the XY locations subject to the constraint that the distances between them correlate perfectly with the values for the coactivity indices. For this reason "stress" can be thought of as a "badness-of-fit" measure (11).

Since it is difficult to be absolutely certain the KYST solution represents the best "map" (i.e., in seeking a configuration with the lowest stress value, it is possible to find a solution that has a local, rather than a global, minimum), a series of starting configurations were chosen in a random way. The expectation was that, with at least one of these configurations, the iterative nature of the KYST algorithm would result in an optimal solution being found. Furthermore, if the same solution was found irrespective of the starting configuration, there would be added reason to regard the solution as an "optimal" one. In this study, ten different starting configurations were used—one was selected by the KYST algorithm itself (a "best guess" initial configuration), and nine randomly selected configurations were chosen. Although it could be argued that more (e.g., 100 or 200) initial conditions should be tested, one can never prove that the final result represents an optimal solution. However, if (a) the stress value is low, (b) all ten solutions give the same answer, and (c) the solution already yields an interpretable answer, then one can be confident that the KYST algorithm has found a reasonable map depicting the relationship between the variables.

Once a "muscle map" had been generated, the task that remained was to interpret it in a biomechanically meaningful way. In this respect, it was of interest to know if the location of 16 points could be divided into two or more regions, with each region corresponding to a different feature or "dimension" of the original data set. In this study a factor analysis (as described in the Appendix) was used to determine various muscle groupings.

RESULTS

The results of the factor analysis showed that only four eigenvalues (see Appendix) were greater than unity. The question regarding the inclusion or exclusion of the fifth eigenvector was debatable—although its associated eigenvalue was only 0.812, it did account for an extra 5% of the variance in the EMG data. (By including the fifth component, the total amount of variance that could be accounted for would have been 96.5%). However, since (a) four components accounted for most of the variance (91.5%), and (b) Kaiser (10) recommends using only eigenvalues greater than unity, the fifth factor was excluded from further consideration. The basic shape of the four factor scores are presented in Fig. 3.

Figure 4 illustrates the results of the MDS for (a) the case where the CI values were calculated using the data as provided by (18), and (b) where the CI values were determined after the linear envelopes had been normalized using Eqs. 1-4. Although both (a) and (b) depict the relationships between all sixteen muscles, the latter method has the advantage that the phasic nature of EMG signals is enhanced through the use of the normalization procedure. Superimposed on the XY-locations of the 16 points are four regions, each one corresponding to a different factor. What is readily apparent is that even though the locations of the points appear quite different in Fig. 4a compared with Fig. 4b, the spatial arrangement still permits four distinct regions to be isolated.

DISCUSSION

Methodology

Before discussing the relevance of the present findings to the control of locomotion, it is worthwhile reviewing some issues related to (a) similarities between principal component analysis (PCA), factor analysis, and MDS, (b) the merits of a "varimax" rotation, and (c) the definition of "coactivity index."
tors may choose to name the factors according to the anatomical location of the muscles grouped within each factor, or some other criterion.

METHODS

In this study intersubject ensemble averages of data for 16 muscles of the lower limb were used. This data set was published by Winter (18). Two methods were used to determine a "coactivity index" (CI) for all pairs of muscles. The first method (Fig. 2) entailed integrating the area common to superimposed linear envelopes (16). Large CI values reflected muscles that were simultaneously active, with each having high levels of EMG activity. However, it was found that this definition of coactivity had a drawback in the case of some muscles (e.g., gluteus medius) which had low levels of EMG activity throughout the gait cycle. When these muscles were paired with others that had either moderate or high levels of EMG activity, the calculated value for CI was often the same. (In these cases the CI was equal to the area under the linear envelope corresponding to the muscle with low EMG levels.)

For this reason a second method for determining the CI was employed by first normalizing the EMG data. This was done according to the steps outlined in Eqs. 1–4.

The initial step in the normalization procedure involved obtaining the minimum value ($E_{min}$) for each set of EMG data:

$$E_{min} = \text{MIN}(E_{orig}(1), E_{orig}(51))$$

where $E_{orig}(i)$ corresponds to the first value of the EMG signal (linear envelop) and $E_{orig}(51)$ corresponds to the last value. The reason for there being 51 datum points is that Winter (18) listed the EMG values every 2% of the gait cycle, starting at 0%, or heelstrike, and ending at 100%. (Each EMG linear envelope can be thought of as an "EMG vector" with 51 dimensions, in much the same way that the position of an object in space can be described in three dimensions.)

Once the minimum value of the linear envelope for a particular muscle had been determined, a new set of 51 EMG values was obtained. The $i$th entry in this new data set was given by

$$E_{new}(i) = E_{orig}(i) - E_{min}$$

The next step in the normalization process entailed finding the maximum value of all 51 values of $E_{new}$:

$$E_{max} = \text{MAX}(E_{new}(1), E_{new}(51))$$

Finally, the normalized data set was determined as follows:

$$E_{norm}(i) = 100 \times \frac{(E_{new}(i))}{E_{max}}$$

where, as before, "$i$" ranged from 1 to 51.

Once the data sets for all sixteen muscles had been normalized, a new value for the CI for all pairs of muscles was calculated according to the process outlined in Fig. 2. This analysis resulted in 120 coactivity indices being generated; these CI values were then used to constrain the location of 16 points on a map.

The means by which the "best" solution was found for the XY-location of the 16 points was through the "KYST" algorithm (12,15). "KYST" is an abbreviation for the researchers who contributed to the algorithm, namely Kruskal, Young, Shepard, and Torgerson. It is one of a family of methods that can be used to plot the relationships between many variables—the most common example being the process of constructing a geographical

---

**FIG. 2.** The coactivity index, or CI, was determined by integrating the overlap between the linear envelopes for pairs of muscles. The muscles in (A) demonstrate a high degree of coactivity, while in the case of (B), the small overlap results in a low CI value.
FIG. 4. Results of the multidimensional scaling (MDS) procedure. A: Map obtained when CI values were obtained without normalizing the linear envelopes of each of the 16 muscles. B: Map obtained when the normalization method was invoked. Note that in each case the muscles referred to in Fig. 1A are in the same region, whereas those in Fig. 1B are in different regions. LH, lateral hamstrings; RF, rectus femoris; ES, erector spinae; PL, peroneus longus; MH, medial hamstrings; VL, vastus lateralis; Sa, sartorius; LG, lateral gastrocnemius; TA, tibialis anterior; GMa, gluteus maximus; AL, adductor longus; MG, medial gastrocnemius; EDL, extensor digitorum longus; GMe, gluteus medius; AM, adductor magnus; So, soleus.

could not interpret individual factors in the way that Fig. 3 allows. The question as to whether a varimax rotation is the most appropriate, is one that statisticians have discussed previously (1). The varimax rotation (9) attempts to find the basic structure in a set of data by rotating the principal component axes (which, by definition, are orthogonal). This is done in such a way that the new positions of the axes (now called factors) are aligned with trends in the data. According to Cattell (1), orthogonality and simple structure are contradictions, and for this reason he advocates using rotation procedures that allow the axes to become oblique with respect to each other. In this way there can be better agreement between the oblique factors and trends in the data. However, as others (14) have pointed out, basic features (factors) that are orthogonal are thus also independent of each other. In the present context, it was felt this represented a significant advantage in interpreting the results, since any factors that were obtained would represent entirely different trends in the EMG data.

Coactivity Index

In conducting the MDS procedure, some measure of the relationship between the activity of pairs of muscles was needed. Rather than develop a coactivity index (CI) as illustrated in Fig. 2, it might be argued that a better method of determining whether two muscles act in a similar manner is simply to examine their correlation. If the correlation coefficient for muscles A & B was 0.9 but for muscles A & C, and B & C, it was close to zero, one could legitimately expect A and B to be "close" to each other and far from C. The problem with using the correlation matrix, however, is that individual entries are often negative. The question then is whether muscles with a high negative correlation coefficient are closely related or not. Moreover, in geographical terms, it does not make intuitive sense to map two regions which have a negative distance between them. For this reason it was felt that the definitions of CI described in the "Methods" section were more appropriate.

Underlying Trends in EMG Signals

During Locomotion

The question that has to be answered at this stage is, "What do the four factors uncovered by the factor analysis represent?" To tackle this question one needs to look at the matrix of factor loadings (designated by the letter "A" in the Appendix). Inspection of Table I offers some insight into how the EMG signals can be grouped. [Due to the fact that three of the factors correspond to different phases of the gait cycle (heelstrike, loading response, and propulsion phases), and the fourth corresponds to muscles that act biphasically, it is felt that each factor can be given an appropriate name. These names are also shown on the "map" depicted in Fig. 4.] Both lateral and medial hamstrings as well as tibialis anterior and extensor digitorum longus load highly on the first factor. This factor can thus be
Different Methods of Reducing the Dimensionality of Data Sets

Many techniques of pattern recognition have been listed in the literature (3). Some confusion has been caused by (a) the fact that some of these techniques are identical and yet have different names and (b) the same name has been used to describe different procedures. An example of the first of these sources of confusion is that the so-called "Karhunen-Loeve expansion" is very similar to PCA (3). The only difference is that the Karhunen-Loeve expansion requires eigenvectors to be found for a covariance matrix (5,20), whereas a PCA uses the correlation matrix (17). Although the theory for these methods is identical, the former was developed as a means of representing continuous electrical signals in terms of more basic functions, whereas the latter was developed by psychologists who sought to reduce the redundancy in data sets describing the characteristics of people (e.g., height, age, etc.) (17).

An example of the same name being used to describe different procedures is where factor analysis is sometimes equated with PCA (17). The example given in the Appendix shows how PCA can be extended into a factor analysis. It should be pointed out that one of the main advantages of factor analysis, is that not only are the number of basic features in the data recognized, but these can be interpreted in some meaningful way. Duda and Hart (3) describe PCA as a method of accounting for the variance in a data set, whereas factor analysis accounts for the correlations among the features. (In the context of the present study, the PCA indicated that four components are necessary to account for the variance in the data, whereas the factor analysis indicated that specific groups of muscles could be identified.)

Philosophical similarities between factor analysis and MDS also exist. The former is based on angles between vectors (see Appendix), whereas the latter is based on distances between points (15). Both methods generally use Euclidean space, but it is usually easier to interpret distances between points than it is to gauge angles between vectors.

Varimax Rotation

In terms of extending a PCA into a factor analysis (e.g., by performing a varimax rotation), some comments need to be made. By performing a regular PCA, Wootten et al. (19) found that between three and five features could adequately represent the activity of 10 muscles of the lower limb. However, since these authors did not extend their principal components analysis by rotating the factors, they...
pertinent to note that both the factor analysis and multidimensional scaling procedures suggest there could be four independent features (related to heel-strike, propulsion, loading response, and biphasic events) that underlie the 16 original EMG linear envelopes. DeLuca (2) has indicated that linear envelopes may reflect the neural input to individual muscles. If this is indeed the case, then the results of this study suggest that the control of natural locomotion may entail the selection of basic programs that, in some combination, results in the muscles being activated in a particular sequence. Further research needs to be done to ascertain what effects fatigue and/or pathology have on these basic programs, and whether specific pathologies result in groupings of muscles that are different to those shown in Fig. 4.

CONCLUSIONS

Both the factor analysis and the multidimensional scaling procedures that were conducted in this study showed that four distinct basic features could be identified in the EMG data presented by Winter (18). These factors accounted for 91.5% of the variance in the original data set and were grouped into four distinct regions on a "muscle map." These results tend to support the notion that there are motor "programs" for groups of muscles that have to perform a given function during locomotion. The groups of muscles can be divided into those that act at the times of (a) heelstrike, (b) loading response, (c) propulsion phase, or else (d) in a biphasic manner.

APPENDIX

The method of factor analysis can be explained through the use of a simple example. Table A1 lists some hypothetical data—notice that column C is simply the sum of the first two. One can therefore guess that in seeking some underlying (i.e., more basic) trends, it will likely be found that there are only two "factors." Another point to note is that it seems as though there is absolutely no correlation between columns A and B.

Starting off with a $4 \times 3$ matrix (4 rows represent different instants in time and 3 columns represent different variables), we need to remove some variation and "standardize" the matrix. This is done by subtracting from each entry in each column, the average for that column, and then dividing by the standard deviation for that column. The new matrix that is obtained is what is known as "a standardized Z-matrix," as shown in Table A2.

The next step involves finding the correlation between each column and every other column. Since we have three columns, we can expect there to be six possible pairings. This is reflected in the correlation matrix (Fig. A1) which has values of unity along the diagonal and correlation values elsewhere. (Note that the matrix is symmetric, which is what one would expect—the relationship between variables A and B is the same as between B and A). If the columns of Table A2 are thought of as vectors, then the values in the correlation matrix reflect the cosine of the angle between any two vectors (Fig. A1).

In order to proceed further, one needs to find the eigenvalues and their associated eigenvectors of this correlation matrix. In simple terms, an eigenvector is an indicator of the "stretch" in vector space. The first eigenvector shows the direction of

![FIG. A1. Graphic depiction of the correlation matrix corresponding to the data shown in Table A1. Note that the cosine of the angles between variables matches the entries in the correlation table.](image-url)
PHASIC BEHAVIOR OF EMG SIGNALS

TABLE 1. Matrix of factor loadings showing which muscles are associated with each of the factors*

<table>
<thead>
<tr>
<th>Muscle</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gluteus medius</td>
<td>0.17</td>
<td>0.03</td>
<td>0.98</td>
<td>0.02</td>
</tr>
<tr>
<td>Gluteus maximus</td>
<td>0.57</td>
<td>-0.11</td>
<td>0.71</td>
<td>0.37</td>
</tr>
<tr>
<td>Medial hamstrings</td>
<td>0.85</td>
<td>-0.26</td>
<td>0.19</td>
<td>-0.07</td>
</tr>
<tr>
<td>Lateral hamstrings</td>
<td>0.89</td>
<td>-0.10</td>
<td>0.35</td>
<td>0.13</td>
</tr>
<tr>
<td>Erector spinae</td>
<td>0.29</td>
<td>0.19</td>
<td>0.35</td>
<td>0.76</td>
</tr>
<tr>
<td>Sartorius</td>
<td>0.09</td>
<td>-0.29</td>
<td>0.19</td>
<td>0.85</td>
</tr>
<tr>
<td>Rectus femoris</td>
<td>0.23</td>
<td>0.07</td>
<td>0.87</td>
<td>0.40</td>
</tr>
<tr>
<td>Vastus lateralis</td>
<td>0.31</td>
<td>-0.01</td>
<td>0.89</td>
<td>0.29</td>
</tr>
<tr>
<td>Adductor longus</td>
<td>0.15</td>
<td>-0.14</td>
<td>0.18</td>
<td>0.93</td>
</tr>
<tr>
<td>Adductor magnus</td>
<td>0.27</td>
<td>-0.76</td>
<td>0.23</td>
<td>0.05</td>
</tr>
<tr>
<td>Tibialis anterior</td>
<td>0.86</td>
<td>-0.24</td>
<td>0.17</td>
<td>0.36</td>
</tr>
<tr>
<td>Extensor dig. longus</td>
<td>0.83</td>
<td>-0.15</td>
<td>0.28</td>
<td>0.38</td>
</tr>
<tr>
<td>Med. gastrocnemius</td>
<td>-0.26</td>
<td>0.81</td>
<td>0.10</td>
<td>-0.35</td>
</tr>
<tr>
<td>Lat. gastrocnemius</td>
<td>-0.11</td>
<td>0.98</td>
<td>-0.01</td>
<td>-0.03</td>
</tr>
<tr>
<td>Soleus</td>
<td>-0.40</td>
<td>0.88</td>
<td>0.02</td>
<td>-0.20</td>
</tr>
<tr>
<td>Peroneus longus</td>
<td>0.38</td>
<td>0.77</td>
<td>0.30</td>
<td>0.24</td>
</tr>
</tbody>
</table>

* With this insight some appropriate titles (e.g., heelstrike factor) can be formulated.

From the map of muscle relationships, some interesting observations can be made. In Fig. 4a it can be seen that muscles with low EMG levels (gluteus maximus, sartorius, rectus femoris, and gluteus medius) are located toward the periphery. Conversely, muscles that are highly active such as gastrocnemius or tibialis anterior are much closer to the center. In Fig. 4a and b it is interesting to note the various "groupings" of muscles. As the name triceps surae suggests, there are three calf muscles grouped together. However, it is less obvious that tibialis anterior and extensor digitorum longus should be associated with vastus lateralis—although when one considers what happens at heelstrike, this grouping makes sense—just when the anterior calf muscles are acting to prevent the foot from "slapping" on the ground, vastus lateralis is controlling the amount of knee flexion that occurs. Another similarity is present after toe-off: While tibialis anterior and extensor digitorum longus are dorsiflexing the foot to allow it to clear the ground, vastus lateralis helps to arrest the shank that is swinging backwards at this time. The position of peroneus longus in Fig. 4a and b is such that it bridges the activities of the pre- and posttibial muscles. This is not unexpected if one bears in mind what Winter (18) has to say regarding its activity: "The first burst appears to stabilize the ankle against foot inversion (possibly as a co-contraction to the tibialis anterior), and the remainder of the activity through to and including push-off is as a planter flexor" (p. 54).

Because Fig. 4 was generated by determining CI values for EMG signals measured with surface electrodes, one may suspect that cross-talk between the various muscles can account for the groupings that were found. This is certainly a distinct possibility in the case of muscles that are in close proximity (e.g., soleus and gastrocnemius or lateral and medial heads of the hamstrings). However, one cannot ascribe the close position of hamstrings and extensor digitorum longus or vastus lateralis and gluteus maximus to this artifact. A related point is that certain muscles that are in close anatomical proximity (e.g., sartorius and gluteus medius, which had electrodes placed 3 cm below the midpoint of the iliac crest and 8 cm distal to the anterior superior iliac spine (ASIS), respectively (18)) are not always in the same region of the map. Thus although cross-talk undoubtedly influences the degree of coactivity between certain muscles, it does not account for the locations of the muscles shown in Fig. 4a and b.

In terms of the control of the nervous system it is
most stretch, and the second is orthogonal to the first and indicates the second most dominant direction of "stretch." There are as many eigenvectors as there are dimensions in the correlation matrix—three in this case—and they are all orthogonal. In this simple example, it can be expected that the first eigenvector will be oriented in a SW-NE direction, and the second, in a SE-NW direction. Since the stretch "into the page" is zero, there is no need for a third eigenvector. This is borne out by the third eigenvalue being zero (Fig. A2).

It should be noted that the importance of determining the eigenvalues of a matrix lies in the fact that they give an indication of how many vectors are redundant. Here, it is possible to see that only two dimensions are needed to fully describe all three columns. In practice, it is not likely that there will be many eigenvalues that are exactly zero.

Having ascertained that there are two dimensions in our example, it is necessary to find out more about the underlying factors that make up these dimensions. To do this, the eigenvectors (which are the principal components of the data) must be rotated until they more clearly identify clusters of vectors. (It is desired that the factor "loadings," or cosines of the angles between the vectors and either of the rotated eigenvectors be as close to unity as possible.) Intuitively, one can see that if the eigenvectors are rotated $45^\circ$, they will line up very neatly on the two vectors shown in Fig. A2. This rotation was performed using the "varimax" criterion (9). The results shown in Table A3 are as expected—the vectors aligned along the X and Y axes each give loadings of unity on one of the factors.

Finally, having ascertained what the underlying factors are, it is of interest to know what the basic graphs are that account for the trends in the original data. This step is not that clear cut, since the so-called "factor scores" cannot be uniquely computed (6). However, there are a variety of ways of estimating these factor scores. One such method is to calculate the quantity

$$F = ZA(A'A)^{-1}$$

where $F$ is a matrix giving the basic graphs, $Z$ is the standardized Z-matrix and $A$ is the matrix of factor loadings (given in Table A3). In this simple case it can be found that $F$ is the matrix given in Table A4. In other words, the underlying trends in the set of three columns given originally, are simply scaled versions of columns $A'$ and $B'$. The reason for this rather uninteresting result, is that the original data set was constructed with two graphs that had no correlation whatsoever, and a third that was highly dependant on the first two. It is very unlikely that this would ever be the case with actual data collected in a gait laboratory.
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Abstract. Human gait is characterized by smooth, regular and repeating movements but the control system is complex: there are many more actuators (i.e. muscles) than degrees of freedom in the system. Statistical pattern-recognition techniques have been applied to examine muscle activity signals, but these have all concentrated exclusively on unilateral gait. We report here the application of factor analysis to the electromyographic patterns of 16 muscles (eight bilateral pairs) in ten normal subjects. Consistent with our prior work, we have established two factors, named loading response and propulsion, which correspond with important phases in the gait cycle. In addition, we have also discovered a third factor, which we have named the coordinating factor, that maintains the phase shift between the left and right sides. These findings suggest that the central nervous system solves the problem of high dimensionality by generating a few fundamental signals which control the major muscle groups in both legs.

1 Introduction

Bipedal gait is controlled by smooth, regular and cyclic movements (Vaughan et al. 1992). Despite a detailed knowledge of the individual muscle activation patterns in human locomotion, not much is known about the way in which the central nervous system controls so many muscles (Loeb 1989). It is clear that the control system must be complex, since there are many more actuators (i.e. muscles) than degrees of freedom in the system (Sepulveda et al. 1993). To examine the relationships among different muscles, researchers have turned to a variety of statistical pattern-recognition techniques (Shiavi and Griffin 1981; Patla 1985; Wootten et al. 1990). While these approaches have yielded some physiologic insights regarding functional relationships among muscle groups (Davis and Vaughan 1993), they have all focused exclusively on unilateral electromyographic (EMG) patterns. However, a significant control problem for the nervous system is the coordination between the left and right sides of the body.

Human gait is a cyclic phenomenon, where the events in the gait cycle are expressed as a percentage and apply to both sides of the body (Vaughan et al. 1992). By convention, 0 is the initiation of the cycle and occurs when the right heel strikes the ground (Fig. 1). The cycle repeats itself at 100% with the subsequent right heel strike. In normal subjects there is a left/right symmetry in which the events for the left side are shifted 50% compared with the right side. There are two periods of double limb support (0–10% and 50–60%) and two periods of single limb support (10–50% for the right and 60–100% for the left). Two other important phases are loading response (0–20% on the right and 50–70% on the left) and propulsion (30–50% on the right and 80–100% on the left).

In our previous work on unilateral EMG we have shown that there are two factors which explain muscle activation patterns during the loading response and propulsion phases (Davis and Vaughan 1993). The purpose of the current paper, therefore, is to explore the hypothesis that multiple bilateral EMG patterns can similarly be reduced to a few fundamental factors.

2 Methods

Raw EMG data were gathered for the major muscles of the lower extremities from ten normal adult subjects (five male, five female, aged 21–40 years) using surface electrodes. Sixteen primary muscle groups in the lower extremities (eight bilateral pairs) were chosen for analysis. Illustrated in Fig. 2 for the right side only, these muscles were: erector spinae (ES), an extensor of the trunk; gluteus medius (GMe), an abductor of the hip joint; gluteus maximus (GMa), an extensor of the hip joint; rectus femoris (RF), a hip flexor and knee extensor; adductor magnus (AM), a hip adductor; hamstrings (Ha), which extend the hip and flex the knee; tibialis anterior...
Human gait is a cyclic phenomenon in which the left and right sides are 50% out of phase. The cycle starts at 0 with right heel strike and finishes at 100% with the subsequent right heel strike. Other important events are foot flat, mid-stance, heel off, toe off and mid-swing (Vaughan et al. 1992).

Fig. 2. Eight major muscle groups, shown here for the right leg, were selected for surface electromyographic (EMG) analysis.

(TA), an ankle dorsiflexor; and gastrocnemius (Ga), an ankle plantar flexor and knee flexor.

Skin overlying the muscles was carefully prepared: hair was first shaved off, the outer layer of epidermal cells was abraded, and the oil and dirt were removed with an alcohol pad. Bipolar silver/silver chloride surface electrodes were placed over the 16 muscles with 1 cm between each pair of electrodes. Electrode placement was symmetric for the left and right sides of the body. Each electrode pair was attached to a light-weight preamplifier with a gain of 8000 and the amplified signal was fed into a small (0.44 kg) transmitter carried by the subject. The multiplexed signal was then telemetered, via radio waves, to a host computer. The EMG data were high-pass filtered (cut-off frequency 30 Hz) to remove motion artifact and each channel was sampled at 1000 Hz for a duration of 4 s, thus yielding the raw signals (Fig. 3). In addition, a footswitch was taped to the sole of each subject's right shoe to record the gait cycle events. Each subject was instructed to walk briskly along a level path for three separate trials.

The 16 raw EMG signals were full-wave rectified, smoothed using a low-pass second-order Butterworth filter with a cut-off frequency of 3 Hz, and then normalized for both magnitude and time (Yang and Winter 1984). This was accomplished by scaling the EMG signal to a number between 0 and 1, based on the maximum value of the signal seen during the cycle (Davis and Vaughan 1993). Temporal normalization was based on the footswitch data and was accomplished by expressing the EMG values as a function of the gait cycle: from 0 to 100% in 2% increments (Vaughan et al. 1992). It should be pointed out that in all data shown in this paper the percent cycle is with respect to the right side. All subjects completed three trials and since each trial of 4 s consisted of two or three complete gait cycles, up to nine cycles of data were gathered. These data sets were ensemble averaged for each of the individual subject's 16 muscles. Finally, an ensemble average was generated for each of the 16 muscles from the averages found for each subject. To assess the repeatability of the 16 EMG patterns, both within and between subjects, a variance ratio (VR) statistic was computed (Hershler and Milner 1978). The data were then reduced to the appropriate format—a matrix of 51 rows of percent cycle increments by 16 columns of muscle patterns—for the application of statistical pattern-recognition techniques (Rummel 1970; Gorsuch 1974).

The factor analysis was based on three steps. The first step consisted of finding the correlations for all possible EMG variable pairs. This resulted in a $16 \times 16$ correlation matrix. Each correlation value measured the linear dependence of one variable on another. The second step
involved finding the eigenvalues and eigenvectors of the
correlation matrix. Eigenvectors of a correlation matrix
are mutually orthogonal (Rummel 1970). This means
that each eigenvector represented a unique dimension in
the 16 EMG activity space. The amount of variance
explained by an eigenvector for a correlation matrix was
found by dividing its associated eigenvalue by the num­
ber of variables analyzed (Rummel 1970). Eigenvectors
which represented only a trivial amount of variance were
then excluded from further analysis. The third step con­
sisted of orthogonally rotating the eigenvectors such that
the variance explained by each eigenvector was maxi­
mized for EMG variables having similar patterns of
activity and minimized for patterns having dissimilar
patterns. Orthogonal rotation aided an interpretation of
the factor structure by grouping variables with similar
patterns of activity, while keeping the factors (or rotated
eigenvectors) mutually orthogonal (Basilevsky 1994).
This procedure yielded the factor loading matrix. Factor
scores were then computed from the original EMG data
and the factor loading matrix. The factor scores for a
particular factor can be interpreted as a composite
variable which resembles the original variables which
load most highly on its factor (Rummel 1970). Factor
scores are also mutually orthogonal.

3 Results

The ensemble averages (Fig. 4) demonstrated good left/
right symmetry, low variability and excellent agreement
with the previous literature on bilateral EMG (Arsenault
et al. 1986; Ounpuu and Winter 1989). The variance
ratios (VRs) indicated that the data were repeatable, both
within and between subjects (Table 1). Consistent with
the literature, tibialis anterior and gastrocnemius were
the least variable, while gluteus maximus and adductor
magnus tended to be most variable (Kadaba et al. 1989).
When the $51 \times 16$ matrix of EMG signals, illustrated in
the ensemble average data of Fig. 4, were subjected to
factor analysis, the associated eigenvalues demonstrated
that only five eigenvectors were required (Table 2). Note
that the 'eigenvalue greater than one' criterion was ap­
plied (Rummel 1970). In fact, these five eigenvectors ac­
counted for 98.1% of the variance in the original EMG
data set of 16 muscles. When the five eigenvectors were
rotated to produce five factors, and the factor scores were
 correlated with the original 16 EMG signals, the loading
matrix yielded the results summarized in Table 3.

Gluteus medius and rectus femoris on the left side,
plus erector spinae on the right side, load most heavily on
factor 1. This means that a plot of factor scores for factor
1 (Fig. 5, top) will yield a curve that is very similar to the
EMG signals for these muscles (Fig. 4). Factor 2 is sym­
metric to factor 1: the same three muscles, but on the
contralateral side, load on factor 2. Gastrocnemius on
the left side, plus hamstrings on the right side, load most
heavily on factor 3. As before, a plot of the factor scores
(Fig. 5, middle) yields a curve that is very similar to the
EMG signals for these muscles (Fig. 4). Factor 4 is sym­
metric to factor 3: the same two muscles, but on the
contralateral side, load on factor 4. Tibialis anterior on
the right side loads positively on factor 5 while the left
tibialis anterior loads negatively (Table 2). Also loading
positively on factor 5 is the right gluteus maximus. The
left gluteus maximus has a relatively high negative load­
ing on factor 5 but its highest loading is on factor 1.
Interestingly, the right gluteus maximus also has a rela­
tively high positive loading on factor 2. A plot of factor
5 (Fig. 5, bottom) yields a curve that is similar to the

![Fig. 4. Grand ensemble EMG signals for ten subjects, normalized in
magnitude and time, as a function of the gait cycle. The continuous line
represents the mean, while the dashed lines indicate plus and minus
1 standard deviation. Note in particular that there is good symmetry
between the left and right sides when the 50% phase shift is taken into
account; that on the basis of the standard deviations muscle patterns
are very repeatable; and that each signal has one or more distinct peaks.
RHS, right heel strike; LHS, left heel strike]
Table 1. Variance ratios (VRs) for the 16 EMG patterns calculated for the gait cycle

<table>
<thead>
<tr>
<th>Muscle</th>
<th>Subject number</th>
<th>Grand ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Left side</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ES</td>
<td>0.09</td>
<td>0.13</td>
</tr>
<tr>
<td>GMe</td>
<td>0.04</td>
<td>0.15</td>
</tr>
<tr>
<td>GMa</td>
<td>0.18</td>
<td>0.29</td>
</tr>
<tr>
<td>RF</td>
<td>0.44</td>
<td>0.21</td>
</tr>
<tr>
<td>AM</td>
<td>0.39</td>
<td>0.31</td>
</tr>
<tr>
<td>TA</td>
<td>0.04</td>
<td>0.13</td>
</tr>
<tr>
<td>Ga</td>
<td>0.22</td>
<td>0.05</td>
</tr>
<tr>
<td>Right side</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ES</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>GMe</td>
<td>0.07</td>
<td>0.09</td>
</tr>
<tr>
<td>GMa</td>
<td>0.01</td>
<td>0.30</td>
</tr>
<tr>
<td>RF</td>
<td>0.18</td>
<td>0.15</td>
</tr>
<tr>
<td>AM</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>Ha</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>TA</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>Ga</td>
<td>0.06</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Note that the VRs for a specific subject are based on six separate cycles while the ensemble VRs are based on the mean values for ten subjects. They are not simply the average of the VRs for the subjects. The VR statistic is a measure of repeatability: the closer the value is to zero, the greater the similarity between the curves, while a VR of 1 (or larger) signifies curves that differ greatly (Hershler and Milner 1978).

ES, erector spinae; GMe, gluteus medius; GMa, gluteus maximus; RF, rectus femoris; AM, adductor magnus; Ha, hamstrings; TA, tibialis anterior; Ga, gastrocnemius

Table 2. The eigenvalue results for 16 muscles in forward walking demonstrate that five factors accounted for 98.1% of the variance in the data

<table>
<thead>
<tr>
<th>Value</th>
<th>Magnitude</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.4</td>
<td>40.2</td>
</tr>
<tr>
<td>2</td>
<td>4.4</td>
<td>27.4</td>
</tr>
<tr>
<td>3</td>
<td>2.4</td>
<td>15.0</td>
</tr>
<tr>
<td>4</td>
<td>1.5</td>
<td>9.4</td>
</tr>
<tr>
<td>5</td>
<td>1.0</td>
<td>6.2</td>
</tr>
<tr>
<td>Total</td>
<td>15.7</td>
<td>98.1</td>
</tr>
</tbody>
</table>

To determine how many eigenvectors (or factors) should be retained, the 'eigenvalue greater than one' criterion was applied (Rummel 1970). This reduces the complexity of the analysis because factors which explain little variability are discarded, while the remaining factors which represent the dominant features in the original data are retained. The proportion of variance explained by each eigenvalue can be found by dividing the magnitude of the eigenvector by the number of variables analyzed, in this case 16 EMG patterns. These data indicate that the original set of EMG data can be reconstructed by a linear combination of just five factors with a mean square error of only 1.9%.

EMG signals for the right tibialis anterior and gluteus maximus (Fig. 4).

4 Discussion

The plots of the first two factor scores (Fig. 5, top) show maxima at 55% (factor 1) and 5% (factor 2) of the gait cycle. These two phases correspond to loading response on the left and right sides respectively (Fig. 1). The muscles involved serve the role of stabilizing the locomotor apparatus just following heel strike. We thus refer to factors 1 and 2 as the loading response factors for the left and right sides respectively (Davis and Vaughan 1993).

The plots of the second two factor scores (Fig. 5, middle) show maxima at 90% (factor 3) and 40% (factor 4) of the gait cycle. These two phases correspond to propulsion of the left and right sides respectively (Fig. 1).

Since the gastrocnemius serves the role of propelling the body forward just prior to toe off we refer to factors 3 and 4 as the propulsion factors for the left and right sides respectively (Davis and Vaughan 1993). Also loading heavily on these factors, but in a negative direction, are the adductor magnus muscles (Table 2). We interpret a high negative loading to signify that a muscle pattern is inhibited (rather than facilitated) at that particular phase in the cycle. This suggests that the fundamental factor which controls propulsion simultaneously facilitates ipsilateral gastrocnemius and contralateral hamstrings, while inhibiting ipsilateral adductor magnus.

Factor 5 contains three maxima, and three corresponding minima which occur 50% later in the cycle than the maxima (Fig. 5, bottom). This observation, and the finding that tibialis anterior and gluteus maximus load highly on this factor in opposite directions for the left and right sides, suggest that the purpose of this fundamental factor is to maintain symmetry between the two sides. We
An orthogonal varimax rotation was used: the eigenvectors were rotated so that not only did they remain independent of one another but the correlation of the original variables with the factor scores was maximized (Basilevsky 1994). The loading matrix for the five factors shows how individual muscles load highly on specific factors. The percent variation explained by a particular factor for a muscle variable may be found by squaring the factor loading and multiplying by 100. Note that in each row the highest factor loading has been emboldened to indicate which factor is most representative of the original muscle pattern and to illustrate the symmetry in the factor loading.

Muscle abbreviations as in Table 1

Table 3. A factor loading matrix, showing the correlation between the factor scores and the original EMG variable

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
<th>Factor 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ES</td>
<td>0.391</td>
<td>0.844</td>
<td>0.235</td>
<td>0.228</td>
<td>0.023</td>
</tr>
<tr>
<td>GMe</td>
<td>0.941</td>
<td>-0.104</td>
<td>-0.279</td>
<td>0.105</td>
<td>0.012</td>
</tr>
<tr>
<td>GMa</td>
<td>0.861</td>
<td>0.086</td>
<td>-0.233</td>
<td>0.119</td>
<td>-0.422</td>
</tr>
<tr>
<td>RF</td>
<td>0.946</td>
<td>0.162</td>
<td>-0.247</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>AM</td>
<td>0.123</td>
<td>-0.103</td>
<td>-0.923</td>
<td>-0.111</td>
<td>-0.277</td>
</tr>
<tr>
<td>Ha</td>
<td>0.147</td>
<td>-0.283</td>
<td>-0.272</td>
<td>0.800</td>
<td>-0.152</td>
</tr>
<tr>
<td>TA</td>
<td>0.514</td>
<td>0.091</td>
<td>-0.395</td>
<td>0.221</td>
<td>-0.715</td>
</tr>
<tr>
<td>Ga</td>
<td>-0.145</td>
<td>-0.025</td>
<td>0.946</td>
<td>-0.189</td>
<td>0.188</td>
</tr>
<tr>
<td>Right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ES</td>
<td>0.747</td>
<td>0.494</td>
<td>0.334</td>
<td>0.218</td>
<td>0.094</td>
</tr>
<tr>
<td>GMe</td>
<td>-0.238</td>
<td>0.922</td>
<td>0.019</td>
<td>-0.276</td>
<td>0.031</td>
</tr>
<tr>
<td>GMa</td>
<td>0.044</td>
<td>0.605</td>
<td>-0.041</td>
<td>-0.452</td>
<td>0.635</td>
</tr>
<tr>
<td>RF</td>
<td>0.361</td>
<td>0.827</td>
<td>0.059</td>
<td>-0.325</td>
<td>0.236</td>
</tr>
<tr>
<td>AM</td>
<td>-0.310</td>
<td>0.189</td>
<td>-0.236</td>
<td>-0.879</td>
<td>0.037</td>
</tr>
<tr>
<td>Ha</td>
<td>-0.445</td>
<td>0.303</td>
<td>0.773</td>
<td>-0.287</td>
<td>-0.098</td>
</tr>
<tr>
<td>TA</td>
<td>-0.064</td>
<td>0.446</td>
<td>0.454</td>
<td>-0.214</td>
<td>0.721</td>
</tr>
<tr>
<td>Ga</td>
<td>-0.090</td>
<td>0.115</td>
<td>-0.419</td>
<td>0.822</td>
<td>-0.339</td>
</tr>
</tbody>
</table>

This notion of left/right symmetry may be further explored by shifting the factor scores 50% and then correlating them with the original factors (Table 4). As expected, there is a high correlation between shifted factor 1 and factor 2, as well as between shifted factor 3 and factor 4. Factor 5 correlates negatively with itself after being shifted 50% of the cycle. These findings suggest that the five factors may be further reduced to three fundamental patterns: loading response, propulsion and coordination.

Research in other vertebrates (Perret 1980) has shown that the initiation and timing of muscle action seems to be the work of a network of interneurons in the spinal cord that provides a cyclic pattern of signals (Loeb 1989). The matrix of interneurons, onto which converge both descending higher-order commands and proprioceptive feedback signals, may be conceptualized as a cascade of neural networks (Loeb et al. 1990). Consistent with the central pattern generator hypothesis (Grillner et al. 1991), a spinal oscillating network probably generates the fundamental patterns of human locomotion (Fig. 5). Once these patterns have passed through the subsequent neural networks (Loeb et al. 1990), the final output will be the muscle activation signals (Figs. 3, 4). These EMG signals provide input to the musculoskeletal apparatus which operates in a functional milieu that is governed by the theory of Newtonian mechanics (Vaughan et al. 1992). While the relationship between the EMG signals and mechanical parameters has been successfully modelled with artificial neural networks (Heller et al. 1993; Sepulveda et al. 1993), there has been no implementation to date of a model which incorporates the full complexity of the neural, muscular and skeletal systems in human gait (Vaughan et al. 1995). Our findings, which strongly suggest that the central nervous
To illustrate the symmetry in the factors, a correlation matrix was created between the original factor scores and the factor scores after phase shifting by 50% of the cycle.

<table>
<thead>
<tr>
<th>Original factor</th>
<th>Shifted factor (50% cycle)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factor 1</td>
</tr>
<tr>
<td>Factor 1</td>
<td>0.11</td>
</tr>
<tr>
<td>Factor 2</td>
<td>0.92</td>
</tr>
<tr>
<td>Factor 3</td>
<td>-0.13</td>
</tr>
<tr>
<td>Factor 4</td>
<td>-0.26</td>
</tr>
<tr>
<td>Factor 5</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Note the very high correlation for shifted factor 1 and factor 2, as well as for shifted factor 3 and factor 4. Note also that factor 5 is quite highly correlated with itself (in a negative direction) after being shifted by 50% of the cycle.

The system solves the problem of high dimensionality by generating a few fundamental signals to control the major muscle groups in both legs, providing the basis for building a successful model of locomotor control.
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ABDUCTION–ADDUCTION MOMENTS AT THE KNEE DURING STAIR ASCENT AND DESCENT
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Abstract—To examine the relative magnitude of the knee abduction–adduction moments during stair climbing, ten normal subjects (average weight 660 N, leg length 0.962 m, height 1.74 m) were studied during repeated trials of stair ascent and descent. Data were collected using a four-camera video system and two forces plates incorporated within a flight of three stairs. The inverse dynamics approach was used to calculate internal moments at the knee, and these moments were normalized in magnitude (to percent body weight and leg length) and time (percent stance). The primary findings were: (1) knee joint moments were similar in shape and magnitude for the first and second steps during both stair ascent and descent; (2) the abduction knee moments, although comparable in magnitude (25–45 Nm), were statistically smaller than the extension moments (60–85 Nm) for stair ascent and descent; and (3) the moment patterns were exclusively abductor throughout stance, indicating that the ground reaction vector always passed medial to the knee joint center. Although the knee abduction–adduction moment is not in the primary plane of motion, its magnitude should not be ignored when trying to understand the stability and function of the knee during stair climbing.

Keywords: Knee joints; Stairs; Abduction moments.

INTRODUCTION

A novel theory of human gait posits that locomotion depends on the joint moments which are in the plane perpendicular to the intended direction of progression. Consider a man walking on level ground [Fig. 1(a)]. The plane that is perpendicular to his direction of progression is the frontal plane, and the hip joint moment axes that are in that plane are the flexion–extension and internal–external rotation axes. Supporting arguments for the role of the internal–external hip rotation moments has been provided by the ‘compass gait’ model of Saunders et al. (1953), the ‘spinal engine’ theory of Gracovetsky (1985), and reciprocating gait orthoses for spina bifida children (Mazur et al., 1990). Despite these studies, the vast majority of researchers in human gait have focused on the sagittal plane and emphasized the flexion–extension moments as the primary effectors of locomotion.

Stair climbing is of particular interest since stairs are frequently encountered obstacles in daily living, and require greater knee moments and ranges of motion than those required in level walking (Andriacchi et al., 1982; Andriacchi and Mikosz, 1991). To move up or down stairs, the direction of progression is up the incline and so the moments applied about axes that are in a plane at right angles to this direction should be considered: for the knee this includes both the flexion–extension and abduction–adduction axes [cf. Fig. 1(b)]. While the flexion–extension moments are undoubtedly crucial, a natural question to ask is: how important are the abduction–adduction moments at the knee during stair climbing? Andriacchi et al. (1980) used a method to calculate joint moments (the cross product of the ground reaction force vector and the joint center positional vector) which neglected contributions from inertial terms and segment weights, an approach which is subject to increasing errors in moment calculations for joints above the ankle (Wells, 1981). Furthermore, a resultant 3D joint moment must be expressed in terms of anatomically relevant axes to have any functional relevance. Selection of these axes in prior biomechanical models (Andriacchi et al., 1982; Costigan et al., 1992, 1993) suggests there may be some scope for improvement. The purpose of this technical note, therefore, is to recommend an anatomically consistent set of axes for determining joint moments and to examine the relative magnitude of the knee abduction–adduction moments in stair climbing.

METHODS

Ten normal adults (6 male and 4 female), ranging in age from 22 to 40 years old (average weight 660 N, right leg length 0.962 m and height 1.74 m), signed an informed consent form and served as subjects. They ascended the stairs three times beginning with their right leg and three times beginning with their left. They also descended the stairs three times beginning with their right leg and three times beginning with their left. Standing slightly in front of force plate 1, subjects ascended by stepping onto steps 1, 2 and 3 with alternating feet. Subjects began stair descent on step 3, stepped down onto steps 2, 1 and then onto the floor in front of force plate 1 (cf. Fig. 1).

Kinematic data were collected at 60 Hz using a system based on four video cameras (Motion Analysis Corporation, Santa Rosa, CA). Ground reaction forces were also measured at 60 Hz using two Kistler force plates (Winterthur, Switzerland) with steps mounted onto each plate. Stairs of standard dimensions were used with a rise of 0.203 m and a run of 0.254 m. Prior to testing, the force plates were preloaded with 356 N under the lower step and 713 N under the taller step. This preloaded step system has been calibrated and tested for accuracy in a prior
In three dimensions, to calculate study (Besser et al., 1993). Kinematic, ground reaction force and body segment parameter data were integrated using the GaitLab software (Vaughan et al., 1992), which implements the rigorous inverse dynamics approach in three dimensions, to calculate the knee joint moments calculated. These moments were averaged for each subject and across all subjects with normalization to body weight and leg length and expressed as a percentage. Leg length was defined as the distance between the greater trochanter and the soles of the feet. The choice of this method for normalization was rationalized on the following basis. The units of joint moments are \( \text{Nm} \), so ideally one would like to divide by a force (in N) and a linear parameter (in meters). Heavier individuals will tend to exert larger joint moments, as will individuals with larger segment lengths. It therefore seemed logical to divide the joint moment by the body weight and leg length and express this ratio as a percentage (Ramakrishnan et al., 1987). The convention of internal moments, with the moment being applied by the proximal segment on the distal segment, has been adopted (i.e., sagittal plane knee moments during the stance phase of stair climbing will be of the extension type). Some authors have calculated external moments by multiplying the ground reaction force by the lever arm to the joint and therefore express knee moments during stair climbing as being of the flexion type (Andriacchi et al., 1980; Berchuck et al., 1990; Costigan et al., 1993).

The ensemble averages for the knee moments were further processed for statistical analysis. First, the maximum values for the extension and adduction moments were extracted for each subject. Second, knee joint angular impulses were calculated by integrating the extension and abduction moments over percent cycle. These data were then subjected to an analysis of variance (ANOVA) to test for differences at the 0.01 level of significance. Finally, variance ratios (VRs) were calculated for the knee flexion–extension and abduction–adduction moments to test for repeatability of the patterns (Hershler and Milner, 1978).

**RESULTS**

There were no significant differences in the maximum knee joint moments for the first step versus the second step (Table 1). For the joint impulses the only difference was for abduction during ascent (Table 1). Since most gait laboratories do not have sufficient height clearance to incorporate a set of stairs with more than three steps, it is important to have established that this apparent limitation appears to have a negligible effect on the joint moments and impulses.

When comparing the direction of stair climbing, there were no differences for abduction but descent yielded greater maximum extension moments and impulses than ascent (Table 1). Whereas this difference for extension was seen early in stance phase for ascent [Fig. 2(a)], the pattern shifted for descent with the maximum moment occurring much later in stance [Fig. 2(b)]. In contrast, the abduction moments exhibited a very similar biphasic pattern for both ascent and descent [Fig. 2(c) and (d)].

The maximum knee abduction moment was statistically smaller than the extension moment for both ascent and descent (Table 1, Fig. 2). In the knee joint impulse comparisons, there were no differences for stair ascent (although abduction was slightly greater for both the first and second steps) but extension was statistically greater for descent (Table 1). In general, all 10 subjects demonstrated good repeatability for both abduction–adduction and flexion–extension moments for ascent and descent, with variance ratios (VRs) between 0.09 and 0.45 for the six trials (Table 2). Interestingly, the VRs were much lower for the grand ensemble data, with values between 0.11 and 0.14 (Table 2).

The moment data were normalized for the purpose of ensemble averaging and statistical comparison (Fig. 2). To facilitate comparison with the literature, the mean anthropometric values for the 10 subjects (height 1.74 m, weight 660 N, and leg length 0.962 m) were used to convert these data back to Nm (Fig. 3).

Fig. 1. (a) A man walking on level ground moves forward by the application of joint moments about axes that are in the plane perpendicular to the intended direction of progression. In this example, it is the frontal plane and the joint moment axes in this plane are the flexion–extension and internal–external rotation axes for the right hip. (b) Location of the steps on the force platforms and definition of the knee joint reference axes (Vaughan et al., 1992). Note that steps 1 and 2 were sensitive to reaction forces, while the ground and step 3 were not. The flexion–extension moment takes place about the mediolateral axis of the proximal segment (thigh). The internal–external rotation moment takes place about the longitudinal axis of the distal segment (calf). The abduction–adduction moment takes place about a floating axis that is perpendicular to the flexion–extension and internal–external rotation axes [cf. Fig. 1(b)]. All 12 trials for each subject were analyzed, and the knee joint moments calculated. These moments were averaged for each subject and across all subjects with normalization to body weight and leg length and expressed as a percentage. Leg length was defined as the distance between the greater trochanter and the soles of the feet. The choice of this method for normalization was rationalized on the following basis. The units of joint moments are \( \text{Nm} \), so ideally one would like to divide by a force (in N) and a linear parameter (in meters). Heavier individuals will tend to exert larger joint moments, as will individuals with larger segment lengths. It therefore seemed logical to divide the joint moment by the body weight and leg length and express this ratio as a percentage (Ramakrishnan et al., 1987). The convention of internal moments, with the moment being applied by the proximal segment on the distal segment, has been adopted (i.e., sagittal plane knee moments during the stance phase of stair climbing will be of the extension type). Some authors have calculated external moments by multiplying the ground reaction force by the lever arm to the joint and therefore express knee moments during stair climbing as being of the flexion type (Andriacchi et al., 1980; Berchuck et al., 1990; Costigan et al., 1993).

The ensemble averages for the knee moments were further processed for statistical analysis. First, the maximum values for the extension and adduction moments were extracted for each subject. Second, knee joint angular impulses were calculated by integrating the extension and abduction moments over percent cycle. These data were then subjected to an analysis of variance (ANOVA) to test for differences at the 0.01 level of significance. Finally, variance ratios (VRs) were calculated for the knee flexion–extension and abduction–adduction moments to test for repeatability of the patterns (Hershler and Milner, 1978).
Table 1. Average values for the maximum knee moments and impulses, based on six trials by 10 subjects

<table>
<thead>
<tr>
<th>Direction</th>
<th>Condition</th>
<th>Moment</th>
<th>Impulse</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Extension</td>
<td>Abduction</td>
</tr>
<tr>
<td>Ascent</td>
<td>First step</td>
<td>9.7 (± 2.4)</td>
<td>6.5 (± 1.2)</td>
</tr>
<tr>
<td></td>
<td>Second step</td>
<td>9.4 (± 1.9)</td>
<td>6.8 (± 1.3)</td>
</tr>
<tr>
<td>Descent</td>
<td>First step</td>
<td>14.0 (± 2.0)</td>
<td>7.6 (± 1.2)</td>
</tr>
<tr>
<td></td>
<td>Second step</td>
<td>15.4 (± 2.4)</td>
<td>6.9 (± 1.5)</td>
</tr>
<tr>
<td>Ascent</td>
<td>First step vs second step</td>
<td>0.339</td>
<td>0.206</td>
</tr>
<tr>
<td>Descent</td>
<td>First step vs second step</td>
<td>0.044</td>
<td>0.041</td>
</tr>
<tr>
<td>Ascent</td>
<td>Extension vs abduction</td>
<td>0.009*</td>
<td>0.020</td>
</tr>
<tr>
<td>Descent</td>
<td>Extension vs abduction</td>
<td>0.000*</td>
<td>0.008*</td>
</tr>
</tbody>
</table>

Note: These data, in the top portion of the table, are each followed by the standard deviations in parentheses. Note that moments are normalized to body weight and leg length and expressed as a percentage, while the impulses are the areas under the moment curves for extension and abduction (cf. Fig. 2). Statistical comparisons, utilizing analysis of variance, are shown with the p values in the bottom portion of the table. Significance was set at p < 0.01 and has been indicated by an asterisk (*). Note that the comparisons for the last three rows are based on the first step only. These statistical comparisons were repeated for the maxima of each trial for each subject (rather than using ensemble averages) and the same results were established.

Fig. 2. Ensemble averages of knee flexion-extension moments for the initiation step during (a) stair ascent; and (b) stair descent. Ensemble averages of the knee abduction-adduction moments for the initiation step during (c) stair ascent and (d) stair descent. The solid line represents the average of six trials for each of ten subjects. Dashed lines represent ± one standard deviation. Moments are normalized to body weight (average 660 N) and right leg length (average 0.962 m) and expressed as a percentage. Knee moments in Nm may be estimated by multiplying the y-axis value by a subject’s weight (N) and right leg length (m), and dividing by 100. Time data have been normalized to the gait cycle with 0% being the first foot contact and 100% the subsequent contact with the same foot.
Table 2. Variance ratios (VRs) for the flexion–extension and abduction–adduction moments at the knee joint during stair ascent and descent (Hershler and Milner, 1978)

<table>
<thead>
<tr>
<th>Subject</th>
<th>Flexion–extension</th>
<th>Abduction–adduction</th>
<th>Flexion–extension</th>
<th>Abduction–adduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>0.27</td>
<td>0.16</td>
<td>0.09</td>
<td>0.16</td>
</tr>
<tr>
<td>N2</td>
<td>0.25</td>
<td>0.14</td>
<td>0.16</td>
<td>0.13</td>
</tr>
<tr>
<td>N3</td>
<td>0.25</td>
<td>0.21</td>
<td>0.16</td>
<td>0.32</td>
</tr>
<tr>
<td>N4</td>
<td>0.32</td>
<td>0.37</td>
<td>0.10</td>
<td>0.16</td>
</tr>
<tr>
<td>N5</td>
<td>0.28</td>
<td>0.13</td>
<td>0.22</td>
<td>0.11</td>
</tr>
<tr>
<td>N6</td>
<td>0.19</td>
<td>0.11</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>N7</td>
<td>0.17</td>
<td>0.19</td>
<td>0.24</td>
<td>0.29</td>
</tr>
<tr>
<td>N8</td>
<td>0.33</td>
<td>0.24</td>
<td>0.17</td>
<td>0.26</td>
</tr>
<tr>
<td>N9</td>
<td>0.35</td>
<td>0.20</td>
<td>0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>N10</td>
<td>0.21</td>
<td>0.26</td>
<td>0.26</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Note: VRs for a specific subject are based on six separate trials, while the ensemble VRs are based on the averaged moment curves for 10 subjects. They are not simply the average of the VRs for the subjects. A VR is a measure of repeatability: the closer the value is to zero, the greater the similarity between the curves, while a VR of 1 (or larger) signifies curves that differ greatly.

Fig. 3. Comparison of knee moment data from the literature: flexion–extension curves for (a) stair ascent and (b) stair descent; and abduction–adduction curves for (c) stair ascent and (d) stair descent. Note that Kowalk (solid line) refers to the data in the current paper where the data in Fig. 2 have been converted to units of Nm using the approach described in the figure caption. Andriacchi (dashed line) refers to the data of Andriacchi et al. (1980) and is based on a single trial for a single subject. McFadyen (dot-dashed line) refers to the data of McFadyen and Winter (1988) and is based on a single trial for a single subject (WM86). Their data, in units of Nm/kg, have been converted to Nm by multiplying by the average subject mass in the current paper (67.3 kg). Costigan (dotted line) refers to the data of Costigan et al. (1992) and is based on the data for 34 subjects. Their data, also in units of Nm/kg, have been converted to Nm by multiplying by 67.3 kg.
DISCUSSION

The current data for flexion-extension moments are similar in shape and magnitude to the previously published values of Andriacchi and Mikosz (1991) for ascent and descent and McFadyen and Winter (1988) for ascent [Fig. 3(a) and (b)]. However, Costigan et al. (1993) reported a second peak in late stance for ascent [Fig. 3(a)], while McFadyen and Winter (1988) have an early peak in the stance phase for descent [Fig. 3(b)]. For the abduction moments, Andriacchi et al. (1980) reported patterns of similar magnitude to the current study for stair ascent [Fig. 3(c)] and descent [Fig. 3(a)] but the curves had quite different shapes, particularly for descent where knee abduction moments were measured [Fig. 3(d)]. For stair ascent, the abduction moment data of Costigan et al. (1993) were similar in shape but the magnitude was approximately 50% of the maximum value for the current study [Fig. 3(c)]. It should be emphasized that Andriacchi et al. (1980) and McFadyen and Winter (1988) reported their curves for a single trial of a single subject, while the curves in Costigan et al. (1993) and the current study were based on an ensemble average of multiple subjects.

The discrepancies between the knee joint moments of Andriacchi et al. (1980) and McFadyen and Winter (1988) and the current study highlight the inherent danger when using a single subject’s data as representative of the group. This is particularly pertinent for the abduction data during descent [Fig. 3(d)] where the data of Andriacchi et al. (1980) suggest that a knee adduction moment was required in early and late stance. This implies the loading of structures (e.g., collateral ligaments) on the medial side of the knee since the ground reaction force vector must have passed lateral to the knee joint center. The data in the current study, with low standard deviations in early and late stance [Fig. 2(c) and (d)], suggest that normal subjects did not exert knee adduction moments. A possible source of difference was the axis that Andriacchi et al. (1980) chose for abduction-adduction; a vector perpendicular to the long axis of the tibia that rotates with the internal and external rotation of the tibia about its long axis. During the range of motion seen in stair climbing, this rotation can be as much as 20°. This ‘coupling’ effect has previously been shown to introduce significant errors for knee kinematics (Ramakrishnan and Kadaba, 1991) and probably has a similar effect for the joint moments. Another source of confusion relates to the data of Costigan and colleagues: in a prior methodological paper, the moments were expressed relative to a global coordinate system (Costigan et al., 1992), but a more recent paper, on which the data in Fig. 3 were based, reported the data as ‘fixed body moments’ (Costigan et al., 1993). The precise axis for the abduction–adduction moments was not defined, however.

The most important parameters affecting the accuracy of the joint moment data are the vectors defining the flexion–extension and abduction–adduction axes (Grood and Suntay, 1983; Vaughan et al., 1992), and the point of application plus line of action for the ground reaction force (Besser et al., 1993). The relatively low standard deviations for the joint moment data (Table 1, Fig. 2), and the good repeatability as demonstrated by the low variance ratios (Table 2), suggest that errors were kept to a minimum in this study. The lateral knee marker plays an important role in defining the knee joint center and therefore influences the location of both the flexion–extension and abduction–adduction axes. Because the bony prominence of the femoral epicondyle and proximal fibula could be readily palpated, the knee marker was reliably located. While inertial contributions to joint moments were important during the swing phase [up to 20% of the peak-to-peak range may be observed in Fig. 2(a)], their effect during stance phase was found to be essentially negligible. The repeatability of the knee joint moments as measured by the variance ratio (VR) statistic (cf. Table 2) was in good agreement with the values of 0.13 to 0.35 reported by Bowsher and Vaughan (1995) for hip joint moments in level walking.

These findings strengthen the argument for normalizing joint moments by dividing by body weight and leg length (Ramakrishnan et al., 1987).

To move up or down stairs requires the production of moments at the hip, knee and ankle joints. While the sagittal plane (i.e. flexion–extension) moments are intuitively the most important, the abduction–adduction moments also play an important role at the knee, providing both propulsion and mediolateral stability. The structures that must normally provide the knee abduction moment, which results because the ground reaction force passes medial to the knee joint center, include the lateral collateral ligament and the ilio-fibial band. The magnitude of the abduction moment casts doubt on the utility of the ‘support moment’ concept which assumes that only sagittal plane moments are functionally relevant for stair climbing (McFadyen and Winter, 1988). While the abduction moments were statistically smaller than the extension moments, there were two periods—late stance in stair ascent and early stance in stair descent—when the extension moment was close to zero but the abduction moment had a value between 25 and 40 Nm.
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Are joint torques the Holy Grail of human gait analysis?
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Abstract

Despite complex control systems, human gait is characterised by smooth, regular and repeating movements. Such coordinated motion occurs as a direct result of the cyclical activation of many leg muscles. It is the tension in these muscles that serves as the direct cause of the kinematic patterns that we observe and recognise as locomotion. The challenge facing biomechanists, however, is that there are many more muscle activators than independent equations defining the system. This leads to the classic indeterminate problem. Engineers have circumvented this problem by means of a mechanical ruse: all muscle, bone and ligament forces are reduced to a single (vector) resultant joint force and torque. Using an inverse dynamics approach, the joint torques may be estimated and it has been proposed that they are the causative factors that help biomechanists understand how gait is achieved. This is the approach that we followed at the University of Virginia over the past 5 years. In this paper, we will review the data from our own studies, exploring both the advantages and disadvantages of the joint torque approach. Our target populations have included: normal children; cerebral palsy children with orthoses; ankle inversion—eversion in level gait; knee abduction—adduction in stair climbing; and athletes with torn anterior cruciate ligaments. While this quest should be an interesting journey, offering a few fleeting glimpses of biomechanical insight, our final destination does not yield the Holy Grail.
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1. Introduction

Human gait is characterised by smooth, regular and repeating movements. The apparent simplicity of movement masks complex underlying control mechanisms represented by the nervous, muscular and skeletal systems. This leads to the obvious question.

1.1. How do we walk?

The process of locomotor programming occurs in supraspinal centres and involves the conversion of an idea into a pattern of muscle activity that is necessary for walking (Enoka, 1988). The interaction between the central nervous system (CNS), the peripheral nervous system (PNS), and the musculoskeletal effector system is crucial for successful movement. The sequence of events that take place for walking to occur may be summarised as follows:
1. registration and activation of the gait command in the CNS,
2. transmission of the gait signals to the PNS,
3. contraction of muscles that develop tension,
4. generation of forces at, and torques across, synovial joints,
5. regulation of joint forces and torques by the rigid skeletal segments based on their anthropometry,
6. displacement (i.e., movement) of the segments in a manner that is recognised as functional gait,
7. generation of ground reaction forces.

These events are based on cause and effect (Vaughan et al., 1992). While the cascade described above stresses the top–down control of human gait, the role played by sensory feedback is vitally important and should not be overlooked (Loeb et al., 1990).

The coordinated motion occurs as a direct result of the cyclical activation of many leg muscles and it is the tension in these muscles that serves as the direct cause of the kinematic patterns that we observe and recognise as locomotion. It is therefore not surprising that biomechanists have tended to focus on the loads generated by the muscles and sustained by the bones in their efforts to understand the nature of human motion. As illustrated in Fig. 1, a reasonable question to ask might be: what happens at the ankle joint during push off?

1.2. A free body diagram of the foot

A standard approach in mechanics is to draw a free body diagram. This means that the system of interest – in this case the foot – is freed from its
What happens at the ankle joint during push off?

Fig. 1. During the push off phase of the gait cycle, the muscles crossing the ankle joint are helping to propel the body forward. It is reasonable to wonder about the mechanical environment of the structures at the ankle joint complex and the role that each might play in propulsion.

surroundings and all the external forces acting on the foot are drawn in as vectors (Fig. 2). These forces include the weight of the foot ($W_F$), the horizontal and vertical ground reaction forces ($F_X$ and $F_Y$), the bony forces of the calf acting on the foot ($F_{fibula}$ and $F_{tibia}$), and the many muscle forces ($F_{Achilles}$, $F_{peronei}$, $F_{tibialis posterior}$, $F_{tibialis anterior}$). Note that, for the sake of convenience, the forces exerted by the ligaments and other soft tissues (such as the skin) have been ignored.

Fig. 2. A free body diagram of the foot, in which all the external forces acting on the foot are identified, is the first step in understanding the mechanical environment. The plethora of muscle and bone forces means that there are too many unknowns (see Section 1.3 for discussion).
1.3. The indeterminate problem

While the weight of the foot can be estimated and the ground reaction forces can be accurately measured by means of a force plate, the bone and muscle forces are all unknown. Since they cannot be readily or, indeed ethically, measured with in vivo transducers, the question that arises is whether they can be calculated from these other known quantities. For a single body such as the foot, there are only 3 independent equations of motion in 2D (and 6 in 3D). Since the bone and muscle forces are vector quantities, indicated by the bold notation, there will be 12 unknowns in a 2D analysis and 18 unknowns in a 3D analysis. There are obviously too many unknowns for the number of independent equations and the system is said to be indeterminate (Vaughan et al., 1982).

1.4. The inverse dynamics approach and joint torques

There are 3 main strategies that may be employed to overcome this state of indeterminacy. First, the number of unknowns can be reduced. For example, it may be assumed that only one of the muscles – such as the Achilles tendon – is exerting a force and the two bone-on-bone forces can be reduced to a single force. This decreases the number of unknowns to 4 in 2D (and 6 in 3D), yielding a tractable solution. However, there will be numerous occasions, confirmed by electromyographic data, when there is simultaneous activity of more than one muscle group. A second strategy that has been adopted is the use of mathematical optimization theory (Crowninshield and Brand, 1981). Here, the unknown forces are treated as design variables, and the task is to seek those design variables that minimise a cost function such as segmental energy of the foot or ankle joint power, subject to certain constraints which are simply the equations of motion. The problem with this strategy is that the cost function cannot be known a priori and the resulting muscle and bone force predictions can never be fully validated (Collins, 1995). The third and final strategy to circumvent the indeterminate problem is to use a mechanical ruse: all muscle, bone and ligament forces crossing the ankle joint are reduced to a single (vector) resultant force $F_A$ and torque $T_A$. As illustrated in Fig. 3 for the 2D case, there are sufficient equations (3) to solve for the 3 scalar unknowns ($F_{Ax}$, $F_{Ay}$, $T_A$). Strictly speaking, the 3 equations are ordinary second-order differential equations. In the forward dynamics approach, the forces and torques are used as input and the equations are solved (typically numerically) to yield the movement of the system of interest (in this case the foot). However, this assumes that the
Fig. 3. Free body diagram of the foot. Resultant force and torque at ankle. The many muscle and bone forces at the ankle joint (cf. Fig. 2) may be reduced to a single (vector) force and torque. In the 2D case illustrated here, the 3 equations of motion (based on the standard Newtonian formulation) are sufficient to solve for the 3 unknowns $F_A^x$, $F_A^y$ and $T_A$.

ankle joint force and torque are known as a function of time. This is seldom the case in biomechanics. The movements are measured ($\dot{x}_{Fcg}$, $\ddot{y}_{Fcg}$ and $\alpha_F$), as are the segmental anthropometry ($m_F$ and $I_F$) and lever arms ($d_1$, $d_2$, $d_3$ and $d_4$). Instead of being differential equations, the equations are now algebraic in form and it is a simple matter to solve for the unknowns ($F_A^x$, $F_A^y$, $T_A$). This is the inverse dynamics approach and it is one of the most common in biomechanics research. Note that I regard the terms ‘torque’ and ‘moment’ as synonymous. While ‘torque’ will be used consistently throughout the text, some of the figures, which have been reproduced from other publications, will include the word ‘moment’.

1.5. The potential importance of 3D joint torques

The Holy Grail was reputed to be the cup used at the Last Supper and is a symbol of 12th and 13th century legends (Grolier’s Encyclopaedia, 1995). It was sought by the knights of King Arthur in several mediaeval romances. The search for the Holy Grail was an epic struggle, and only heroes who were free from sin – such as Sir Galahad – were successful in their quest. You might reasonably ask: what has this got to do with joint torques? Well, just as the ancient knights considered the Holy Grail to be something well worth struggling to find, so too have modern-day biomechanists expended significant effort trying to measure joint torques. As highlighted above in Section 1.1, the joint torques may be considered the cause of the resulting movements. By studying the
causes, biomechanists have believed that they will come to understand why and how aberrant movements occur.

2. Joint torques in human gait

Joint torques may be thought of as the resultant effect of the forces exerted by the muscles crossing a joint. By convention, in this paper I will refer to internal joint torques, where the proximal segment (e.g., the calf in Fig. 3) exerts a torque on the distal segment (the foot in Fig. 3). While joint torques can be exerted voluntarily merely by contracting the muscles, they are typically exerted in reaction to some external forces. These external forces may be gravity and, as is the case in human gait, ground reaction forces during the stance phase (Figs. 2 and 3).

The magnitude and direction of joint torques can be largely established by examining the magnitude of the ground reaction force (GRF) and its line of action relative to the individual joints (cf. Fig. 4). I say 'largely' even though the rigorous inverse dynamics approach (Fig. 3) requires inertial parameters to be taken into account (Wells, 1981). In walking, the contributions by the weights and accelerations are quite small and so the joint torque can be estimated, as a first approximation, by multiplying the GRF and the perpendicular distance from its line of action to the joint centre (in vector notation, this is simply referred to as $r \times F$).

To illustrate the application of 3D joint torques, I have chosen to summarise 5 projects that cover both normal and pathological gait: (1) normal children; (2)

![Fig. 4. The ground reaction force vector plotted with respect to the hip, knee and ankle joint centres during 5 important phases of the gait cycle. These phases are: heel strike, foot flat, midstance, heel off, and toe off. Note that the length of the vector is scaled so that body height equals body weight. Note too that the line of action of the GRF relative to the joint centre determines if the torque is flexor or extensor (see Section 2.1 for discussion).]
cerebral palsy children and orthoses; (3) ankle inversion–eversion in level gait; (4) knee abduction–adduction and stair climbing; and (5) anterior cruciate ligament instability.

2.1. Normal children

The stance phase in normal human gait is often divided into 5 events – heel strike, foot flat, midstance, heel off and toe off – which are illustrated in Fig. 4. Just after heel strike, the GRF passes anterior to the hip joint and posterior to the knee and ankle joints. This leads to extensor torques at the hip and knee joints and a dorsiflexor ankle torque. At foot flat, the GRF is greater than body weight in magnitude and it now passes significantly anterior to the hip, through the knee and is anterior to the ankle joint centre. This leads to a large hip extensor torque, zero torque at the knee and an ankle plantar flexor torque. At midstance, the GRF diminishes in magnitude and passes through the hip and anterior to the knee and ankle. The hip torque is therefore zero, the knee torque is flexor and, because of the large lever arm, the ankle plantar flexor torque is quite large. At heel off, the GRF increases to greater than body weight again and now passes posterior to the hip (leading to a flexor torque), posterior to the knee (leading to an extensor torque) and is still anterior to the ankle (which results in a large plantar flexor torque). Finally, just before toe off, the GRF’s magnitude decreases significantly, but its line of action is still posterior to the hip and knee and anterior to the ankle. The joint torques therefore decrease in magnitude and retain their direction when compared to heel off.

Many clinical gait laboratories around the world have chosen to emphasize locomotor disorders in children. While there have been some databases on normal children published in the peer-reviewed literature (Ounpuu et al., 1991), there are two main drawbacks: such information tends to be specific to a laboratory and its particular inverse dynamics model; and it is difficult to get computer copies of these databases for comparison and plotting purposes. We at the University of Virginia therefore chose to undertake our own 3D analysis of 75 normal children, aged between 2 and 13 years. The data were processed using the Vicon Clinical Manager software package (Oxford Metrics, Oxford, UK) which implements a standard 3D inverse dynamics approach to calculate joint torques. The data in Fig. 5 are the ensemble averages of the sagittal plane torques at the hip, knee and ankle joints for 5 10-year-old children.

When studying these curves, there are a few pertinent observations that should be made. First, the magnitude of the maximum ankle torque is larger than the hip which in turn is larger than the knee. Second, the ankle data tend to
Fig. 5. Ensemble averages, based on 3 trials each for 5 10-year-old children, of the sagittal plane torques (moments) at the major lower extremity joints: (a) hip; (b) knee; and (c) ankle. Note that the torques have been normalised by dividing the values in Nm by body mass in kg and that the dashed lines indicate one standard deviation. These are internal joint torques in which the proximal segment exerts its effect on the distal segment.
be much less variable (as indicated by the dashed standard deviation lines) than either the hip or knee data. Third, the hip and ankle joint torques are much simpler curves than the knee torque which tends to ‘wobble’ about the zero axis. Finally, the magnitudes and directions of the torques in Fig. 5 are consistent with the simple $r \times F$ analysis of Fig. 4. It should be noted that these data have been normalised to body weight and are therefore very similar to the curves for normal adults. However, since a torque has both a force and lever arm component, it may reasonably be argued that normalisation should also include a length parameter (Ramakrishnan et al., 1987). It turns out that this is particularly important when trying to understand the patterns for very young children who are less than 3 years of age.

2.2. Cerebral palsy children and orthoses

Cerebral palsy (CP) is a disorder of the central nervous system with a variety of causes. Spastic diplegia is the most prevalent form of CP and there has been a proportional increase in its numbers over the past 3 decades (Bleck, 1987). A number of treatment modalities are used to improve the function of the child with spastic CP: physiotherapy, orthoses, orthopaedic surgery, neurosurgery and neuro-inhibitory drugs. The orthotic approach, because it is conservative, has a certain appeal. Since some health care centres charge in excess of US$1000 for a pair of orthoses, it is imperative that their efficacy be carefully scrutinised. The fixed ankle foot orthosis (AFO) crosses the ankle joint and controls equinus (drop foot) by preventing, or severely limiting, ankle plantar flexion throughout the gait cycle. The supramalleolar orthosis (SMO) does not restrict ankle motion per se, but it has been theorised that the SMO improves ankle motion through control of the foot and diminution of the extensor reflex (Cusick, 1988). The goal of this project was to use the inverse dynamics approach to examine how walking with either an AFO or SMO differed from walking with no orthotic aid (Carlson et al., 1996).

Gait analyses were performed on 11 children with spastic diplegia, utilizing a standard 3D system. Ensemble averages of time-distance, kinematic and kinetic parameters were obtained for each condition, and a repeated measures analysis of variance was performed ($p < 0.05$). As might have been expected, the AFOs significantly reduced total ankle excursion and increased the dorsiflexion angle at foot strike (Fig. 6a). Not surprisingly, SMOs did not restrict ankle range of motion (Fig. 6a). When the joint torques were studied, AFOs increased the peak plantar flexor torque significantly when compared to SMOs and baseline (Fig. 6b). However, the maximum values were still less than those for normal
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age-matched children and the curves were also different in shape. Whereas the normal ankle plantar flexor moment increased steadily to a peak at 55% of the cycle (Fig. 5c), there was an extra peak at 15% for the children with CP (Fig. 6b). This extra peak was a direct result of the equinus position of the foot at initial contact but the use of the orthosis did not correct the problem. Interestingly, the use of an AFO led to a decrease in ankle joint power generated at push-off because the ankle angular velocity was decreased, while the SMO had no effect (Fig. 6c). Our general conclusion is that although neither brace changed stride length and walking speed, the AFOs did offer some benefits to the child with spastic diplegia (better foot position at heel strike, greater ankle torque at push off), while the SMOs appeared to have very little measurable effect.

2.3. Ankle inversion/eversion in level gait

Wright et al. (1964) devised an electrogoniometric system in which the two axes were manually aligned with the tibiotalar and subtalar joint axes. They showed that the kinematics of the ankle joint complex could be modelled as a reciprocating universal joint (Fig. 7), a finding recently confirmed by Scott and Winter (1991), and we speculated that this theory might also apply to the joint
kinetics. We therefore set out to test the hypothesis that the resultant torque at the ankle joint complex could be resolved into just two independent torques about two axes. A second and related issue was whether all normal subjects had the same patterns for the torques about the different axes in the ankle joint complex.

A group of 10 normal healthy adults (6 men and 4 women), between the ages

---

**Fig. 8.** (a) the grand ensemble patterns for the inversion–eversion torque at the ankle joint. The ensembles were calculated from the average torques (based on 4 trials) for each of 10 subjects. The solid line denotes the ensemble average, while the dashed line represents ± one standard deviation. Note that the torque (moment) has been normalised by dividing its value in Nm by body weight (in N) and leg length (in m), and then multiplying by 100 to express as a percentage. (b) the factor scores for the inversion–eversion torque (moment) at the ankle. Note that the factor scores do not have any units (Davis and Vaughan, 1993). Only those factors (eigenvectors) for which the eigenvalue was greater than one have been plotted. Note the similarity in shape between these factor scores and the grand ensemble patterns in a. The individual ensemble patterns for the inversion–eversion torque (moment) of Subject N1 (c); and Subject N9 (d). The ensembles are based on 4 trials per subject and the normalisation is the same as in a. Note the similarity between subject N1’s pattern and factor 1 in b and subject N9’s pattern and factor 2 in b.
of 22 and 53 years, were studied using the standard inverse dynamics approach
(Vaughan et al., 1992). When the resultant ankle torque was resolved into
components, the plantar–dorsiflexion torque was extremely repeatable and
essentially identical to the pattern for normal children (Fig. 5c). The inversion–
eversion pattern was much more variable, however (Fig. 8a). Factor analysis, a
technique in which just a few eigenvectors are used to represent complex
patterns (Olree and Vaughan, 1995), was applied to the joint torques. All 10
subjects loaded strongly on a single factor for plantar–dorsiflexion which
explained almost 96% of the variance in the original data. For the inversion–
eversion torque, the data were more variable (Fig. 8a), and two factors were
needed to explain over 91% of the variance: 7 subjects loaded heavily on factor
1 while 3 subjects loaded heavily on factor 2. As pointed out by Davis and
Vaughan (1993), one of the powerful features of factor analysis is that the
eigenvectors may be rotated orthogonally, so that the factor scores can be
presented in a form that has physiological meaning (Fig. 8b). These scores were
then compared with the ensemble average data (Fig. 8a) and the similarity in the
patterns was quite striking. The patterns for factors 1 and 2 were very similar to
the standard deviation curves. Further evidence of the insight that factor scores
provide may be explored by plotting individual subject torque patterns. For
example, in the loading matrix subject N1 loaded heavily on factor 1 while
subject N9 loaded heavily on factor 2. The ensemble average of the inversion–
eversion torque for N1 (Fig. 8c) was very similar in shape to factor 1 (Fig. 8b),
while the curve for N9 (Fig. 8d) was very similar in shape to factor 2 (Fig. 8b).

The sinusoidal patterns for the plantar–dorsiflexion torques (Fig. 5c) and
inversion–eversion torques (Fig. 8a) do appear to lend some credence to the
reciprocating universal joint theory. However, the fact that the plantar flexion
torque is an order of magnitude greater than the inversion–eversion torque, the
considerable variability in the latter’s pattern, and the existence of other
non-trivial components of the torque (e.g., pronation–supination), weakens the
argument in favour of the theory. Factor analysis has shown that normal subjects
may be classified as either predominantly evertors (Fig. 8c) or invertors (Fig.
8d).

2.4. Knee abduction/adduction in stair climbing

Stair climbing is of particular interest since stairs are frequently encountered
obstacles in daily living, and require greater knee torques and ranges of motion
than those utilised in level walking (Andriacchi et al., 1982). Whilst the
flexion–extension torques are undoubtedly crucial, a natural question to ask is:
how important are the abduction–adduction torques at the knee during stair climbing? We suspected that the magnitudes of these frontal plane torques were functionally important and designed an experiment to explore this notion (Kowalk et al., 1996a).

Ten normal adults (6 male and 4 female), ranging in age from 22 to 40 years, ascended a set of stairs, 3 times beginning with their right leg and 3 times beginning with their left. Ground reaction forces were measured with two force plates and steps mounted onto each plate (Fig. 9). Stairs of standard dimension, having a rise of 0.203 m and a run of 0.254 m, were used. The force plates were preloaded with 356 N under the lower step and 713 N under the taller step prior to data capture, using a previously tested approach (Besser et al., 1993). The GRF data were integrated with 3D kinematic data in an inverse dynamics approach to yield the resultant torque at the knee joint. These torques were normalized in magnitude (to percent body weight and leg length) and time (percent stance).

As might be expected, the knee torque was primarily in the extensor direction, reaching a normalised value of almost 10 (percent body weight and leg length) during the early part of stance phase (Fig. 10a). This normalised value can be converted back into standard torque units of Nm if you multiply by
body weight (660 N) and leg length (0.962 m) and divide by 100. This yields a maximum extensor torque of 65 Nm. In contrast to the sinusoidal pattern for flexion–extension, the abduction–adduction torque was biphasic in shape and exclusively abductor in direction throughout the stance phase (Fig. 10b). This latter point clearly indicates that the line of action of the GRF was always directed medial to the knee joint centre. The maximum normalised magnitude of 6 translates into 35 Nm which was statistically smaller than the 65 Nm extensor torque. Although the flexion–extension torques were clearly the most important,
the abduction–adduction torques also played a vital role at the knee, providing both propulsion (to ascend the stairs) and mediolateral stability. The structures that must normally provide the knee abduction torque include the lateral collateral ligament and the iliotibial band. This magnitude of the abduction torque casts doubt on the utility of the ‘support moment’ concept which assumes that only sagittal plane torques are functionally relevant for stair climbing (McFadyen and Winter, 1988). Although the abduction torques were statistically smaller than the extensor torques (cf. Fig. 10a and b), there was a period in late stance when the extensor torque was close to zero, but the abductor torque had a value of 25 Nm.

2.5. Anterior cruciate ligament instability

Anterior cruciate ligament (ACL) injuries are the most common ligamentous injury of the knee. The ACL is an important structure which provides mechanical support to the knee, preventing anterior displacement of the tibia on the femur and hyperextension of the knee joint. Previous studies by Berchuck et al. (1990) have shown that ACL-deficient patients exert decreased knee extension torques during level walking (also known as ‘quadriceps avoidance’ gait), but no studies had evaluated biomechanical changes during stair climbing following ACL reconstruction. We studied 10 normal subjects (cf. Section 2.4 and 8 ACL patients who were evaluated both pre- and postoperatively with a mean follow-up of 6 months (Kowalk et al., 1996b). All patients underwent arthroscopic ACL reconstruction using middle third bone–patellar tendon–bone autograft (O’Brien et al., 1991).

For each of the 3 subject groups (normals, patients pre-operatively, and patients postoperatively), kinematic and force plate data were collected and analysed to calculate joint angles, torques, powers and work. These data were ensemble averaged and statistically analysed using repeated measures analysis of variance with a significance level set at 0.05. Anterior–posterior knee laxity decreased from 7.9 mm to 5.8 mm postoperatively (compared with 4.4 mm for the uninjured knees) while subjective knee function also improved following ACL reconstruction with the score increasing from 70.4 to 88.5 (compared with 96.1 for the uninjured knees). These data clearly suggested that the surgery was a success. However, the joint torque data told a different story.

Pre-operatively, there were no statistically significant differences in biomechanical parameters between patients’ ACL-deficient and intact sides and the normal subjects. Postoperatively, however, statistically significant reductions were seen in the peak extensor torque (90 vs. 23 Nm), power (181 vs. 84 W)
Fig. 11. Ensemble averages of knee flexion–extension torques during stair ascent for: (a) the donor side; and (b) the non-donor side. The solid lines represent the average of 6 trials for each of the normal subjects (cf. Section 2.4). Dashed lines are the pre-operative data and dotted lines are the postoperative data and represent the average of 6 trials for each of 8 ACL-deficient patients. Torques (moments) have been normalised to body weight and leg length and expressed as a percentage. Torques in Nm may be estimated by multiplying the y-axis value by a subject's weight (in N) and leg length (in m) and dividing by 100. Note that the average values for the subjects were: normals, 645 N and 0.96 m; patients pre-operatively, 886 N and 1.07 m; and patients postoperatively, 914 N and 1.07 m.
and work performed (28 vs. −7 J) at the knee from which the graft had been harvested (Fig. 11). This was accommodated by significant increases in excursion, torque and power at the contralateral ankle joint. As seen in Fig. 9, at the same time that the ipsilateral (left) knee must generate a large extensor torque to raise the body, the contralateral (right) ankle can provide assistance by generating a plantar flexor torque. These findings have important clinical implications. They show that while the ACL reconstructions were successful in restoring anterior–posterior knee stability, the decrease in knee torque generated postoperatively by the donor knee suggests that donor site morbidity (removal of the middle third of the patellar tendon) may need to be critically evaluated over a long-term period.

3. Concluding remarks

The title of this paper is a provocative one: are joint torques the Holy Grail of human gait analysis? Has our quest led to some biomechanical insight? These questions demand an answer. In reviewing the 5 projects where 3D joint torques have been studied, we have learned: that normal children generate large and repeatable torques at the ankle joint while the knee torques tend to be much smaller and more variable; that children with cerebral palsy derive some benefit from wearing an ankle foot orthosis because it allows them to exert slightly greater plantar flexion torques during push off; that in level gait, normal adults exhibit two distinct types of inversion–eversion torque patterns about the long axis of the foot; that in climbing stairs, the knee abductor torques are quite large and contribute to both propulsion and mediolateral stability; and that patients with anterior cruciate ligament insufficiency, despite the apparent success of the ipsilateral patellar tendon autograft, exert smaller knee extensor torques at the donor knee. Most of these insights could probably not have been predicted without the benefit of a rigorous 3D inverse dynamics approach. Lest we be too enthusiastic about the utility of joint torques, a few words of caution are probably in order.

3.1. Sources of error

Like all measurements which involve biological phenomena, joint torques are subject to a variety of sources of error. The equations of motion in Fig. 3 provide a good starting point. The unknowns are the joint force components \((F_{Ax}, F_{Ay})\) and the joint torque \(T_A\). The parameters which must be measured or
estimated include the segmental anthropometry ($m_F$ and $I_F$), the accelerations ($\dot{x}_{Fcg}, \dot{y}_{Fcg}$ and $\alpha_F$), the lever arms ($d_1, d_2, d_3$, and $d_4$) and the ground reaction forces ($F_X, F_Y$). While the ground reaction forces make a significant contribution to the joint torques (cf. Fig. 4 and Section 2.1, they are also the most reliable and accurate. Segmental anthropometry (typically generated by regression equations based on cadavers) and the accelerations (based on numerical differentiation of noisy displacement data) are notorious for their inaccuracy, but they fortunately do not make major contributions to the joint torques. This leaves the lever arms which are very sensitive to marker placement on the skin surface and the biomechanical model chosen to estimate joint centres. As seen in the third equation of Fig. 3, the lever arms are the multipliers of the ground reaction and joint forces, and so they have an important impact on the accuracy of the joint torque values. It is therefore not surprising that distal torques tend to be more repeatable than proximal torques (Fig. 5), and sagittal plane torques are more repeatable than frontal or transverse plane torques (cf. Figs. 5 and 8a).

3.2. Role of antagonistic muscle activity

As described in Section 1.4, joint torques are a ruse or mathematical convenience: they serve as a substitute for all the muscles crossing a joint. They are, in fact, the resultant of all the muscles. This means that it is possible to have a zero torque if the agonist and antagonist muscles are quiescent or if they are contracting equally hard. In other words, there is not a unique one-to-one relationship between joint torque (e.g., knee extensor) and the muscles generating that torque (the quadriceps).

3.3. Future goals

While this quest has been an interesting journey, and has offered a few fleeting glimpses of biomechanical insight, I do not believe that the destination so far reached has yielded the Holy Grail. There are further odysseys that must be pursued. These include: an uncertainty analysis (Cappozzo et al., 1975; Davis, 1992) using partial derivatives and a large variety of real gait data; a combination of the inverse dynamics approach and simultaneous electromyographic studies, thus addressing the issue of antagonistic muscle activity; implementation of improved biomechanical models of the human body, thereby minimising the errors introduced by measurement; and finally, a concerted effort should be made to combine forward and inverse dynamics approaches to gain further understanding of the complexities underlying human locomotion.
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Abstract

In the past, joint power has most often been calculated as the product of the sagittal plane joint moment and the sagittal plane joint angular velocity, thus modelling the joint as a simple one degree of freedom (DOF) hinge. More recently three DOF power has been calculated by taking the scalar product of the net joint moment and the angular velocity of the joint, thus modelling the joint as a ball and socket joint. We introduce a six DOF approach for calculating joint power, an approach which allows three degrees of rotational freedom, as well as three degrees of translational freedom, thus implementing a rigorous definition of true mechanical power. We established that for the hip joint during stair ascent, three DOF power was significantly greater than six DOF power (by as much as 60 W/lcg), while for stair descent, one DOF power was significantly less than six DOF power (by up to 45 W/lcg). On the basis of the total work done in raising the body up a set of stairs (weight × height), the six DOF approach provided more accurate results than either the one or three DOF models. We also showed that six DOF power data were as repeatable as joint moments, with variance ratios between 0.13 and 0.20. While these findings are certainly not the definitive word, they do offer some guidance regarding the effect that certain assumptions have when calculating joint power in three dimensions.

Keywords: Joint power; Work; Stairs

1. Introduction

Almost 70 years ago Fenn [1] evaluated power and work by studying the movements of the centre of mass and the limbs relative to the centre of mass during running and sprinting. Since then, the two principal methods have been segmental energy changes and joint power.

Segmental energy change is one way to calculate the amount of work performed on a body [2–10]. A 'pseudowork' method, based on the sum of the absolute changes of the potential, rotational kinetic and translational kinetic energy [2–5], overestimates the work performed because it does not allow for energy transfer between or within segments. Another method uses estimates for the amount of elastic storage [6–9], but none of these procedures has ever produced acceptable results [10].

In more recent years, the instantaneous power has been calculated by multiplying the joint angular velocity by the moment acting across that joint [11–17], and the work done can then be calculated by finding the area under the power-time curve [18]. Most researchers, with one notable exception [19], have included only the sagittal plane angular velocity and moment in their calculation of joint power, thus underestimating the power because motions in the non-sagittal planes, as well as translation within the joints, were not included. This is a one degree of freedom (DOF) approach in which the joint is modelled as a simple hinge. An approach currently used clinically [20] is to calculate the joint power by taking the scalar product of the net joint moment and angular velocity, thus calculating the rotational three DOF power and modelling the joint as a ball and socket joint. While Buzcek and his colleagues [19] used a six
degree of freedom (DOF) model for joint power, they presented their results as three planar graphs. This is misleading since power, by definition, is a scalar quantity and should be presented as a single curve.

Van Ingen Schenau and Cavanagh [21] commented that "studies do not seem to exist where the power calculations... are based on the definition of power, as can be found in textbooks on mechanics." The purpose of this technical note is to introduce true six DOF joint power and to contrast the data with one and three DOF values for stair climbing.

2. Methods

The true mechanics of power and work are based on the work-energy equation. This equation simply states that the amount of work performed on a body is equal to the rate of change of energy acting on the body. The equation can then be differentiated so that power is equal to the rate of change of energy acting on the body. The two methods presented for calculating work and power — changes in segmental energy and joint power — are simply the two sides of the above equation. However, not all the terms on the energy side can be calculated yet, because the elastic storage and strain energy of the human body are not properly understood [21]. This leaves the joint power side of the equation which, if completely and accurately calculated, will adequately define the power and work within the system.

Power is defined as:

\[ \text{Power} = M \cdot \omega + F \cdot v \]  

(1)

where \( M \) is a moment acting on a body, \( \omega \) is the angular velocity of the body, \( F \) is the force acting on a body and \( v \) is the linear velocity of the point of application of the force [18] (boldface terms refer to vector quantities and the dot indicates a scalar product). Power can be calculated for each segment on either side of the joint and their sum is the joint power. This leaves eight parameters that are needed to calculate the joint power:

Joint Power = \( M_{\text{proximal}} \cdot \omega_{\text{proximal}} + F_{\text{proximal}} \cdot v_{\text{proximal}} + M_{\text{distal}} \cdot \omega_{\text{distal}} + F_{\text{distal}} \cdot v_{\text{distal}} \)  

(2)

where the subscripts refer to either the proximal or distal segments comprising the joint. Eq. 2 makes only one assumption about the joint: the multiple insertions of the muscle tendons and ligamentous structures can be grouped into a single force and a single moment acting about a specific point. The choice of that point is arbitrary — the resultant force would be the same whereas the resultant moment would be different — and has no effect on the power calculation for that segment. If the point chosen is the instantaneous centre of rotation of the joint, then \( F_{\text{proximal}} = -F_{\text{distal}} \), \( v_{\text{proximal}} = v_{\text{distal}} \), and joint force does not contribute to joint power. This is the basis for the one and three DOF approaches. However, instantaneous centres of joint rotation cannot be reliably calculated from standard motion data, and an alternative strategy has to be explored.

We have chosen as our point of reference the joint centre which is a fixed point in each segment. It will only coincide with the instantaneous joint centre of rotation for a perfect spherical (ball-and-socket) or revolute (hinge) joint. We therefore assumed that the joint centre could be independently estimated from the proximal and distal segments. At any given instant in time, these two points may be assumed to be coincident. Then, by Newton III, \( M_{\text{proximal}} = -M_{\text{distal}} \) and \( F_{\text{proximal}} = -F_{\text{distal}} \), but \( v_{\text{proximal}} \) and \( v_{\text{distal}} \) will not normally be equal (unless the joint centre coincides with the centre of rotation). With these assumptions, Eq. 2 can be simplified to

Joint Power = \( M_{\text{proximal}} \cdot (\omega_{\text{distal}} - \omega_{\text{proximal}}) + F \cdot (v_{\text{distal}} - v_{\text{proximal}}) \)  

(3)

All of these terms must be calculated with respect to the same reference frame in order for the scalar product to be valid. The global reference frame is the most logical choice for a reference frame since joint powers contain two segments in their calculation and the global frame is the only frame common to both segments. The forces and moments can be calculated using standard inverse dynamics approaches [22], leaving only four parameters to be calculated: the angular velocities of the segments, \( \omega_{\text{proximal}} \) and \( \omega_{\text{distal}} \), and the velocities of the points of application of the joint force, \( v_{\text{proximal}} \) and \( v_{\text{distal}} \). These kinematic parameters may be obtained using well-established 3D algorithms [22].

To calculate the joint centres, one set of prediction equations came from the work of Vaughan and his colleagues [22] (cf. equations A13, A16 and A18 in the Appendix), while the second set was based on the other segment which comprises the joint (cf. equations A14, A15 and A17). The second set was determined using the first set of prediction equations as a basis, and gathering data on normal adults who stood in the anatomical position. Based on the notation in the Appendix, Eq. 3 may be written for the right hip, knee and ankle joints.

Joint Power_{right hip} = \( M_{\text{right hip}} \cdot (\omega_{\text{right thigh}} - \omega_{\text{pelvis}}) + F_{\text{right hip}} \cdot (v_{\text{right hip shank}} - v_{\text{right hip pelvis}}) \)  

(4)

Joint Power_{right knee} = \( M_{\text{right knee}} \cdot (\omega_{\text{right shank}} - \omega_{\text{right thigh}}) + F_{\text{right knee}} \cdot (v_{\text{right knee shank}} - v_{\text{right knee thigh}}) \)  

(5)
Joint Power \text{right ankle} =

\begin{align*}
M_{\text{right ankle}} \cdot (\omega_{\text{right foot}} - \omega_{\text{right shank}}) + F_{\text{right ankle}} \cdot (V_{\text{right ankle foot}} - V_{\text{right ankle shank}})
\end{align*}

Gait analysis was conducted on 10 normal subjects (six male, four female, ages 22–40, mass 65.8 ± 11.9 kg). Each subject ascended and descended a staircase which consisted of three steps (22 cm rise, 25 cm run) six times: three trials beginning with the right leg and three with the left [25]. Kinematic and force plate data were collected and analyzed to calculate one, three and six DOF joint power, while the area under the power-time curves was calculated to determine the amount of work performed. The data were pooled and statistical analysis using repeated measures MANOVA ($P < 0.05$) was performed to test for a significant difference between the groups. Repeatability of the one, three and six DOF joint power approaches was tested using a variance ratio (VR) statistic [24].

### 3. Results

Six DOF power was significantly different from both one and three DOF power for stair ascent and stair descent (Table 1, Fig. 2). The work calculated from the six DOF power curve was also significantly different from the one and three DOF curves for stair ascent and stair descent (Table 2).

The statistical method compared only the overall

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1 DOF</th>
<th>Max</th>
<th>Min</th>
<th>3 DOF</th>
<th>Max</th>
<th>Min</th>
<th>6 DOF</th>
<th>Max</th>
<th>Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hip ascending</td>
<td>1.45 (± 0.37)</td>
<td>0.58</td>
<td>± 0.08</td>
<td>2.16$^b$ (± 0.30)</td>
<td>-0.55$^b$ (± 0.09)</td>
<td>1.56 (± 0.36)</td>
<td>-0.65 (± 0.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee ascending</td>
<td>1.47 (± 0.29)</td>
<td>-0.75</td>
<td>± 0.13</td>
<td>1.79 (± 0.30)</td>
<td>-0.79 (± 0.15)</td>
<td>1.59 (± 0.41)</td>
<td>-0.79 (± 0.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ankle ascending</td>
<td>3.07 (± 0.78)</td>
<td>-0.22</td>
<td>± 0.08</td>
<td>2.98 (± 0.81)</td>
<td>-0.28 (± 0.10)</td>
<td>3.16 (± 0.78)</td>
<td>-0.26 (± 0.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hip descending</td>
<td>0.47$^a$ (± 0.15)</td>
<td>-0.14$^a$ (± 0.15)</td>
<td>0.86 (± 0.30)</td>
<td>-0.66 (± 0.20)</td>
<td>0.75 (± 0.23)</td>
<td>-0.65 (± 0.17)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee descending</td>
<td>1.32 (± 1.34)</td>
<td>-2.93</td>
<td>± 1.30</td>
<td>1.55 (± 1.50)</td>
<td>-3.03 (± 1.93)</td>
<td>1.54 (± 1.53)</td>
<td>-3.28 (± 1.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ankle descending</td>
<td>2.35 (± 1.08)</td>
<td>-2.30</td>
<td>± 1.17</td>
<td>2.42 (± 1.19)</td>
<td>-2.82 (± 1.52)</td>
<td>2.66 (± 1.14)</td>
<td>-2.77 (± 1.52)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Mean and standard deviation are shown with significant ($P < 0.05$) differences between one$^a$ and six DOF power or three$^b$ and six DOF power; positive values = power generated; negative values = power absorbed.
maximum and minimum for the gait cycle. Assuming six DOF power to provide the 'correct' values, it was found that one DOF power almost always underestimates the amount of power and could underestimate the power by as much as 92% (Fig. 2d). Three DOF power, on the other hand, underestimates power by as much as 40% (Fig. 2e), overestimates power by as much as 40% (Fig. 2a), and has additional turning points (Fig. 2d).

Table 2
Joint work (J/kg) throughout the gait cycle for one, three and six degree of freedom (DOF) joint power models show that both one and three DOF models differ significantly from the six DOF model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1 DOF</th>
<th>3 DOF</th>
<th>6 DOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hip ascending</td>
<td>0.43</td>
<td>0.73</td>
<td>0.52</td>
</tr>
<tr>
<td>(± 0.12)</td>
<td>(± 0.14)</td>
<td>(± 0.13)</td>
<td></td>
</tr>
<tr>
<td>Knee ascending</td>
<td>0.27</td>
<td>0.36</td>
<td>0.26</td>
</tr>
<tr>
<td>(± 0.10)</td>
<td>(± 0.09)</td>
<td>(± 0.09)</td>
<td></td>
</tr>
<tr>
<td>Ankle ascending</td>
<td>0.43</td>
<td>0.46</td>
<td>0.42</td>
</tr>
<tr>
<td>(± 0.10)</td>
<td>(± 0.11)</td>
<td>(± 0.11)</td>
<td></td>
</tr>
<tr>
<td>Hip descending</td>
<td>0.13</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>(± 0.03)</td>
<td>(± 0.04)</td>
<td>(± 0.07)</td>
<td></td>
</tr>
<tr>
<td>Knee descending</td>
<td>-0.45</td>
<td>-0.56</td>
<td>-0.65</td>
</tr>
<tr>
<td>(± 0.48)</td>
<td>(± 0.57)</td>
<td>(± 0.60)</td>
<td></td>
</tr>
<tr>
<td>Ankle descending</td>
<td>-0.06</td>
<td>-0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>(± 0.22)</td>
<td>(± 0.22)</td>
<td>(± 0.20)</td>
<td></td>
</tr>
</tbody>
</table>

Mean and standard deviation are shown with significant (P < 0.05) differences between one* and six DOF or three* and six DOF.

The variance ratios calculated for one, three and six DOF power (Table 3) are similar to those for the kinematics and moments, showing that power is as repeatable as many gait parameters that are currently used. The six DOF values are approximately the same as the one and three DOF values, suggesting that six DOF power is as repeatable as either one or three DOF power.

4. Discussion

The purpose of this technical note was to introduce true six DOF joint power for stair climbing and to contrast the data with one and three DOF values. We have presented the method and equations by which six DOF can be calculated. This approach, while it has removed the major assumptions currently used by most researchers and clinical programs, still suffers from a number of drawbacks. First, to predict a joint centre with some confidence, three points are normally needed on the segment of interest. Since we have only two markers on the thigh (Fig. 1a), we had to incorporate a pelvic marker to estimate the hip joint centre (equation A14). Clearly this is not ideal. However, we were faced with a decision of utilising either an existing 15-marker set that is well accepted in gait analysis laboratories [23], or adding extra markers to the thigh (e.g. over the greater...
Table 3
Inter-subject Variance Ratios (VRs) at the hip, knee and ankle for joint powers, angles and moments for stair ascent and descent. VRs are a measure of repeatability: the closer the value is to zero the more similar the values, while the closer the values are to 1 (or larger) the more greatly the values differ [24].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Hip Ascent</th>
<th>Hip Descent</th>
<th>Knee Ascent</th>
<th>Knee Descent</th>
<th>Ankle Ascent</th>
<th>Ankle Descent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DOF power</td>
<td>0.15</td>
<td>0.47</td>
<td>0.10</td>
<td>0.85</td>
<td>0.20</td>
<td>0.41</td>
</tr>
<tr>
<td>3 DOF power</td>
<td>0.10</td>
<td>0.30</td>
<td>0.07</td>
<td>0.85</td>
<td>0.21</td>
<td>0.43</td>
</tr>
<tr>
<td>6 DOF power</td>
<td>0.17</td>
<td>0.34</td>
<td>0.13</td>
<td>0.80</td>
<td>0.20</td>
<td>0.41</td>
</tr>
<tr>
<td>Flexion/extension angle</td>
<td>0.04</td>
<td>0.14</td>
<td>0.03</td>
<td>0.05</td>
<td>0.13</td>
<td>0.11</td>
</tr>
<tr>
<td>Abduction/adduction angle</td>
<td>0.37</td>
<td>0.64</td>
<td>0.75</td>
<td>0.85</td>
<td>0.52</td>
<td>0.72</td>
</tr>
<tr>
<td>Internal/external angle</td>
<td>0.83</td>
<td>0.83</td>
<td>0.67</td>
<td>0.66</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Flexion/extension moment</td>
<td>0.09</td>
<td>0.11</td>
<td>0.14</td>
<td>0.11</td>
<td>0.10</td>
<td>0.12</td>
</tr>
<tr>
<td>Abduction/adduction moment</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.13</td>
<td>0.75</td>
<td>0.87</td>
</tr>
<tr>
<td>Internal/external moment</td>
<td>0.07</td>
<td>0.35</td>
<td>0.13</td>
<td>0.18</td>
<td>0.21</td>
<td>0.24</td>
</tr>
</tbody>
</table>

We have shown that for the hip, six DOF power is significantly less than three DOF power for stair ascent and significantly greater than one DOF power during stair descent (Table 1). Furthermore, all six DOF joint work values are significantly less than the three DOF values at all the joints for both ascent and descent (Table 2). These findings beg the questions: which approach should be used by clinicians and researchers? Is six DOF joint power more 'accurate' than three DOF joint power estimates? Some insight into these questions can be gleaned by closer analysis of the work data in Table 2. The total work performed by a human subject when raising his or her body up a set of stairs is the summation of the work done at the six major joints of the lower extremities (hips, knees and ankles on both sides of the body). Assuming left-right symmetry [27], the values for stair ascent from Table 2 are 3.06 J/kg for three DOF and 2.40 J/kg for six DOF. These data should be compared with the target of 2.25 J/kg which is based on the height of the step (0.23 m) and the acceleration due to gravity (9.8 m/s²). Note that the units of J/kg are the same as m²/s². On the basis of this comparison, the six DOF joint power approach would appear to provide a more acceptable estimate of total work than the three DOF approach. While these findings are certainly not the definitive word, they do offer some guidance regarding the effect that certain assumptions have when calculating joint power in three dimensions.
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Appendix A

For the sake of completeness, should anyone wish to implement our six DOF approach, the full set of prediction equations are reproduced in this Appendix. The prediction equations for the right hand side are presented with respect to the $ijk$ unit vector segment reference frames defined in equations A1 through A12 and represented in Fig. 1a-c. The marker positions ($p$) are with reference to a modified Helen Hayes marker set [23].

In equations A13 through A18 the joint centres are subscripted first by the joint centre and then by the segment on which the joint centre calculations are based.

\[
\mathbf{j}_{\text{pelvis}} = \frac{\mathbf{p}_{\text{left ASIS}} - \mathbf{p}_{\text{right ASIS}}}{\mathbf{p}_{\text{left ASIS}} - \mathbf{p}_{\text{right ASIS}}^t}
\]

\[
\mathbf{k}_{\text{pelvis}} = \frac{(\mathbf{p}_{\text{right ASIS}} - \mathbf{p}_{\text{left ASIS}}) \times (\mathbf{p}_{\text{left ASIS}} - \mathbf{p}_{\text{acrum}})}{(\mathbf{p}_{\text{right ASIS}} - \mathbf{p}_{\text{left ASIS}}) \times (\mathbf{p}_{\text{left ASIS}} - \mathbf{p}_{\text{acrum}})^t}
\]

\[
\mathbf{l}_{\text{pelvis}} = \mathbf{j}_{\text{pelvis}} \times \mathbf{k}_{\text{pelvis}}
\]

\[
\mathbf{j}_{\text{right thigh}} = \frac{\mathbf{p}_{\text{right knee}} - \mathbf{p}_{\text{right ASIS}}}{\mathbf{p}_{\text{right knee}} - \mathbf{p}_{\text{right ASIS}}^t}
\]

\[
\mathbf{k}_{\text{right thigh}} = \frac{(\mathbf{p}_{\text{right thigh}} - \mathbf{p}_{\text{right ASIS}}) \times (\mathbf{p}_{\text{right knee}} - \mathbf{p}_{\text{right ASIS}})}{(\mathbf{p}_{\text{right thigh}} - \mathbf{p}_{\text{right ASIS}}) \times (\mathbf{p}_{\text{right knee}} - \mathbf{p}_{\text{right ASIS}})^t}
\]

\[
\mathbf{l}_{\text{right thigh}} = \mathbf{i}_{\text{right thigh}} \times \mathbf{j}_{\text{right thigh}}
\]

\[
\mathbf{j}_{\text{right shank}} = \frac{\mathbf{p}_{\text{right malleolus}} - \mathbf{p}_{\text{right knee}}}{\mathbf{p}_{\text{right malleolus}} - \mathbf{p}_{\text{right knee}}^t}
\]

\[
\mathbf{k}_{\text{right shank}} = \frac{(\mathbf{p}_{\text{right shank}} - \mathbf{p}_{\text{right knee}}) \times (\mathbf{p}_{\text{right malleolus}} - \mathbf{p}_{\text{right knee}})}{(\mathbf{p}_{\text{right shank}} - \mathbf{p}_{\text{right knee}}) \times (\mathbf{p}_{\text{right malleolus}} - \mathbf{p}_{\text{right knee}})^t}
\]

\[
\mathbf{l}_{\text{right shank}} = \mathbf{i}_{\text{right shank}} \times \mathbf{j}_{\text{right shank}}
\]

\[
\mathbf{j}_{\text{right foot}} = \frac{\mathbf{p}_{\text{right 2nd metatarsal head}} - \mathbf{p}_{\text{right heel}}}{\mathbf{p}_{\text{right 2nd metatarsal head}} - \mathbf{p}_{\text{right heel}}^t}
\]

\[
\mathbf{k}_{\text{right foot}} = \frac{(\mathbf{p}_{\text{right 2nd metatarsal head}} - \mathbf{p}_{\text{right malleolus}}) \times (\mathbf{p}_{\text{right heel}} - \mathbf{p}_{\text{right ankle}})}{(\mathbf{p}_{\text{right 2nd metatarsal head}} - \mathbf{p}_{\text{right malleolus}}) \times (\mathbf{p}_{\text{right heel}} - \mathbf{p}_{\text{right ankle}})^t}
\]

\[
\mathbf{l}_{\text{right foot}} = \mathbf{k}_{\text{right foot}} \times \mathbf{i}_{\text{right foot}}
\]

\[
\mathbf{p}_{\text{right hip pelvis}} = \mathbf{p}_{\text{acrum}} + 0.598 (\text{ASIS breadth})j_{\text{pelvis}}
- 0.344 (\text{ASIS breadth})k_{\text{pelvis}}
- 0.290 (\text{ASIS breadth})l_{\text{pelvis}}
\]

\[
\mathbf{p}_{\text{right hip thigh}} = \mathbf{p}_{\text{right ASIS}} - 0.120 (\text{right thigh circumference})j_{\text{right thigh}}
+ 0.167 (\text{right thigh length})k_{\text{right thigh}}
+ 0.092 (\text{ASIS breadth})l_{\text{right thigh}}
\]

\[
\mathbf{p}_{\text{right knee thigh}} = \mathbf{p}_{\text{right knee}} - 0.015 (\text{right thigh length})j_{\text{right thigh}}
+ 0.500 (\text{right knee diameter})k_{\text{right thigh}}
\]
\[
\text{Right knee shank} = \text{Right knee} + 0.500 \times (\text{right knee diameter})_{\text{right shank}} \tag{A16}
\]

\[
\text{Right ankle shank} = \text{Right malleolus} - 0.015 \times (\text{right shank circumference})_{\text{right shank}}
- 0.052 \times (\text{right shank length})_{\text{right shank}}
+ 0.470 \times (\text{right malleolus diameter})_{\text{right shank}} \tag{A17}
\]

\[
\text{Right ankle foot} = \text{Right malleolus} + 0.742 \times (\text{right foot length})_{\text{right foot}}
+ 1.074 \times (\text{right malleolus height})_{\text{right foot}}
- 0.187 \times (\text{right foot breadth})_{\text{right foot}} \tag{A18}
\]
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ABSTRACT

KOWALK, D. L., J. A. DUNCAN, F. C. McCUE III, and C. L. VAUGHAN. Anterior cruciate ligament reconstruction and joint dynamics during stair climbing. Med. Sci. Sports Exerc., Vol. 29, No. 11, pp. 1406–1413, 1997. Athletes with anterior cruciate ligament (ACL) deficiencies exert decreased knee extension moments during level walking (quadriceps avoidance gait), and yet within a few months of ACL reconstruction they are often expected to return to competitive sport. To investigate this issue further, 10 normal subjects and seven ACL deficient patients were evaluated both pre- and post-operatively (mean follow-up of 6 months), and each performed multiple trials ascending a staircase which consisted of three steps. Bilateral joint angles, moments, powers, and work were measured and the data were ensemble averaged and statistically analyzed (repeated measures ANOVA with significance level set at 0.05). Anterior-posterior knee laxity decreased significantly (from 7.9 mm to 5.8 mm) while subjective knee function also improved following ACL reconstruction (knee score increased from 70.4 to 88.5). Pre-operatively, there were no statistically significant differences in biomechanical parameters between the patients’ ACL-deficient and intact sides and the normal subjects. Post-operatively, however, statistically significant reductions were seen for the peak moment (91.9 vs 22.5 Nm), power (181 vs 84 W), and work performed (28.0 vs –5.6 J) at the injured knee, which was also the knee from which the patellar tendon graft had been harvested. These reductions were accommodated by significant increases in excursion, moment, and power at the contralateral ankle joint. The results indicate that while the ACL reconstructions were successful in restoring anterior-posterior knee stability, the decrease in knee power and work performed post-operatively by the injured (i.e., donor) knee suggests that donor site morbidity may need to be critically evaluated over a long-term period.

KNEE BIOMECHANICS, GAIT ANALYSIS, ORTHOPAEDIC SURGERY

Anterior cruciate ligament (ACL) injuries are the most common ligament injury of the knee (18). The ACL provides constraint to prevent anterior displacement of the tibia on the femur and is thought to be especially important for anterior-posterior stability when the knee is flexed (22). Noyes et al. (23,24) found that approximately one-third of ACL deficient patients were able to improve knee function following rehabilitation with few subsequent (or no) symptoms during activities of daily living or recreational activity. One-third of their patients showed no improvement with rehabilitation, and the final third, despite therapy, had worsening of their symptoms of knee instability. This finding suggests that some patients were able to develop compensatory adaptations to accommodate their lack of intrinsic knee stability while others were not (19). Radiographic changes of degenerative joint disease have been demonstrated following ACL disruption (12,18) which correlates with the patients’ continued participation in strenuous activity and symptoms of giving way. For this reason, it is common for orthopaedic surgeons to recommend surgical reconstruction for patients with a torn ACL.

Several surgical procedures have been developed to restore stability to the ACL deficient knee including bone-patellar tendon-bone autograft (26), semitendinosus tendon autograft (10), iliotibial band autograft (15,29,37), cadaveric patellar tendon allograft (31), synthetic replacement (9,17,32,36), and extra-articular reconstruction (3,6,8). While all these procedures provide some increase in knee stability, few have been evaluated objectively to determine whether dynamic knee function is improved. It is significant that a recent issue of Clinical Orthopaedics and Related Research (No. 325, 1996) devoted 13 papers to failed ACL surgery.

ACL deficient patients have been studied in the sagittal plane during level walking, jogging, and stair climbing (2,4). These studies demonstrated a decrease in knee extension moments in ACL deficient patients during level walking and jogging where peak knee moments occurred at 20° and 40° of knee flexion, respectively. The pattern was termed a “quadriceps avoidance gait,” where patients exhibited a net internal flexion moment, and was elicited during activities where the knee was loaded in only a few degrees of flexion and where quadriceps activity produced an anterior drawer force on the proxi-
ACL REPAIR AND BIOMECHANICS OF STAIR CLIMBING

These studies also demonstrated that peak external knee moments were actually higher in ACL deficient patients than in normals during stair ascent (2,4). No data were presented, however, for knee moments following ACL reconstruction. This finding of larger moments across the ACL deficient knee during stair ascent may at first appear to be counter-intuitive, since the biomechanical demands of stair climbing (20,21) might seem more likely to elicit a quadriceps avoidance gait. The purpose of this study, therefore, was to examine the adaptations at the hips, knees, and ankles in ACL deficient patients and to determine whether these patterns returned toward normal following surgical reconstruction. Specifically, the following hypotheses were tested: 1) Pre-operatively, there would be a significant reduction (compared with normal) in the moment, power, and work generated by the ACL deficient knee when ascending stairs; and 2) Post-operatively, there would be no significant difference (compared with normal) in the joint kinetics.

MATERIALS AND METHODS

Subjects. Gait analysis was conducted on 10 normal healthy adults (six males and four females, ages 22–40 yr), and seven unilateral ACL deficient patients (five males and two females, ages 18–38 yr) both pre-operatively and post-operatively. Patients were selected pre-operatively from the orthopaedic clinic of one of the authors (FCM) with the selection criteria being that the subject have no significant musculoskeletal injuries or deformity involving either lower extremity other than the ACL deficient knee and that he/she have the ability to ascend stairs without the use of a railing. The testing protocol was approved by the university’s review board, and informed consent was obtained from each subject before testing.

Knee evaluation. All seven patients had unilateral ACL tears, confirmed by clinical exam and magnetic resonance imaging. No other ligamentous instability was noted on clinical exam. Four of the seven patients had tears of the posterior horn of the medial meniscus, while the others had no meniscal injury. Knee laxity was measured using a KT-1000 Knee Ligament Arthrometer (MedMetric Corp, San Diego, CA) with 89 N (20 lb) of anterior pull. Only five of the seven patients had KT-1000 testing performed both pre- and post-operatively since the device was not always available at the time of testing. Subjective knee function was rated pre- and post-operatively using the rating system developed by Harter et al. (11).

Surgical procedure. All patients underwent arthroscopic ACL reconstruction using middle third bone-patellar tendon-bone autograft (25) performed by the same surgeon (FCM). In each of the seven patients, primary ACL reconstruction was performed with the patellar tendon harvested from the ipsilateral knee (i.e., the injured knee). Following reconstruction, all subjects were rehabilitated with the same protocol. Post-operative testing was not done until at least 12 wk following reconstruction (range 3.2 to 11.3 months, mean 6.0 months). While some authors have advocated an accelerated rehabilitation protocol in which patients return to light sports as early as the eighth week after surgery (30), 12 wk is normally considered the earliest period for resumption of exercise by most clinicians (27). Patients are normally allowed to resume competitive athletic activity after the sixth post-operative month (16). All patients in the present study were actively involved in exercise at the time of their evaluation, although only two had returned to competitive athletics.

Gait analysis. Each of the normal subjects, as well as the ACL deficient and ACL reconstructed patients, ascended a set of stairs barefoot, at a freely selected speed, a total of six times: three times beginning with the right foot and three times beginning with the left. The staircase consisted of three steps (23 cm rise, 25 cm run) which were attached to two force plates, with pre-loading and calibration of the staircase performed according to previously established guidelines (5). For each of the three subject groups (normals, patients pre-operatively, and patients post-operatively), kinematic data were collected using a four-camera system from Motion Analysis Corporation (Santa Rosa, CA) while ground reaction forces were gathered with Kistler force plates (Winterthur, Switzerland). All these data were sampled at 60 Hz and subsequently analyzed to calculate joint angles, moments, powers, and work using well-accepted biomechanical techniques (7,20,34). The joint moments were calculated as internal moments, that is, the action of the proximal segment on the distal segment (20,21) in contrast to other workers in the field (1,2,4) who have adopted the external moment convention. Moments, usually expressed in units of Nm, were normalized to body weight (BW) and leg length (LL) and expressed as a percentage (20). Both power and work were normalized to body mass (note that the body mass and leg length means were: normals, 65.8 kg and 0.96 m; patients pre-operatively, 90.4 kg and 1.07 m; and patients post-operatively, 93.3 kg and 1.07 m).

Statistical analysis. Bilateral knee laxity and subjective knee function data were collected for the patients pre- and post-operatively. In addition, bilateral kinematic (maximum joint excursion) and kinetic (maximum joint moment, power, and work) parameters were gathered for the hip, knee, and ankle joints of the normal control subjects and the patients pre- and post-operatively. For the normal subjects, the data for the left and right sides were pooled, the decision being based on a prior study where bilateral symmetry was shown (20). Since the
objective was to evaluate the effects of surgery, statistical comparison was made between the injured knees (i.e., the ACL reconstructed knees) and the intact knees. To facilitate the interpretation of the data, the following comparisons were made:

1. Normal vs injured pre-operatively
2. Normal vs intact pre-operatively
3. Injured vs intact pre-operatively
4. Injured pre-operatively vs injured post-operatively
5. Intact pre-operatively vs intact post-operatively
6. Injured vs intact post-operatively
7. Normal vs injured post-operatively
8. Normal vs intact post-operatively

A factorial repeated-measures ANOVA was used to determine these comparisons. The statistical package used for all analyses was SPSS/PC+ for IBM-compatible computers (SPSS, Chicago, IL) and the significance level was set at 0.05. A prior study (20) indicated that despite the relatively low number of subjects (10 normal controls and 7 patients), there would be sufficient statistical power in the kinematic and kinetic data to allow adequate comparison. In fact, based on a preliminary analysis of the data from the current study, with a desired power of 0.8 the phi coefficient was greater than 1.0 for each of the 12 parameters, indicating that the sample size was adequate. The variance ratio statistic (13) was used to confirm that the data were consistent across trials.

### RESULTS

#### Knee evaluation.
A significant difference was found in knee laxity for the injured leg pre- and post-operatively (P < 0.01), with all five recorded values decreasing, from a mean of 7.9 mm to 5.8 mm. These results were consistent with the subjective findings that the surgeries were successful and knee stability and function had improved (knee score 70.4 pre-operatively vs 88.5 post-operatively).

#### Pre-operative comparison.
Before surgery there were no statistical differences for any of the parameters when the donor and non-donor knees were compared with normal (cf. comparisons [1] and [2] in Table 1). (Note that statistically significant differences in Table 1 have been highlighted by adding an asterisk to the mean value while the superscripts [1] through [8] indicate the relevant comparison). Furthermore, there were also no differences between the injured and intact knees pre-operatively (comparison [3]). Thus, despite the instability resulting from ACL deficiency (a Lachman value of 7.9 mm for the injured knees and 4.4 mm for the intact knees), the patients’ stair climbing gait was kinematically and dynamically symmetric before surgery. These statistical findings (Table 1) may be verified by studying the mean data for the joint powers (Figs. 1, 2, and 3) which are plotted throughout the gait cycle. The data have been separated according to side: (a) injured and (b) intact.

### Table 1. Ensemble averages (and SD) for 10 normals and 7 ACL patients during stair ascent

<table>
<thead>
<tr>
<th>Parameter/Joint</th>
<th>Normals</th>
<th>Injured</th>
<th>Intact</th>
<th>Injured</th>
<th>Intact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excursion (degrees)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hip</td>
<td>10.5</td>
<td>10.5</td>
<td>10.0</td>
<td>11.4</td>
<td>11.4</td>
</tr>
<tr>
<td>Knee</td>
<td>9.0(7)*</td>
<td>9.7(7)*</td>
<td>7.9(7)</td>
<td>2.3(11)*</td>
<td>6.3(11)</td>
</tr>
<tr>
<td>Ankle</td>
<td>12.7</td>
<td>11.0</td>
<td>11.8</td>
<td>12.6</td>
<td>13.6</td>
</tr>
<tr>
<td>Moment (%BWxLL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hip</td>
<td>1.5</td>
<td>2.0</td>
<td>1.8</td>
<td>1.9</td>
<td>1.7</td>
</tr>
<tr>
<td>Knee</td>
<td>1.8(7)*</td>
<td>2.0(7)*</td>
<td>1.8(7)</td>
<td>0.9(11)*</td>
<td>1.6(11)</td>
</tr>
<tr>
<td>Ankle</td>
<td>3.2(8)*</td>
<td>2.7(6)*</td>
<td>2.9(6)*</td>
<td>3.0(8)*</td>
<td>4.2(11)</td>
</tr>
<tr>
<td>Power (W/kg^-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hip</td>
<td>0.44</td>
<td>0.55</td>
<td>0.51</td>
<td>0.53</td>
<td>0.60</td>
</tr>
<tr>
<td>Knee</td>
<td>0.32(7)*</td>
<td>0.31(8)*</td>
<td>0.22(24)</td>
<td>-0.09(14)*</td>
<td>0.28(11)</td>
</tr>
<tr>
<td>Ankle</td>
<td>0.35(8)*</td>
<td>0.35(12)</td>
<td>0.33(8)</td>
<td>0.35(16)</td>
<td>0.44(27)</td>
</tr>
</tbody>
</table>

* indicates significant differences.

Excursion refers to the angular range of motion during one gait cycle (cf. Fig. 1). Moments, usually expressed in units of Nm, are normalized to body weight (BW) and leg length (LL) and expressed as a percentage. Both power and work have been normalized to body mass. Note that the body mass and leg length means are: normals, 65.8 kg and 0.66 m; patients pre-operatively, 80.4 kg and 1.07 m; patients post-operatively, 93.3 kg and 1.07 m. Statistical comparison was done using repeated measures ANOVA with significance set at P < 0.05.

1. Normal vs injured pre-operatively
2. Normal vs intact pre-operatively
3. Injured vs intact pre-operatively
4. Injured pre-operatively vs injured post-operatively
5. Intact pre-operatively vs intact post-operatively
6. Injured vs intact post-operatively
7. Normal vs injured post-operatively
8. Normal vs intact post-operatively
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Figure 1—Ensemble averages of hip power during stair ascent for (a) the injured side, and (b) the intact side. The solid lines represent the average of six trials for each of 10 normal subjects. Dashed lines are the pre-operative data and dotted lines are the post-operative data and represent the average of six trials for each of seven ACL deficient patients. Powers are normalized to body mass in kg. Note that the average values for the subjects are: normals, 65.8 kg; patients pre-operatively, 90.4 kg; and patients post-operatively, 93.3 kg.

with the curves for the normal subjects plotted in a solid line and pre-operative curves indicated by a dashed line.

Post-operative comparison. After surgery the most important finding was a statistically significant reduction in the knee moment, power, and work at the injured knee (comparison [4]). The maximum knee moment decreased from a normalized value of 9.7 to 2.3 (91.9 to 22.5 Nm when scaled for body weight and leg length), the knee power decreased from 2.0 to 0.9 W·kg⁻¹, and the knee work dropped from 0.31 to −0.06 J·kg⁻¹ (cf. Table 1,
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Figure 2—Ensemble averages of knee power during stair ascent for (a) the injured side, and (b) the intact side. The solid lines represent the average of six trials for each of 10 normal subjects. Dashed lines are the pre-operative data and dotted lines are the post-operative data and represent the average of six trials for each of seven ACL deficient patients. Powers are normalized to body mass in kg. Note that the average values for the subjects are: normals, 65.8 kg; patients pre-operatively, 90.4 kg; and patients post-operatively, 93.3 kg.
in Figures 1 through 3. The data in Table 1 are based on the average of the individual maxima, wherever these occur in the gait cycle. When the data are ensemble averaged to produce Figures 1 through 3, the effect is to attenuate the contribution of peaks that occur at slightly different times. For example, the power at the injured knee post-operatively is reported as 0.9 W·kg⁻¹ in Table 1, whereas the equivalent value in Figure 2a is closer to 0.7 W·kg⁻¹.

Simultaneous with the reduction in kinetic parameters for the injured knee, there were also significant changes in some parameters for the intact side post-operatively (comparison [5]). These occurred at the ankle joint. There was a statistically significant increase in ankle joint power from 2.8 to 4.4 W·kg⁻¹ (cf. Table 1, Fig. 3b). Although not statistically significant, ankle excursion increased from 33.6 to 41.0 degrees, while ankle joint moment increased from a normalized value of 11.8 to 13.6 (111.9 to 133.1 N·m when scaled for body weight and leg length).

Given these changes at the injured knee and the ankle joint of the intact side, it is not surprising that there would be considerable asymmetry post-operatively (comparison [6]): the knee joint values on the injured side tended to be significantly smaller while the ankle joint values on the intact side were significantly greater (Table 1). When comparing the post-operative data with normal, the knee joint parameters on the injured side were reduced: the moment from 9.0 to 2.3, the power from 1.6 to 0.9 W·kg⁻¹, and the work from 0.22 to -0.06 J·kg⁻¹ (comparison [7]).

Compensatory strategies in stair ascent. The total work performed by a human subject when raising his...
or her body up a set of stairs is the summation of the work done at the six major joints of the lower extremity (hips, knees, and ankles on both sides of the body). The mean values of Table I have been combined and illustrate that the total work done by the normal subjects is the same as by the patients pre- and post-operatively when normalized to body mass (Fig. 4). The mean value between 2.0 and 2.5 J·kg⁻¹ is based on the height of the stair (0.23 m) and the acceleration owing to gravity (9.8 m·s⁻²). Note that units of J·kg⁻¹ are the same as m²·s⁻². In Figure 4, when the pre- and post-operative joint work data are compared, the contribution from the injured knee (knee 1) is dramatically reduced. In fact, it has a negative value, indicating power absorption. To accommodate for this lack of contribution from the injured knee, the work generated by the intact ankle and hip were increased.

**DISCUSSION**

**Evaluation of hypotheses.** The purpose of this study was to determine whether ACL deficient patients placed higher loads across their injured knee during stair climbing as indicated in previous studies (2,4) and to ascertain whether their stair climbing patterns returned toward normal following surgical reconstruction. Specifically, it was hypothesized that patients’ knee joint moments, power, and work would be significantly less than normal pre-operatively but that these parameters would return to normal levels post-operatively. As highlighted in the results section, quite the opposite was found (cf. Table 1). Pre-operatively, there were no statistically significant differences in biomechanical parameters, but post-operatively there was a significant reduction in knee joint moment, power, and work on the injured (or operated) side.

**Pre-operative comparison.** The first question that needs to be addressed is: why do ACL deficient patients demonstrate a quadriceps avoidance gait in level walking (2,4) but not when ascending stairs? After all, the loads placed on the structures around the knee joint are far greater in stair climbing than in level walking (20,21). The answer perhaps lies in the possibility that the ACL helps to provide anterior-posterior stability by resisting an anterior drawer force on the proximal tibia, and this force’s magnitude and direction are directly related to the ground reaction force vector. During the stance phase of normal level walking, the ground force has a direction which oscillates about the knee joint center: first anterior, then posterior, and finally anterior just before push-off. By Newton’s law of action and reaction, there must therefore be a net flexor moment, then extensor and finally a flexor moment (35). The extensor moment at the knee is generated by the quadriceps muscles. The backward horizontal ground reaction force in early to midstance produces a forward shearing force between distal femur and proximal tibia which serves to simulate a Lachman test and so an ACL deficient person will try to minimize the extensor moment by ensuring that the ground reaction vector passes anterior to the knee joint center. In contrast, the climbing of stairs generates ground reaction forces that are primarily vertically directed (cf. Fig. 5) and the shearing forces between femur and tibia are probably minimized, possibly reducing the need for quadriceps avoidance.

**Post-operative comparison.** The second question that needs to be addressed is: why do patients post-operatively demonstrate a reduction in knee joint moment and power on the injured (operated) side despite the decrease in joint laxity and subjective improvement in knee function? As has been pointed out, the knee extensor moments required to ascend a set of stairs tend to be much greater than for level walking (1,21). It is the quadriceps muscle group, with the tension being transmitted through the patellar tendon, that generates this large extensor moment. Since the operative procedure harvests the ACL replacement from the patellar tendon (25), it is probably reasonable to assume that the tendon’s force-generating capacity will be affected. Rubinstein et al. (28) found decreases in knee extensor strength post-operatively (69% of normal at 6 wk) which returned to 93% of normal by 1 yr. Tibone et al. (33) also demonstrated knee extensor weakness; however, in their subjects strength only returned to 85% by 2 yr. Inman et al. (14) demonstrated a persistent "partial quadriceps avoidance gait" during level walking in their subjects who were evaluated 8–12 months post-operatively. Since the patients in the present study were evaluated at 3.2 to 11.3 months post-operatively, it is possible that the acute effects of the reconstruction are still present, but following a longer rehabilitation period these effects will disappear.

**Compensatory strategies in stair ascent.** Despite the reduction in the moment, power, and work exerted at the injured (operated) knee, all the subjects were able to negotiate a set of stairs quite successfully 6 months after
Finding because autogenous patellar tendon grafts are standard orthopaedic practice for ACL deficient patients who are permitted to return to competitive athletics 6 months after surgery (26). Another issue not addressed in this study is whether the diminution in knee joint function for stair climbing would translate to other activities which might require large extensor moments (2). Future studies should certainly focus on the long-term sequelae of ACL reconstruction by patellar tendon autograft and also contrast this operative approach with other methods of reconstruction.
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Abstract—Temporal-distance parameters for 88 children with the spastic diplegia form of cerebral palsy (CP) are grouped using the fuzzy clustering paradigm. The two features chosen for clustering are stride length and cadence which are normalized for age and leg length using a model based on a population of 68 neurologically intact children. Using information provided by the neurologically intact population and cluster validity techniques, five clusters for the children with cerebral palsy are identified. The five cluster centers represent distinct walking strategies adopted by children with cerebral palsy. Utilizing just four easily obtained parameters—stride length, cadence, leg length and age—and a small number of simple equations, it is possible to classify any child with spastic diplegia and to generate an individual’s membership values for each of the five clusters. The clinical utility of the fuzzy clustering approach is demonstrated in the spastic diplegia form of cerebral palsy (one neurosurgical and one orthopaedic) where changes to classify any child with spastic diplegia and to generate an individual’s membership values for each of the five clusters. The clinical utility of the fuzzy clustering approach is demonstrated in the spastic diplegia form of cerebral palsy (one neurosurgical and one orthopaedic) where changes in membership of the five clusters provide an objective technique for measuring improvement. This approach can be adopted to study other clinical entities where different cluster centers would be established using the algorithm provided here.

Index Terms—Cerebral palsy, clustering, fuzzy, gait.

I. INTRODUCTION

Ambulatory abilities and gait patterns vary in cerebral palsy [1]. Attempts to classify these children based on ambulatory function and gait measurements have been primarily qualitative [2], [3] and are therefore of limited scientific relevance. Many treatments are designed to improve gait patterns in children with cerebral palsy (CP), but due to the heterogeneity of children with this diagnosis, evaluation of treatment effects in this population is problematic [4], [5]. Therefore, the need exists for a quantitative, objective technique to clearly identify (or differentiate) subgroups of children with CP in order to assess the outcome of surgical or therapeutic interventions.

Gait analyzes produce kinematic, kinetic and electromyographic (EMG) measurements of human walking [6]. Pattern recognition techniques have been employed to characterize normal and pathological gait patterns using various sets of these gait parameters as feature vectors. Several researchers have used supervised techniques where groups are defined a priori and the data are analyzed to give quantitative mechanisms which will correlate with these groupings, e.g., discriminant analysis. Tibarewala and Ganguli [7] selected eight gait parameters including total velocity change and total time for the acceleration and deceleration phase of gait for each leg in 67 subjects. Basic differences in the patterns associated with different types of subjects were noted and these differences were exploited by using discriminant analysis to differentiate groups defined a priori. In a similar approach, Richardson and Brubaker [8] used Fourier analysis of time series data to obtain an individual’s gait signature and discriminant analysis was shown to be capable of identifying gender and velocity based on differences among individuals. One of the earliest attempts at quantitative supervised pattern recognition applied to electromyographic recordings (EMG) can be attributed to Bekey et al. [9] where both normal and pathological gaits are considered. The activity information (on or off) for six muscles, swing or stance, was represented in a 12-element binary vector and the results of discriminant analysis with 11 sets of data for training and 19 sets for testing were presented.

Other researchers have used descriptive and subjective techniques to establish groupings. In order to identify clinical subgroups in cerebral palsy, Winters et al. [2] examined sagittal plane kinematic and EMG data for 46 children with spastic hemiplegia, and presented four descriptive patterns of involvement, progressing from distal to proximal as severity increased. However, these authors did not demonstrate that the gait data correlated statistically with the groupings. Kadaba et al. [10] used a more quantitative approach with 30 children diagnosed with spastic diplegia. Here again kinematics were the selected parameters, with principal component analysis being employed for dimension reduction. Twelve features resulted and these were clustered using a stepwise K-means clustering algorithm where the number of clusters was chosen arbitrarily (i.e., no cluster validity) and no less than ten subgroups were identified from the 30 subjects. Interestingly, both Winters et al. [2] and Kadaba et al. [10] relied most heavily on kinematic data for classification purposes. However, temporal-distance parameters are perhaps more fundamental [11], and should therefore be considered when differentiating gait patterns. Lastly, several purely descriptive classification schemes based primarily on ambulatory ability have been developed and
utilized with patients with other motor disorders. Hoffer and colleagues [3] grouped children with myelomeningocele into one of three levels, the first two of which were ambulatory and the third included patients who were unable to ambulate. Damiano and Abel [12] utilized a similar classification in children with CP which added a third ambulatory level between the first and second levels of the Hoffer classification. Perry and co-authors [13] developed a six level ambulatory classification scheme to differentiate locomotor ability in patients who were recovering from strokes.

The purpose of the present study was to use temporal-distance parameters with the fuzzy clustering technique to objectively group the ambulation of neurologically intact children and those with cerebral palsy. Unlike the previous techniques [2], [3], [7]-[10], [12], [13] the groupings were not established a priori nor was the technique descriptive or subjective. The advantages of the fuzzy clustering technique is that it allows multiple memberships of groups. These groups are not defined a priori and the changes in memberships pre- and postoperatively can be utilized by clinicians as an objective measure of improvement. In addition, the cluster centers will provide biomechanical insight and help to identify the different walking strategies adopted by children with CP.

II. GAIT MEASUREMENTS AND FEATURE SELECTION

A. Gait Measurements

Eighty eight children with the spastic diplegia form of cerebral palsy (ranging from 2 to 20 years with a mean of 9.9 years), and a neurologically intact control group of 68 children (ranging from 2 to 13 years with a mean of 7.1 years) with no history of motor pathology, were evaluated in the Motion Analysis Laboratory at the University of Virginia. Each child performed at least three walking trials at a freely selected and comfortable walking speed. Temporal-distance and kinematic data were collected on all children with a six-camera Vicon system (Oxford Metrics, Oxford, England). All data were processed through Vicon Clinical Manager (Version 1.21) software. The data for each child are ensemble averages of at least three trials, with values for the right and left sides averaged. For normalization purposes, each child's leg length was recorded. Leg length was measured segmentally (distance from the greater trochanter to femoral epicondyle, plus distance to medial malleolus, plus distance to plantar surface of foot).

B. Feature Selection

The demand for a large number of samples grows exponentially with the dimensionality of the feature space. This limitation is related to what Bellman calls the "curse of dimensionality" and imposes a restriction on the number of features that should be selected [14]. The dimension of the feature space was chosen to be two. This corresponds with a commonly accepted heuristic that the number of samples (88 and 68 in this case) should equal approximately ten to the power of the dimension of the feature space [15] (i.e., \( 10^2 = 100 \)).

The two features chosen were stride length and cadence. These two parameters are favored by biomechanists and healthcare professionals because of ease of interpretation and clinical utility. Choosing these two temporal-distance parameters can be partially justified by Damiano and Abel [12] where it was found that temporal-distance parameters, such as stride length and cadence, were more sensitive indicators of the degree of motor involvement among children with CP than parameters such as kinematics which focused on single joints. Stride length and cadence are considered to be fundamental gait parameters [11]. Stride length is a composite measure of the functional ranges of motion at the joints of the lower extremity, while cadence is a measure of the central nervous system's ability to modulate reciprocal leg movements. As such they are statistically independent when normalized for leg length and age [16].

III. MATHEMATICAL ALGORITHMS

A. Normalization for Age and Leg Length

One of the major difficulties in using the temporal-distance parameters to differentiate gait patterns in children is the effect of age and leg length [17]. In order to have a reasonable number of samples, it is necessary to collect data from children of many different ages and leg lengths and therefore a proper normalization technique is required. Also, there is a time difference between the gathering of data for a child who is being assessed pre- and postoperatively and for proper comparison a normalization technique is an imperative. Recently, a comprehensive technique for the normalization of gait parameters for age and leg length has been developed [16], [18]. One of the advantages of this technique is that it allows the normalization of a data set using a model based on the data set itself or a model based on a reference data set. Here, there are two data sets, 68 neurologically intact children in a control group and 88 children with CP. The control group was normalized using a model based on themselves. The children with CP are normalized using the model for the control group. Using this approach, any trends in the neurologically intact children for leg length and age are removed. For the children with CP any trends that would be expected in a neurologically intact population are removed, thus leaving any pathological trends unchanged. This would not be achieved if the children with CP were normalized using a model based on themselves.

For the control group stride length was normalized with respect to leg length according to

\[
NSL_N = SL_N - (a_0 + a_1 LL_N + a_2 (LL_N)^2 + \cdots + a_k (LL_N)^k + \bar{SL}_N)
\]  

where \(NSL_N\) is the normalized stride length of the control group children, \(SL_N\) is the stride length of the control group children, \(LL_N\) is the leg length of the control group children, \(a_0, a_1, \ldots, a_k\) are the parameters of the \(k\)th order polynomial model which describes the stride length/leg length relationship for the control group children and \(\bar{SL}_N\) is the average stride length of the control group children.
For children with CP the stride length was normalized with respect to leg length according to

\[ NSL_{\text{CP}} = SL_{\text{CP}} - (a_0 + a_1 LL_{\text{CP}} + a_2 (LL_{\text{CP}})^2 + \cdots + a_k (LL_{\text{CP}})^K) + \overline{SL} \]

where \( NSL_{\text{CP}} \) is the normalized stride length of the children with CP, \( SL_{\text{CP}} \) is the stride length of the children with CP and \( LL_{\text{CP}} \) is the leg length of the children with CP.

For the control group children cadence was normalized with respect to age according to

\[ NCAD_{N} = CAD_{N} - (b_0 + b_1 AGE_{N} + b_2 (AGE_{N})^2 + \cdots + b_k (AGE_{N})^K) + \overline{CAD} \]

where \( NCAD_{N} \) is the normalized cadence of the control group children, \( CAD_{N} \) is the cadence of the control group children, \( AGE_{N} \) is the age of the control group children, \( b_0, b_1, \ldots, b_k \) are the parameters of the kth order polynomial model which describes the cadence/age relationship for the control group children and \( \overline{CAD}_{N} \) is the average cadence of the control group children.

For the children with CP cadence was normalized with respect to age according to

\[ NCAD_{\text{CP}} = CAD_{\text{CP}} - (b_0 + b_1 AGE_{\text{CP}} + b_2 (AGE_{\text{CP}})^2 + \cdots + b_k (AGE_{\text{CP}})^K) + \overline{CAD} \]

where \( NCAD_{\text{CP}} \) is the normalized cadence of the children with CP, \( CAD_{\text{CP}} \) is the cadence of the children with CP and \( AGE_{\text{CP}} \) is the age of the children with CP.

B. Scaling

Since the fuzzy technique to be employed for clustering uses the Euclidean distance (10) as a measure of similarity (dissimilarity), scaling each feature vector to have unity variance is prudent and thereby avoids the possibility of one feature dominating simply due to large numerical values. This scaling step follows normalization and precedes the clustering algorithm. For stride length it is given as

\[ SNSL = SF_{\text{SL}} NSL \]

where \( SNSL \) is the scaled, normalized stride length, \( SF_{\text{SL}} \) is the scaling factor for stride length and \( NSL \) is the normalized stride length.

For cadence the scaling procedure is given as

\[ SNCD = SF_{\text{CAD}} NCAD \]

where \( SNCD \) is the scaled, normalized cadence, \( SF_{\text{CAD}} \) is the scaling factor for cadence and \( NCAD \) is the normalized cadence.

C. Clustering

The fuzzy clustering paradigm [20] is used here as it allows for a subject to have graded membership of several groups which is particularly suited to children with CP [21]. This condition encompasses a very wide range of symptoms and patients may fall along a continuum rather than in well-defined clinical groups. Fuzzy clustering differs from hard clustering in that each individual has a degree of membership of each cluster, rather than complete membership of a single cluster. The fuzzy approach is much more informative and realistic as most objects typically have a strongest membership of one group but share attributes of many groups. A child may therefore exhibit walking behavior which would identify him/her with several groups. Also, since gait parameters and walking strategies vary considerably among children [22], the interpretation of the fuzzy clustering results would be far more robust than hard clustering techniques.

The fuzzy K-means algorithm is based on the minimization of the following objective function with respect to \( U \), a fuzzy \( K \)-partition of the data set, and to \( V \) a set of \( K \) centroids

\[ J_q(U,V) = \sum_{j=1}^{N} \sum_{i=1}^{K} (u_{ij})^q d^2(X_j, V_i) \quad K < N \]

where \( q \) is any number greater than one, \( X_j \) is the jth m-dimensional feature vector, \( V_i \) is the centroid of the ith cluster, \( u_{ij} \) is the degree of membership of \( X_j \) in the ith cluster, \( d^2(X_j, V_i) \) is any inner product metric (distance between \( X_j \) and \( V_i )\), \( N \) is the number of data points and \( K \) is the number of clusters. The parameter \( q \) is the weighting exponent for \( u_{ij} \) and controls the "fuzziness" of the resulting clusters [23].

Fuzzy clustering was carried out through the following iterative steps.

a) Choose primary centroids \( V_i \) (initial estimates).
b) Compute the degree of membership of all feature vectors in all the clusters \[ U_{ij} = \left( \frac{1}{K} \sum_{k=1}^{K} \left( \frac{1}{d^2(X_j, V_k)} \right)^{1/(q-1)} \right)^{-1/(q-1)} \]
c) Note: \( \sum_{i=1}^{K} u_{ij} = 1 \), i.e., the sum of the degrees of memberships in the \( K \) clusters for each feature vector equals one.
d) Compute the new centroids \( \hat{V}_i \)

\[ \hat{V}_i = \frac{\sum_{j=1}^{N} (u_{ij})^q X_j}{\sum_{j=1}^{N} (u_{ij})^q} \]

and update the degree of membership \( u_{ij} \) to \( \hat{u}_{ij} \) according to step b).
e) \[ \text{if } \sum_{i=1}^{K} \sum_{j=1}^{N} (u_{ij} - \hat{u}_{ij})^2 < \varepsilon \text{ stop, otherwise go to step c) } \]

where \( \varepsilon > 0 \) is a tolerance value which indicates convergence.
TABLE I
DATA FOR 68 NEUROLOGICALLY INTACT CHILDREN (THE CONTROL GROUP)

<table>
<thead>
<tr>
<th>Stride Length (m)</th>
<th>Cadence (steps/min)</th>
<th>Leg Length (m)</th>
<th>Age (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.94</td>
<td>125.28</td>
<td>0.51</td>
</tr>
<tr>
<td>2</td>
<td>0.67</td>
<td>138.18</td>
<td>0.39</td>
</tr>
<tr>
<td>3</td>
<td>1.14</td>
<td>135.20</td>
<td>0.63</td>
</tr>
<tr>
<td>4</td>
<td>1.35</td>
<td>136.80</td>
<td>0.60</td>
</tr>
<tr>
<td>5</td>
<td>0.67</td>
<td>142.56</td>
<td>0.44</td>
</tr>
<tr>
<td>6</td>
<td>0.74</td>
<td>133.50</td>
<td>0.38</td>
</tr>
<tr>
<td>7</td>
<td>1.50</td>
<td>108.78</td>
<td>0.86</td>
</tr>
<tr>
<td>8</td>
<td>1.18</td>
<td>133.92</td>
<td>0.62</td>
</tr>
<tr>
<td>9</td>
<td>1.24</td>
<td>122.82</td>
<td>0.63</td>
</tr>
<tr>
<td>10</td>
<td>1.27</td>
<td>121.56</td>
<td>0.68</td>
</tr>
<tr>
<td>11</td>
<td>0.94</td>
<td>160.02</td>
<td>0.50</td>
</tr>
<tr>
<td>12</td>
<td>0.98</td>
<td>129.66</td>
<td>0.64</td>
</tr>
<tr>
<td>13</td>
<td>1.18</td>
<td>120.78</td>
<td>0.74</td>
</tr>
<tr>
<td>14</td>
<td>1.11</td>
<td>128.94</td>
<td>0.60</td>
</tr>
<tr>
<td>15</td>
<td>1.03</td>
<td>119.70</td>
<td>0.68</td>
</tr>
<tr>
<td>16</td>
<td>0.94</td>
<td>142.62</td>
<td>0.51</td>
</tr>
<tr>
<td>17</td>
<td>1.00</td>
<td>128.76</td>
<td>0.57</td>
</tr>
<tr>
<td>18</td>
<td>0.95</td>
<td>149.64</td>
<td>0.63</td>
</tr>
<tr>
<td>19</td>
<td>0.95</td>
<td>149.64</td>
<td>0.50</td>
</tr>
<tr>
<td>20</td>
<td>0.95</td>
<td>142.80</td>
<td>0.47</td>
</tr>
<tr>
<td>21</td>
<td>1.28</td>
<td>125.64</td>
<td>0.60</td>
</tr>
<tr>
<td>22</td>
<td>0.94</td>
<td>129.12</td>
<td>0.56</td>
</tr>
<tr>
<td>23</td>
<td>1.33</td>
<td>123.18</td>
<td>0.67</td>
</tr>
<tr>
<td>24</td>
<td>1.05</td>
<td>116.88</td>
<td>0.60</td>
</tr>
<tr>
<td>25</td>
<td>1.25</td>
<td>117.90</td>
<td>0.79</td>
</tr>
<tr>
<td>26</td>
<td>1.01</td>
<td>126.54</td>
<td>0.55</td>
</tr>
<tr>
<td>27</td>
<td>1.07</td>
<td>135.78</td>
<td>0.64</td>
</tr>
<tr>
<td>28</td>
<td>0.72</td>
<td>144.90</td>
<td>0.40</td>
</tr>
<tr>
<td>29</td>
<td>1.05</td>
<td>104.88</td>
<td>0.61</td>
</tr>
<tr>
<td>30</td>
<td>1.68</td>
<td>160.02</td>
<td>0.59</td>
</tr>
<tr>
<td>31</td>
<td>1.19</td>
<td>128.46</td>
<td>0.67</td>
</tr>
<tr>
<td>32</td>
<td>0.98</td>
<td>133.20</td>
<td>0.57</td>
</tr>
<tr>
<td>33</td>
<td>1.08</td>
<td>145.26</td>
<td>0.70</td>
</tr>
<tr>
<td>34</td>
<td>0.76</td>
<td>163.08</td>
<td>0.34</td>
</tr>
<tr>
<td>35</td>
<td>1.22</td>
<td>130.08</td>
<td>0.67</td>
</tr>
<tr>
<td>36</td>
<td>0.97</td>
<td>142.26</td>
<td>0.59</td>
</tr>
<tr>
<td>37</td>
<td>1.14</td>
<td>129.54</td>
<td>0.73</td>
</tr>
<tr>
<td>38</td>
<td>0.71</td>
<td>159.06</td>
<td>0.41</td>
</tr>
<tr>
<td>39</td>
<td>1.19</td>
<td>139.26</td>
<td>0.57</td>
</tr>
<tr>
<td>40</td>
<td>1.21</td>
<td>148.80</td>
<td>0.68</td>
</tr>
<tr>
<td>41</td>
<td>0.95</td>
<td>146.29</td>
<td>0.42</td>
</tr>
<tr>
<td>42</td>
<td>0.96</td>
<td>122.64</td>
<td>0.58</td>
</tr>
<tr>
<td>43</td>
<td>1.04</td>
<td>121.02</td>
<td>0.65</td>
</tr>
<tr>
<td>44</td>
<td>0.89</td>
<td>122.28</td>
<td>0.44</td>
</tr>
</tbody>
</table>

This algorithm, if initialized at different starting points (initial estimates of \( V_i \)), may well converge to different local minima of the objective function [24], [25]. Therefore, the algorithm should be initialized at random positions, run multiple times and the best global solution should be chosen.}

IV. RESULTS

The stride length and cadence data for the 68 neurologically intact children (the control group) and the 88 children with the spastic diplegia form of CP are given in Tables I and II, respectively. Included also are the ages and leg length for all subjects so that the data can be normalized with respect to these parameters.

A. Normalization and Scaling

Fig. 1 shows the raw stride length and cadence data for the 68 neurologically intact children (control group) and the 88 children with CP. A first-order polynomial model based on the control group data (Table III), was used to normalize the stride length with respect to the leg length. Due to the reciprocal nature of the cadence/age relationship [16], a second-order polynomial model based on the control data (Table III), was deemed more appropriate to normalize cadence with respect to age. Fig. 2 shows the normalized stride length and cadence data for the 68 children in the neurologically intact control group and the 88 children with CP. Prior to clustering, the normalized data for the children with CP is scaled according to (5) and (6) using the scaling factors given in Table III.

B. Clustering

The Fuzzy K-means algorithm requires the choice of a "fuzziness" factor \( q > 1 \). For \( q = 1 \) the algorithm produces a hard partition and for large \( q \) every subject becomes an equal member of all clusters, regardless of any structure in the data. The value of \( q = 2 \) is a compromise and is used here [20]. The Euclidean distance was used for the inner product metric

\[
d^2(X_j, V_t) = (X_j - V_t)^T A (X_j - V_t) \tag{10}
\]

where \( A \) equals the identity matrix and the tolerance value for testing for convergence was \( e = 10^{-4} \).

It is known a priori that the neurologically intact children form a logical grouping around a single cluster center \( \text{SLN}_N = 1.02, \text{CADN}_N = 136.84 \) and they are therefore excluded from the CP clustering procedure. However, this cluster center represents neurologically intact and the clustering algorithm is modified after step c) so that this cluster center is always an output of the clustering algorithm. This means that the children with CP will always have a membership value for the neurologically intact control group. Under this modification the algorithm always converged and this is illustrated by Fig. 3.

The fuzzy clustering algorithm seeks to divide up a data set in a feature space into \( K \)-partitions where the number \( K \) is an input. Cluster validity techniques attempt to answer the
Table II (Continued.)

| Data for 88 children with the spastic diplegia form of cerebral palsy |
|---|---|---|---|
| 47 | 0.70 | 148.38 | 0.53 | 5 |
| 48 | 0.77 | 147.90 | 0.56 | 6 |
| 49 | 1.25 | 144.24 | 0.78 | 10 |
| 50 | 0.44 | 103.00 | 0.72 | 9 |
| 51 | 0.87 | 107.22 | 0.75 | 10 |
| 52 | 0.55 | 142.14 | 0.69 | 9 |
| 53 | 1.20 | 118.44 | 0.79 | 17 |
| 54 | 0.94 | 88.86 | 0.77 | 16 |
| 55 | 0.71 | 88.86 | 0.88 | 19 |
| 56 | 0.48 | 81.90 | 0.66 | 11 |
| 57 | 0.77 | 119.04 | 0.50 | 7 |
| 58 | 0.75 | 73.20 | 0.80 | 15 |
| 59 | 0.76 | 89.34 | 0.75 | 11 |
| 60 | 0.80 | 107.04 | 0.74 | 16 |
| 61 | 0.84 | 114.84 | 0.74 | 15 |
| 62 | 0.97 | 83.76 | 0.74 | 13 |
| 63 | 0.84 | 117.00 | 0.77 | 12 |
| 64 | 0.44 | 152.52 | 0.41 | 2 |
| 65 | 0.46 | 185.58 | 0.45 | 4 |
| 66 | 0.60 | 145.32 | 0.49 | 3 |
| 67 | 0.67 | 157.20 | 0.54 | 7 |
| 68 | 0.57 | 88.50 | 0.76 | 12 |
| 69 | 0.34 | 69.36 | 0.51 | 6 |
| 70 | 0.93 | 93.66 | 0.75 | 11 |
| 71 | 0.52 | 89.00 | 0.73 | 14 |
| 72 | 0.80 | 105.24 | 0.58 | 8 |
| 73 | 0.50 | 128.70 | 0.45 | 3 |
| 74 | 0.62 | 81.30 | 0.69 | 11 |
| 75 | 0.52 | 91.32 | 0.60 | 9 |
| 76 | 0.46 | 129.69 | 0.71 | 11 |
| 77 | 0.73 | 99.42 | 0.71 | 15 |
| 78 | 0.50 | 56.94 | 0.52 | 9 |
| 79 | 0.77 | 61.38 | 0.88 | 18 |
| 80 | 0.90 | 98.22 | 0.52 | 7 |
| 81 | 0.45 | 129.06 | 0.47 | 4 |
| 82 | 0.81 | 97.32 | 0.79 | 12 |
| 83 | 0.33 | 96.78 | 0.47 | 5 |
| 84 | 0.67 | 114.42 | 0.51 | 4 |
| 85 | 0.32 | 69.60 | 0.51 | 5 |
| 86 | 0.66 | 141.30 | 0.45 | 4 |
| 87 | 0.46 | 64.02 | 0.44 | 3 |
| 88 | 0.46 | 122.46 | 0.68 | 10 |

which, when rounded up to the nearest integer value, gives five. Additionally, Fig. 4 shows cluster validity using the hard separation index D, which is a maximum for valid clusters [27] and it has a local maximum at five clusters. Although not conclusive, this analysis suggests that five is the most valid number of clusters.

Fig. 5 shows the resulting five cluster centers V1, V2, V3, V4, and V5 appropriately reverse scaled according to (5) and (6) using the scaling factors given in Table III. Their values are tabulated in Table IV. Also shown in Fig. 5 are the normalized data for the children with CP and four constant velocity contours. These constant velocity contours are 25, 50, 75, and 100% respectively, of the control group’s normalized average velocity (i.e., 1.02 m х 136.84 steps/min or 1.16 m/s). It should be noted that for the results illustrated in Fig. 5, the value of the objective function at convergence is

\[ J(X_j, V_i) = 25.49 \] (Fig. 3). However, running the algorithm with CP may be estimated as

\[ K = \left( \frac{0.17}{0.096} \right) \left( \frac{29.24}{10.98} \right) = 4.7 \]
TABLE III

| Stride Length/Leg Length Model Coefficients, Cadence/Age Model Coefficients and Stride Length, Cadence Scaling Factors. The Stride Length and Cadence Scaling Factor Are the Reciprocal of the Standard Deviation of the Normalized Stride Length and Cadence Data for the 88 Children with CP |
|-----------------|-----------------|
| $a_0$           | 0.28 (m)        |
| $a_1$           | 1.31            |
| $SL_n$          | 1.02 (m)        |
| $b_0$           | 174.07 (steps/min) |
| $b_1$           | -7.04 (steps/min/yr) |
| $b_2$           | 0.22 (steps/min/yr') |
| $CAD_n$         | 136.84 (steps/min) |
| $SF_{SL}$       | 5.88            |
| $SF_{CAD}$      | 0.034           |

Fig. 1. Raw stride length and cadence data for children with CP (+) and neurologically intact control group (•). The group of children with CP has a stride length standard deviation of 0.21 m and a cadence standard deviation of 31.49 steps/min. The control group has a stride length standard deviation of 0.18 m and a cadence standard deviation of 15.81 steps/min.

20 times, where it was initialized at random positions on each occasion, resulted in 15 solutions with $J(X_j, V_i) = 25.49$ and 5 solutions with $J(X_j, V_i) = 26.78$.

C. Test Data

Test data which were not part of the original data, is now introduced (Table V). There are four subjects: A and B are neurologically intact children while C and D are children with the spastic diplegia form of CP. Both these subjects with CP were studied before and after surgery. Subject C had the neurosurgical procedure dorsal rhizotomy [28]. She was 8 years of age prior to surgery (C1) and she was then studied at one year (C2) and three years post-surgery (C3). Subject D underwent orthopaedic surgery which consisted of lengthening of the medial hamstrings and the gastrocnemius muscles bilaterally and releases of the adductor and gracilis muscles, also bilaterally. He was three years of age prior to surgery (D1) and he was then studied one year (D2) and two years postsurgery (D3).

The test data are normalized for age and leg length using the parameters in Table III and (2) and (4) and these data points are plotted on Figs. 6 and 7 along with the five cluster centers (Table IV). The normalized test data and the five cluster centers were then scaled using the parameters in Table III and (5) and (6). The memberships for the test data are calculated using (8) and (10) and the results for subject C and D are plotted in Figs. 8 and 9. The membership for the
Fig. 4. Dunn's separation index [27] for the fuzzy clustering algorithm with the scaled, normalized data for the children with CP.

TABLE IV
THE FIVE NORMALIZED CLUSTER CENTERS APPROPRIATELY REVISED SCALED ACCORDING TO (5) AND (6) USING THE SCALING FACTORS GIVEN IN TABLE III

<table>
<thead>
<tr>
<th>Cluster centre 1</th>
<th>Cluster centre 2</th>
<th>Cluster centre 3</th>
<th>Cluster centre 4</th>
<th>Cluster centre 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalised stride length (m)</td>
<td>1.02</td>
<td>0.74</td>
<td>0.65</td>
<td>0.44</td>
</tr>
<tr>
<td>Normalised cadence (steps/min)</td>
<td>136.84</td>
<td>155.71</td>
<td>122.81</td>
<td>89.67</td>
</tr>
</tbody>
</table>

Fig. 5. Normalized stride length and cadence for children with CP (+), the five normalized cluster centers (*) and constant velocity profiles.

neurologically intact subjects A and B are both 0.97 for the control group cluster center with the other 0.03 of membership being shared between the other four clusters.

V. DISCUSSION
A comparison between Figs. 1 and 2 shows the effects of normalization for leg length and age. In particular, the neurologically intact children become a much more compact group after normalization. Also, the normalized stride length can be seen to be an extremely good discriminator between neurologically intact children and children with CP (Fig. 2). For example, only four children with CP have a normalized stride length above 0.87 m and only four neurologically intact children have a normalized stride length below 0.87 m. A similar exercise using the raw data in Fig. 1 reveals that 23 children with CP have a stride length above 0.87 m and 13 neurologically intact children have a stride length below 0.87 m. The clustering results, shown in Fig. 5, reemphasise this point as only four of the children with CP have their highest membership in the neurologically intact cluster VI.

Cluster center V1 in Fig. 5 (Table IV) is the control group cluster center and represents a neurologically intact child’s walking strategy. Cluster center V2 is a CP walking strategy where a below normal stride length is compensated for by an above normal cadence thus yielding a velocity that is close to normal. Cluster center V3 is a CP walking strategy where a poor stride length and a below normal cadence combine to yield a velocity that is reduced. Cluster center V4 has a very low stride length combined with a poor cadence. Cluster center V5 has a very low stride length combined with a poor cadence. Both V4 and V5 have very similar velocities (Fig. 5) but this is obviously achieved with different stride length-cadence strategies.

The internal modification to the clustering algorithm ensures that one of the cluster centers is the control group center. It is an elegant approach which gives every CP child a membership of the control group cluster. This membership is a direct measure of “how far” a CP child is from the

TABLE V
TEST DATA. SUBJECTS A AND B ARE NEUROLOGICALLY INTACT CHILDREN. SUBJECTS C AND D ARE CHILDREN WITH SPASTIC DIPLEGIA STUDIED PRE- AND POSTOPERATIVELY

<table>
<thead>
<tr>
<th>Subject</th>
<th>Stride length</th>
<th>Cadence</th>
<th>Leg length</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.29</td>
<td>112.8</td>
<td>0.78</td>
<td>13</td>
</tr>
<tr>
<td>B</td>
<td>1.29</td>
<td>122.6</td>
<td>0.79</td>
<td>19</td>
</tr>
<tr>
<td>C1</td>
<td>0.59</td>
<td>134.0</td>
<td>0.66</td>
<td>8</td>
</tr>
<tr>
<td>C2</td>
<td>0.89</td>
<td>110.0</td>
<td>0.67</td>
<td>9</td>
</tr>
<tr>
<td>C3</td>
<td>1.04</td>
<td>119.0</td>
<td>0.71</td>
<td>11</td>
</tr>
<tr>
<td>D1</td>
<td>0.20</td>
<td>49.5</td>
<td>0.45</td>
<td>3</td>
</tr>
<tr>
<td>D2</td>
<td>0.51</td>
<td>74.0</td>
<td>0.47</td>
<td>4</td>
</tr>
<tr>
<td>D3</td>
<td>0.76</td>
<td>131.0</td>
<td>0.52</td>
<td>5</td>
</tr>
</tbody>
</table>
control group. When the children with CP are clustered with an external modification, where the control group cluster center is added after algorithm convergence and membership values are recalculated, very similar results are obtained. Wong et al. [29] used a Kth nearest neighbor clustering paradigm (i.e., hard clustering), to group 128 CP subjects. No normalization for leg length and/or age was carried out and no less than a tenth-order feature space was employed, thereby violating Bellman's guidelines on dimensionality. In our opinion these two shortcomings severely limit the utility of their work.

The age range for the neurologically intact children is from 2 to 13 years and for the children with CP is from 2 to 20 years. This mismatch in age ranges is not ideal, particularly when the model derived from the neurologically intact children's data is being used to normalize the children with CP. However, since the stride length/leg length and cadence/age relationships are monotonic, the inherent extrapolation is acceptable. Indeed, in the test data, subject B is a 19 year old healthy subject and after normalization sits almost on top of the control group cluster center (Fig. 6) with a membership value of 0.97, therefore indicating the validity of the extrapolated model. Other techniques could be used to normalize the data [30]. However, they would be incapable of removing trends, expected in the neurologically intact population, from the data of the children with CP.

The real power and utility of the fuzzy clustering approach introduced in this paper is demonstrated with the data for the test subjects (Tables V, Figs. 6-9). The two neurologically intact subjects A and B have different ages and genders (a 13-year old male and a 19-year old female, respectively) and yet they both fall very close to the control group cluster center V1 in Fig. 6.

Subject C is a girl with spastic diplegia. At eight years of age her highest membership was in cluster V5 (Figs. 6 and
8) She then underwent a dorsal rhizotomy procedure and her gait was re-evaluated one and three years later [28]. Her point on the stride length-cadence diagram has shifted from C1 to C2 (one year postsurgery), where it is close to cluster V3, and finally to C3 (three years postsurgery) where she has moved closer to clusters V1 and V2. It is clear that her gait improved after surgery and continued to move toward the neurologically intact control group three years later.

Subject D is a boy with spastic diplegia. At 3 years of age his highest membership was in cluster V4 (Figs. 7 and 9). He then underwent an orthopaedic procedure and his gait was reevaluated one and two years later. At one year postsurgery his point on the stride length-cadence diagram has shifted from D1 to D2 which is closer to the control group cluster center V1 (Fig. 7) but his highest membership is still in cluster V4 (Fig. 9). At two years postsurgery his point on the stride length-cadence diagram has shifted from D2 to D3 which is moving closer to V1, V2, and V3. This movement and his membership values (Fig. 9) clearly demonstrate an improvement in his gait velocity. Interestingly, he has achieved this by increasing both stride length and cadence.

We believe that our fuzzy clustering approach has important implications for outcome-based research. Utilizing just four easily obtained parameters—stride length, cadence, leg length, and age—it is possible to classify any child with spastic diplegia. Using (2) and (4) and the coefficients in Table III, the data may be normalized to generate a point on the stride length-cadence diagram (Fig. 6). Then, employing the scaling factors (Table III) and (5) and (6)) and cluster centers (Table IV) and (8) and (10), it is possible to generate an individual's membership values for each of the five clusters. This demonstrates the utility of fuzzy clustering and contrasts with the more subjective (descriptive) techniques [2], [3], [12], (13) which are not capable of quantifying change and where groups are defined a priori. This approach can be adopted to study other clinical entities (e.g., stroke or osteoarthritis) where different cluster centers would be established using the algorithm provided here.
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Abstract

Cerebral palsy is the most common motor disorder originating in childhood and spasticity is the most frequent manifestation. The treatment strategies to reduce spasticity and thereby ameliorate the attendant gait abnormalities have included physiotherapy, orthoses, antispastic medications, orthopaedic surgery and neurosurgery. Of these, the neurosurgical procedure known as selective dorsal rhizotomy has gained widespread exposure, and indeed acceptance, over the past two decades, despite there being some controversy as to its efficacy. In this paper we review: cerebral palsy, including classification and treatment; selective dorsal rhizotomy, including historical background, patient selection, operative procedure, clinical outcome and complications; and gait analysis studies, including temporal-distance parameters, joint kinematics, normalisation for growth, and long-term follow-up. Both the short-term (1 year) and long-term (10 years) evidence has demonstrated that selective dorsal rhizotomy not only reduces spasticity but it also provides lasting functional benefits as measured by improved range of motion during gait. Rhizotomy is not a panacea for children with spastic diplegia but it is an important treatment option for the clinician to consider. © 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

Cerebral palsy is the most common motor disorder originating in childhood [1] and spasticity is the most frequent manifestation [2]. Although many children with cerebral palsy may have cognitive and sensory deficits, the hallmark of the disorder is motor dysfunction [3]. Over 50% will have spasticity in the lower extremities (known as spastic diplegia) and movement will be compromised at the ankle, knee and hip joints. Despite these deficits, the majority of children with spastic diplegia will learn to walk although this will be at a later age compared to their peers who develop normally [4]. Not surprisingly, all parents place a major emphasis on the ability of their children to develop the necessary motor skills to walk. The child with spastic diplegia will usually have a walking pattern that may include scissoring of the legs, internal rotation of the thighs, an equinus ankle at foot contact, and there is frequently exaggerated knee flexion (so-called crouch gait) in stance [5]. Parents have turned to clinicians for treatment strategies to ameliorate the gait abnormalities, and these strategies have included physiotherapy, orthoses, antispastic medications, orthopaedic surgery and neurosurgery [6]. Of these, the neurosurgical procedure known as selective dorsal rhizotomy has gained widespread exposure, and indeed acceptance, over the past two decades, despite there being some controversy as to its efficacy [7]. In this paper we will review:
Cerebral palsy, including classification and treatment; selective dorsal rhizotomy, including historical background, patient selection, operative procedure, clinical outcome and complications; and gait analysis studies, including temporal-distance parameters, joint kinematics, normalisation for growth, and long-term follow-up. Finally, we will make some concluding remarks about the future role that rhizotomy will have as a treatment option for children with cerebral palsy.

2. Cerebral palsy

Cerebral palsy is the term applied to a group of conditions characterised mainly by motor disability resulting from a non-progressive, permanent insult to the developing nervous system. The cause of insult, which may be pre-, ante- or post-natal, can result from damage to an otherwise normally developing system or can be due to the abnormal development of the nervous system itself [8]. Spasticity is a consequence of an insult to the motor control area of the cerebral cortex. Cerebral palsy, or Little’s disease as it was initially known, was first described by an English orthopaedist, William J. Little, who attributed it to difficult birth. He put forward the hypothesis that spasticity was due to neonatal brain damage. The term ‘cerebral palsy’ itself was coined by Sir William Osler in 1888 in his review of 151 cases, most of whom were subjects with spastic diplegia. Sigmund Freud in 1897 associated spastic diplegia with premature birth in his treatises on the classification of cerebral palsy [8]. Freud also was the first to emphasise that observed symptoms could arise from a variety of causes and that the disorder itself could be classified into subgroups or types [9].

2.1. Classification

It is difficult to classify cerebral palsy precisely into individual categories but three distinct physiological types are usually seen. These are the spastic (80% of all cerebral palsy cases), the athetoid (15%) and the ataxic (5%) types, though cerebral palsy can exist as a combination of two types [2].

The spastic type of cerebral palsy is characterised by motor dysfunction including hypertonicity of the ‘clasp knife’ variety in the affected muscles. When these spastic muscles are stretched, they respond in an exaggerated manner by contracting and blocking the movement. Other characteristics include increased tendon jerks and clonus. Patients with spastic cerebral palsy also display abnormal postures associated with the anti-gravity muscles, namely the extensors in the legs and flexors in the arm. Fear, excitement or anxiety may bring about changes in hypertonicity and posture due to increased muscle tension. Selective, voluntary motion, though laboured, is often present [10]. Spasticity is a physical sign of an upper motor neuron lesion and involves damage to the pyramidal tracts [11].

The athetoid type of cerebral palsy is characterised by uncontrollable purposeless movements which may be writhing, jerky, tremor, swiping or totally random patterns. This kind of motion is increased by excitement, insecurity and decreased by fatigue, fever, drowsiness or if the subject’s attention is deeply held. Voluntary motion is possible with an initial delay before the motion is begun. The involuntary movement may partially or entirely disrupt willed motion, making it appear uncoordinated. There may be fluctuations of muscle tone occurring with swings in mood or emotions. The diagnosis of athetosis is difficult to make before the age of 2 years at which time the disorder of involuntary movement begins to emerge. Due to minimal damage to the cerebral cortex (the extra-pyramidal system is involved), people with athetosis tend to possess normal intelligence compared to those with spasticity, although mental defects do occur. People with athetosis are often observed to have ‘drive’ and outgoing personalities [10].

The ataxic type of cerebral palsy is characterised by poor fixation of the head, trunk, shoulders and pelvic girdle, while voluntary movements are clumsy and uncoordinated. The affected individual tends to over-reach or under-reach for an object, suffering from dysmetria and accompanied sometimes by intention tremors. People with ataxia usually display hypotonia and a purely ataxic case is quite rare [10].

Insult to the various areas of the precentral gyrus of the motor cortex results in the topographical distribution of neuromotor impairments in cerebral palsy [9]. Topographically, cerebral palsy may be classified into ‘quadriplegia’ (where all four limbs are affected), ‘diplegia’ (involvement of four limbs with the legs being more affected than the arms), ‘paraplegia’ (involvement of both legs), ‘hemiplegia’ (involvement of one side of the body) and ‘monoplegia’, a rare case where one limb is affected [10].

Spasticity may be defined as a velocity dependent response to passive muscle stretch [12]. It may be assessed in several ways, including simple clinical tools such as the modified Ashworth scale [13,14] and more sophisticated measurement equipment such as the isokinetic dynamometer [12]. When spastic muscles are passively stretched, they can restrain, totally block or even reverse the movement. However, the relationship between spasticity and voluntary movement is not well understood. Patients with spasticity also have centrally-mediated muscle imbalance which tends to favour the hip flexors and adductors, hamstrings and ankle plantarflexors. In time the overactivity can lead to muscle shortening [4]. Selective motor control is impaired to varying degrees, with distal control more affected than proximal.
In discussing the causes of cerebral palsy, it is possible to classify these into developmental abnormalities and traumatic injuries inflicted on the normally developing brain. One of the most important consequences of ischaemia in the vulnerable arterial zones close to the ventricular wall is periventricular leukomalacia, which is seen as necrotic patches in the periventricular white matter adjacent to the external angles of the lateral ventricles [8]. This has been verified by conducting MRI studies of patients with spastic cerebral palsy who have undergone selective posterior rhizotomy [15]. The lesions may evolve into periventricular cavities surrounded by glial scar tissues with calcified fibres, resulting in thinning of the white matter in the corpus callosum and centrum semi ovale and also in the expansion of the lateral ventricles.

2.2. Treatment

Spasticity may be alleviated using both surgical and non-surgical techniques. Non-surgical methods such as physiotherapy and occupational therapy aim to minimise the influence of spasticity on voluntary movements by teaching the patient new postures and movement patterns. Administration of physiotherapy differs with age [16], although an important aim is to maintain range of motion and slow the progressive muscle tightness in spastic cerebral palsy. There has been no direct evidence for the efficacy of physiotherapy alone in the management of cerebral palsy, although when coupled with surgical techniques as a part of post-operative care and rehabilitation, the administration of physiotherapy is thought to be indispensable [17].

A number of muscle relaxant drugs have been used to reduce spasticity, albeit with temporary relief. Some of the most commonly used drugs are: (i) Diazepam, a GABA (gamma-aminobutyric acid) analogue which inhibits the release of excitatory neurotransmitters and thereby acts as a muscle relaxant; (ii) Dantrolene, which acts directly on skeletal muscle by inhibiting the release of calcium from the sarcoplasmic reticulum and thereby decreases the force of muscle contraction and produces muscle weakness [6]; and (iii) Baclofen, another GABA analogue, which inhibits transmitter release by competitive inhibition of neurotransmitters at the spinal level [18]. However, the oral administration of antispastic drugs is marginally effective in reducing spasticity, due to the limited ability of the drugs to penetrate the blood-brain barrier [6]. Another procedure introduced in the past few years is the administration of Botulinum-A toxin (Botox) injections directly into the affected muscles. This reduces overactivity in spastic muscles for about 3–6 months with no apparent adverse side effects [19]. Very recently, the insertion of an intrathecal baclofen pump has received a lot of attention, with the suggestion that the need for subsequent orthopaedic surgery may be reduced [20].

Surgical methods currently in use may be classified into orthopaedic and neurosurgical procedures. Orthopaedic surgery includes three types of surgery on muscles and tendons, namely: release, lengthening and transfer [21]. Appropriate surgery is performed depending upon the affected muscle. There are four common procedures. First, distal hamstring lengthening surgery aims to eliminate crouched gait pattern, and may minimise internal rotation gait [22]. This procedure may be performed in conjunction with rectus femoris transfer which helps to minimise the 'stiff' knee posture in swing phase of gait, thereby increasing the knee range of motion [23]. Second, Achilles tendon lengthening corrects ankle equinus [24]. A variation of this procedure is the gastrocnemius-soleus lengthening which is done when the soleus muscle does not display significant contracture [25]. Third, tendon transfers are commonly performed for correction of varus foot deformities and include the split anterior and posterior tibial tendon transfers, procedures by which the lateral half of the tendon is moved to the cuboid and peroneus brevis respectively, creating a balanced yoke on the foot and thereby neutralising the varus pull of the tendons [26]. The choice of procedure is dependent on the dysphasic muscle that produces the deformity [27]. Fourth, surgery may also be performed at the hip to alleviate the consequences of cerebral palsy, namely complications such as spasticity and hip dislocations which arise from a combination of factors, including spastic muscle imbalance. Orthopaedic procedures performed include: psoas recession over the brim of the pelvis to address hip flexor spasticity [28]; femoral and pelvic osteotomies [29,30], the primary reconstructive procedures for bony deformity; resection arthroplasty to treat total body involved patients in whom there is severe erosion of the articular cartilage and gross incongruity of the femoral head and acetabulum as a consequence of prolonged dislocation [4,29,31]; and, very rarely and somewhat controversially, total hip arthroplasty [32], which is most effective on patients with no evident contralateral subluxation or dislocation of the hip [4].

Although alternative techniques such as selective peripheral neurotomies where peripheral nerves are interrupted using microscopic techniques have been partially successful [33], the most prevalent neurosurgical procedure currently performed for the reduction of spasticity is selective dorsal rhizotomy. This will be reviewed in the following section. Selective dorsal rhizotomy addresses the functional complications that arise from spasticity. It cannot address pre-existing conditions such as bony abnormalities (e.g. internal femoral torsion) and muscle contractures in the older child. In a retrospective study of 178 children (54 aged 2–4 years, and 124 aged 5–19 years at the time of surgery),
Selective dorsal rhizotomy

3.1. Historical background

The original concept of rhizotomy or ‘cutting roots’ is credited to Dr C.L. Dana of New York who recommended this operation and it was first performed by Robert Abbe in 1888 for the relief of pain in a case of ascending neuritis [35]. Dorsal (i.e. sensory) root rhizotomies were first performed by Dr Otfrid Foerster, a German neurosurgeon, in 1908. He described 159 cases of which 88 were cases of ‘congenital spastic paraplegia’ [35]. The technique he adopted was the division of the entire dorsal sensory roots from L2 to S2, excluding either L4 or L5 to preserve knee extensor tone. Foerster distinguished the ventral and dorsal nerve roots and identified the roots associated with knee extensors via electrical stimulation [36]. He also emphasised the identification of spastic cases as opposed to atethosis and paralysis and reported improved results in patients with lower extremity involvement. These criteria are still very much in consideration when selecting patients in the current era [37]. The procedure fell into disuse over the next six decades following Foerster’s pioneering work due to difficulties with sensory loss that resulted from extensive and indiscriminate sectioning of the dorsal roots. During this period spasticity was treated by ventral root rhizotomy which brought about muscle atrophy, or by destructive procedures like cordotomy or myelotomy [38], in which the side effects were often more noteworthy than the benefits of the procedure [39].

Gros et al. [40] revised Foerster’s procedure by sectioning only a fraction of the rootlets, and thus preserving sensation. They further refined the technique by electrically stimulating each of the rootlets, thereby mapping out those related to essential muscles like the quadriceps, and abdominal and pelvic supporters which were left intact. Those muscles that showed abnormal action in the electromyography (EMG) recordings, and were thought to cause spasticity, were then ‘released’ by sacrificing their respective sensory rootlets [11].

Fasano et al. [41] discovered that some rootlets, when stimulated with impulses of a certain frequency, responded with a brief localised contraction whereas others showed a continuous prolonged contraction which spread to other muscles, an abnormal phenomenon linked with those muscles associated with spasticity. These rootlets were then sectioned. This technique relieved spasticity without compromising sensation. It was later applied to a group of adults suffering from multiple sclerosis and spinal cord injuries with positive results [42].

The Fasano procedure, initially performed in the region of the conus medullaris, was modified by Peacock in 1981 [43,44]. He shifted the site of rhizotomy to the region of the cauda equina, thus facilitating easier separation of the ventral and dorsal roots and identification of individual rootlets. When Peacock moved from Cape Town to Los Angeles in the mid-1980s, this is the technique which he introduced to many neurosurgical centres in North America and was widely adopted for the treatment of spasticity in the child with cerebral palsy [6,45]. More recently, in an effort to reduce the problems of lumbar instability [46], some surgeons have adopted a more limited laminectomy at the level of the conus as advocated by Park [47]. There is also some controversy as to the number of rootlets that should be sectioned, where less than 25% can lead to limited functional gains [48].

3.2. Patient selection

The primary objectives of selective dorsal rhizotomy are to improve locomotor function in a spastic individual or to ease daily handling and care in the case of a non-ambulatory child with severe quadriplegia. Candidates may either be classified as ambulators who are capable of maintaining and improving functional abilities upon alleviation of spasticity, or those patients who have been severely affected by cerebral palsy to the extent that they are non-ambulatory and care taking becomes difficult. Most patients in this second category tend to be intellectually handicapped [44].

The ideal candidate for selective dorsal rhizotomy would be a mobile and motivated child with normal or near-normal intelligence who is attempting to improve his/her gait pattern [37]. Although these children are usually less than 12 years of age, the procedure has been performed on teenagers, yielding a reduction in tone with positive functional outcomes in 77% of the cases [49]. Selection criteria for the procedure include: (i) premature birth, where the children are usually identified by the age of 1 year and display an initial hypotonicity that progresses to pure spasticity; (ii) good underlying strength, along with trunk and motor control (some children use their spasticity to compensate for lack of support from the anti-gravity muscles and rhizotomy in such a case could be detrimental); and (iii) absence of rigidity, dystonia, athetosis and ataxia. Since these conditions are not brought about by damage to the motor cortex, patients will not usually benefit from rhizotomy [37].
Evaluation of trunk musculature, head control and equilibrium responses may be accomplished with the Rancho Los Amigos Hospital test of upright motor control [50]. Prospective candidates for rhizotomy are evaluated thoroughly by a team which normally consists of a paediatric neurologist, a paediatric neurosurgeon, an orthopaedic surgeon, a paediatric psychologist, paediatric physiotherapists and occupational therapists [51]. Their task is to determine crucial factors such as compromised muscle groups and to give the surgical team complete detailed pre-operative information on which the eventual pattern of surgery will be based.

The issue of appropriate patient selection cannot be overemphasised [52]. Contra-indications include: (i) involvement of extra-pyramidal system (athetosis); (ii) underlying muscle weakness; (iii) lack of access to post-operative physiotherapy; (iv) lack of motivation on the part of patients and parents; and (v) spastic hemiplegia, where the children are considered too mildly involved to benefit from rhizotomy [53]. The risks of inappropriate decision-making are significant, with possible negative outcomes including long-term weakness post-operatively, and loss of postural support due to reduction in tone. The pre-operative identification of underlying muscle strength versus how tone contributes to standing posture and trunk stability requires a thorough evaluation by a knowledgeable clinician such as a physiotherapist [36].

3.3. Operative procedure

The patient is placed prone on the operating table with bolsters under the pelvis and chest to allow free movement of the abdominal wall. This also prevents epidural vein distension and reduces bleeding [36]. A general endotracheal anaesthesia is administered using agents such as halothane, fentanyl or nitrous oxide without the use of muscle relaxants which might affect intra-operative EMG monitoring [45]. Using the posterior superior iliac spines as reference, the lumbosacral spinous processes are marked to the level of the L4 spine. A midline laminectomy, in which case a sub-periosteal dissection is used to allow for bone formation from the intact periosteum after closure, or laminotomy (where the bone is sutured back into place) is then performed from L2 to L5 [36], though some surgeons include L1 as well [54]. The addition of this level carries a certain amount of risk since it ventures close to the thoracic region. On the other hand, Lazareff et al. [55] have shown positive results with an L5 to S1 laminectomy.

Before the dura is opened, care should be taken to ensure haemostasis in the muscular layer since the presence of blood in the spinal canal can impede the procedure by making root identification and management more difficult. This also occurs when the dura is accidentally opened during laminectomy, causing blood to leak into the sub-arachnoid space and the loss of cerebro-spinal fluid, leading to the adherence of clots to the roots and possible spinal canal collapse [56]. Once the dura is opened, the nerve root levels are confirmed using electrical stimulation by eliciting motor responses from the ventral roots of S1 and S2. The ventral roots are then separated from the dorsal roots from L2 to S1 with the help of a magnifier. The threshold voltage is determined by stimulating the dorsal root of L2 using microsurgical blunt hook electrodes. The posterior root is then subdivided into a number of rootlets, usually about 40–50 for a typical bilateral case. Each one of these is stimulated with a 0.1-ms pulse at 10 V. The voltage is gradually increased until a response is seen on the EMG. The EMG response to a non-sinusoidal stimulus of 50 Hz is noted. Roots giving rise to abnormal patterns are then sectioned, while those showing normal responses are spared. Examples of abnormal responses as defined by Fasano et al. [41] are: (i) an incremental amplitude EMG response; (ii) muscles responding to stimulation of nerve roots not connected to it; and (iii) a continued tetanic contraction response even after the stimulus is removed [48].

Variations on this procedure, such as shifting the site of excision just caudal to the conus medullaris [6], have been proposed with the claim of reducing motor weakness in intensity after selective dorsal rhizotomy. However, sufficient evidence is still lacking to support this approach. Inclusion of the S2 rootlet (involving plantar flexion), though not performed in all cases due to possible complications with incontinence, has been shown to reduce plantar flexor spasticity significantly [57]. It should be mentioned that there is some variability among neurosurgeons in the method of selecting which rootlets and the number to cut and these decisions will obviously have an impact on the functional outcome. Furthermore, some surgeons replace the spinous processes while those who do not run the risk of post-operative instability of the lower spine [46].

3.4. Clinical outcome

Selective dorsal rhizotomy is a surgical procedure done under general anaesthesia with a low mortality risk. All patients undergoing this procedure have shown a reduction in their muscle tone to varying extents and a concomitant improvement in their functional movements and gait. The change in spasticity is usually graded according to the modified Ashworth–Bohannon scale, which is summarised in Table 1 [58]. Results showing reduction of spasticity conducted at various centres around the world [55,58–60] have been graphically summarised in Figs. 1 and 2.
Table I
Standardised scale for grading spasticity [13,14]

<table>
<thead>
<tr>
<th>Score</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Hypotonic: Floppy. Muscle tone less than normal.</td>
</tr>
<tr>
<td>1</td>
<td>Normal: No increase in muscle tone.</td>
</tr>
<tr>
<td>2</td>
<td>Mild: Slight increase in muscle tone. Minimal resistance to movement through less than half the range.</td>
</tr>
<tr>
<td>3</td>
<td>Moderate: Increase in muscle tone through most of the range of motion but the affected part is easily moved.</td>
</tr>
<tr>
<td>4</td>
<td>Severe: Considerable increase in tone and passive movement difficult.</td>
</tr>
</tbody>
</table>

Fig. 1(a and b) indicate there is a definite shift towards decreased spasticity after surgery, implying that rhizotomy has an almost immediate effect in reducing increased muscle tone. An interesting finding by Lazareff et al. [55] was that despite operating on a very small section of the lumbar area (only rootlets at the level of L4, L5 and S1 were subject to deafferentation), muscles not directly innervated by these segments—such as the hip flexors and some upper limb muscles (deltoid, biceps and the wrist flexors)—showed a reduction in spasticity. As can be seen from Fig. 2(a and b), there is a drastic reduction in spasticity in the muscle groups involved. In terms of functional improvements, this would mean a more normal posture when the patient is sitting or standing. The lowering of tone in the hamstrings and rectus femoris reduces crouch gait, enabling the individual to adopt a more upright posture. This reduction in crouch, together with decreased spasticity in the adductors, reduces scissoring of the legs displayed by children with cerebral palsy. Improvement
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Fig. 1. Degree of spasticity before and after surgery: (a) Peacock and Staudt [58]; (b) Abbott et al. [59] based on the modified Ashworth scale [13,14].
of spasticity in the hip flexors can have mixed consequences. While the person may be able to stand more upright in due course, it may also reduce trunk control since some children use spasticity to compensate for lack of support from the anti-gravity muscles [37]. Decreased spasticity in the plantar flexors results in reduction of equinus gait [55].

The aspect of spasticity reduction most clinically relevant to physiotherapists and occupational therapists is the improvement of functional capacities like sitting, standing, kneeling and walking. There have been a number of positive results published in this area and these are tabulated in Table 2. The data listed includes only those patients classified as ambulatory. Post-operative evaluation in these cases was conducted in a time period ranging from 4 months to 10 years after surgery and not all patients were evaluated for each of the tasks listed. In addition, some of these patients may have been studied more than once by the same group of authors. While the overall improvement of functional abilities, especially sitting, is noteworthy, it can be seen that some of these children may lose their ability to stand and walk immediately after surgery. This can probably be attributed to loosening of the hip flexors where the children had learned to use their spasticity to compensate for the weakness of the anti-gravity muscles. A very important aspect of the outcome evaluation of selective dorsal rhizotomy is gait analysis of these children pre- and post-operatively which will be reviewed in greater depth in Section 4.

---

Fig. 2. Degree of spasticity before and after surgery: (a) Berman et al. [60]; and (b) Lazareff et al. [55] based on the modified Ashworth scale [13,14].
Table 2
The percentage of patients who experienced functional improvement after dorsal posterior rhizotomy

<table>
<thead>
<tr>
<th>Study</th>
<th>No. of Subjects</th>
<th>Sitting +</th>
<th>NC</th>
<th>Standing +</th>
<th>NC</th>
<th>Walking +</th>
<th>NC</th>
<th>Crawling +</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peacock and Arens [44]</td>
<td>7</td>
<td>83%</td>
<td>17%</td>
<td>0%</td>
<td>NC</td>
<td>71%</td>
<td>14%</td>
<td>14%</td>
<td>100%</td>
</tr>
<tr>
<td>Peacock et al. [61]</td>
<td>40</td>
<td>98%</td>
<td>2%</td>
<td>0%</td>
<td>NC</td>
<td>88%</td>
<td>8%</td>
<td>3%</td>
<td>87%</td>
</tr>
<tr>
<td>Berman et al. [60]</td>
<td>29</td>
<td>66%</td>
<td>34%</td>
<td>0%</td>
<td>NC</td>
<td>52%</td>
<td>48%</td>
<td>0%</td>
<td>52%</td>
</tr>
<tr>
<td>Peacock and Staudt [58]</td>
<td>16</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>NC</td>
<td>88%</td>
<td>0%</td>
<td>12%</td>
<td>100%</td>
</tr>
<tr>
<td>Peter and Arens [62]</td>
<td>110</td>
<td>79%</td>
<td>21%</td>
<td>0%</td>
<td>NC</td>
<td>72%</td>
<td>26%</td>
<td>2%</td>
<td>88%</td>
</tr>
<tr>
<td>Peter and Arens [49]</td>
<td>30</td>
<td>70%</td>
<td>30%</td>
<td>0%</td>
<td>NC</td>
<td>57%</td>
<td>40%</td>
<td>3%</td>
<td>86%</td>
</tr>
</tbody>
</table>

Note: not all patients were evaluated for each of the different activities and some appear in more than one of the studies.
+ , better; NC, no change; −, worse.

3.5. Complications

Despite the fact that selective dorsal rhizotomy is deemed to be a successful neuro-surgical procedure, various complications may occur as a result of essential secondary procedures performed at the same time. The most notable of these is spinal abnormality brought about by the laminectomy performed in order to allow access to the dorsal roots. Peter et al. [46] examined 55 children who underwent selective posterior rhizotomy and found that spinal abnormalities were present in 23 patients. An extensive 10-year follow-up study on 163 children revealed that 20% developed spondylolysis or spondylolisthesis [63]. One functional outcome of this problem is the increased lordosis and the increased anterior pelvic tilt during gait [64]. Residual spasticity after selective dorsal rhizotomy has been reported in a study conducted at the New York University Medical Center, although this particular finding may be partly attributed to some roots with abnormal responses being left intact, the exact reason for this is not yet known [65]. Another problem that has been identified is the progressive subluxation of the hips secondary to rhizotomy [66] although this is a function of patient selection. Other complications, some of which are directly related to the procedure itself, include bronchospasms, pneumonia, bladder and bowel dysfunction, post-operative pain and sensory alteration. These complications can be avoided by identifying candidates who are at risk and administering suitable remedies [67].

4. Gait analysis studies

While selective dorsal rhizotomy is intended to reduce spasticity in the child with cerebral palsy, the expectation is that the surgery will also lead to functional benefits. Tests such as the gross motor function measure (GMFM) are designed to monitor different activities (lying, rolling, sitting, crawling, kneeling, standing, walking, running and jumping) that are important in a child’s motor development [3,48], but computerised gait analysis is the accepted objective method for measuring functional status [5,68]. Ten years ago our own group in Cape Town was the first to study the effects of rhizotomy with gait analysis [69], but in the subsequent decade a substantive body of knowledge has been published in the archival literature [3,7,58,60,64,70–78]. These papers will be reviewed in the current section under the topic headings of: temporal-distance parameters; joint kinematics; normalisation for growth; and long-term follow-up.

4.1. Temporal-distance parameters

The two fundamental gait parameters are stride length, measured in metres, and cadence, normally expressed as steps per minute [73]. Their product, with suitable scaling for units, produces the subject’s velocity, measured in metres per second. There are five groups who have published the short-term (8–12 months) effects of rhizotomy on temporal-distance parameters: Cape Town [69,76]; Los Angeles [70–72]; Seattle [3]; Portland [74,75]; and Newington [64]. These data have been summarised in Table 3.

Although the 16 subjects in the paper by Abel et al. [3] increased their stride length on average by 0.06 m, this was not statistically significant. However, in all the other studies the subjects’ stride length 1 year after surgery was significantly increased (Table 3). While it might be argued that the stride length increase could be a result of natural growth, Boscaino et al. [64] normalised by leg length and still showed a significant increase. Cadence decreases with age in the normal child [78] and for the rhizotomy patients, most studies showed a slight decrease (Table 3). Only in the case of the independent ambulators of Boscaino et al. [64] was the decrease significant. The findings for velocity were equivocal: some showed a significant increase [70–72,74] while others showed no change [3,64,69,74,76]. In the latter case, the increase in stride length was offset by the decrease in cadence.
### Table 3
Comparison of temporal-distance parameters in short-term gait analysis studies on rhizotomy patients

<table>
<thead>
<tr>
<th>Authors</th>
<th>Vaughan et al. [69,76]</th>
<th>Cahan et al. [70–72]</th>
<th>Abel et al. [3]</th>
<th>Thomas et al. [74] (independent)</th>
<th>Thomas et al. [74] (dependent)</th>
<th>Boscarino et al. [64] (independent)</th>
<th>Boscarino et al. [64] (dependent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patients</td>
<td>14</td>
<td>14</td>
<td>16</td>
<td>13</td>
<td>13</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>Follow-up (months)</td>
<td>9</td>
<td>8.3</td>
<td>12.2</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>Mean age (years)</td>
<td>7.7</td>
<td>6.5</td>
<td>5.9</td>
<td>6.3</td>
<td>6.3</td>
<td>5.5</td>
<td>6.3</td>
</tr>
<tr>
<td>Velocity (m/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.67</td>
<td>0.62</td>
<td>0.56</td>
<td>0.78</td>
<td>0.51</td>
<td>1.4*</td>
<td>0.6*</td>
</tr>
<tr>
<td>After</td>
<td>0.79</td>
<td>0.77*</td>
<td>0.55</td>
<td>0.98*</td>
<td>0.50</td>
<td>1.4*</td>
<td>0.7*</td>
</tr>
<tr>
<td>Cadence (steps/min)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>109</td>
<td>105</td>
<td>113</td>
<td>134</td>
<td>105</td>
<td>140</td>
<td>90</td>
</tr>
<tr>
<td>After</td>
<td>105</td>
<td>106</td>
<td>99</td>
<td>136</td>
<td>91</td>
<td>124*</td>
<td>85</td>
</tr>
<tr>
<td>Stride length (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.72</td>
<td>0.68</td>
<td>0.56</td>
<td>0.67</td>
<td>0.56</td>
<td>1.26*</td>
<td>0.84*</td>
</tr>
<tr>
<td>After</td>
<td>0.87*</td>
<td>0.88*</td>
<td>0.62</td>
<td>0.84*</td>
<td>0.66*</td>
<td>1.39**</td>
<td>0.97**</td>
</tr>
</tbody>
</table>

Note that Boscarino et al. [64] and Thomas et al. [74] have divided their subjects into independent (left-hand column) and dependent ambulators (right-hand column). Note too that Boscarino et al. [64] normalised velocity and stride length by dividing by each subject's leg length and that * indicates significant difference between before and after for $p < 0.05$. 


The results for the short-term temporal-distance parameters leave two important questions unresolved: (i) How much of the change can be attributed to natural growth rather than the surgical intervention?; and (ii) What are the long-term effects of the surgery on functional outcome? These questions will be addressed in Section 4.3 and Section 4.4, respectively.

4.2. Joint kinematics

In order to achieve the increase in stride length shown in Table 3, subjects must move their limbs through a greater range of motion. This means that the angles at the hip, knee and ankle joints should provide some insight as to the strategies used by subjects after rhizotomy when their muscles have been freed from the constraints of spasticity. While some have argued that three-dimensional (3D) kinematics have the potential to yield important insights when evaluating children with cerebral palsy [74], the reality is that sagittal plane joint angles provide the most compelling evidence to support the contention that rhizotomy leads to an improvement in gait function.

Fig. 3(a and b) depict the knee flexion-extension and ankle dorsi-plantar flexion angles for a single subject before and 1 year after rhizotomy [75]. Also shown on the graphs are normal data curves. It is immediately evident that post-surgery the subject exhibits a pattern that is much closer to normal. While the range of motion at both the knee and ankle are within normal limits post-operatively, there are a few subtle differences: the 15° knee flexion at initial foot contact; the 5° knee hyper-extension at mid-stance (at 45% of the gait cycle); and the equinus position of foot (15° ankle plantar flexion) during the swing phase (from 60 to 100% of the gait cycle).

While Fig. 3 focuses on just one subject, it is appropriate to summarise the ensemble average data from multiple studies. This is accomplished in Table 4 where the short-term results from four sites—Cape Town [69,76], Los Angeles [58], Newington [64] and Portland [74,75]—have been presented. Note that these are sagittal plane joint angles provide the most compelling evidence to support the contention that rhizotomy leads to an improvement in gait function.

The general consensus was that all subjects, except the dependent ambulators of Boscarino et al. [64], had a statistically significant increase in range of motion at both the hip and knee joints. While Thomas et al. [74,75] found no increase in the ankle range of motion, there was a shift in where the range occurred: both independent and dependent ambulators had a more dorsiflexed position in mid-stance [64,74,75]. Vaughan et al. [69,76] were also interested in where the range of motion occurred for the hip and knee joints. Their mid-range value parameter showed an increase post-operatively for both the hip and knee, with the knee being statistically significant. In fact, the values moved away from normal, suggesting that while the patients' total range of motion was improved, their hip and knee joints were in a more flexed (i.e. crouched) position. This important finding will be explored in more depth in Section 4.4 where the long-term outcomes are reviewed.

Boscarino et al. [64] found a significant increase post-operatively in the mean anterior pelvic tilt angle for their independent ambulator group. This negative finding is obviously of some concern and may result from muscle imbalance around the pelvis or perhaps to surgical technique (i.e. whether or not the spinous processes are returned at the end of surgery). It would appear that a five-level laminectomy in the lumbosacral region can lead to spondylolysis, lordosis and increased joint mobility [63].
Table 4
Comparison of joint kinematics in short-term gait analysis studies on rhizotomy patients

<table>
<thead>
<tr>
<th>Authors</th>
<th>Vaughan et al. [69,76]</th>
<th>Peacock and Staudt [58] (independent)</th>
<th>Boscarino et al. [64] (independent)</th>
<th>Boscarino et al. [64] (dependent)</th>
<th>Thomas et al. [74] (independent)</th>
<th>Thomas et al. [74] (dependent)</th>
<th>Thomas et al. [75]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patients</td>
<td>14</td>
<td>18</td>
<td>11</td>
<td>8</td>
<td>13</td>
<td>13</td>
<td>23</td>
</tr>
<tr>
<td>Follow-up (months)</td>
<td>9</td>
<td>8.9</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Mean age (years)</td>
<td>7.7</td>
<td>5.9</td>
<td>5.5</td>
<td>6.3</td>
<td>6.3</td>
<td>6.3</td>
<td>6.4</td>
</tr>
<tr>
<td>Pelvic range of motion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hip range of motion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hip mid-range value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum hip extension in stance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee range of motion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee mid-range value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knee flexion at foot contact</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ankle range of motion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum dorsi-flexion in stance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note that Boscarino et al. [64] and Thomas et al. [74] have divided their subjects into independent (left-hand column) and dependent ambulators (right-hand column) and that * indicates significant difference between before and after for \( p < 0.05 \).
4.3. Normalisation for growth

One of the important challenges facing researchers who perform longitudinal studies on children is what to do about growth and maturation. If a child's gait parameters change, you are never sure if the changes result from growth or the intervention (such as rhizotomy). While some researchers have normalised gait parameters such as stride length by leg length [64], there are other gait parameters, such as velocity and joint moments, which have been normalised inappropriately [78]. Quite recently Hof [79] has proposed a method of normalisation that is both dimensionally consistent and biomechanically sensible. It is also easy to use, requiring only the subject's leg length and body mass, and we have applied Hof's approach to both normal children [78] and also to long-term evaluation of rhizotomy [7,78]. This study forms the basis for Section 4.4.

Another normalisation approach has been introduced by O'Malley et al. [73], in which a statistical technique based on leg length and age was applied to a group of 68 normal children and 88 children with cerebral palsy. Using just two gait parameters (or features)—stride length and cadence—a fuzzy clustering
technique was used to produce five cluster centres: V1, being normal, through to V5. Once these clusters had been established, it was then possible to use test data which were not part of the original data set. Three subjects were studied: A and B were neurologically intact, while C had spastic diplegia. In fact she was part of our original rhizotomy projects [69,77]. She was 8 years of age prior to surgery (C1) and she was then studied at 1 year (C2) and 3 years post-surgery (C3).

After our subject’s data and those of the normal children A and B had been appropriately normalised [73], they were plotted on the cadence-stride length chart as seen in Fig. 4(a). Note that, as expected, A and B were located very close to the normal cluster VI. In contrast, before surgery subject C1 was very close to cluster V5 (the short stride length/high cadence strategy). One year after the rhizotomy she moved closer to normal (C2) and at 3 years post-operatively she was closer still to normal (C3). This shift is also dramatically illustrated in Fig. 4(b) where her membership of each cluster is presented. We believe that this clustering technique, based on a rigorous normalisation algorithm, is a powerful tool to perform longitudinal studies on individual patients, whatever the intervention [73].

4.4. Long-term follow-up

Until recently, the only long-term studies (i.e. greater than 5 years) on the efficacy of rhizotomy were subjective studies published by the Italian [80] and South African [62] groups. Although our own 3 year data had shown some interesting changes between 1 and 3 years [77], there was a real need to understand the long-term functional implications of selective dorsal rhizotomy. We review here our most recent 10 year gait data on 11 children who underwent surgery in 1985 [7,78].

Because of the problems with growth highlighted in Section 4.3 above, we normalised velocity, cadence and step length according to Hof [79]. Our mean data are presented in Fig. 5(a–c). In the case of step length (Fig. 5(c)) there is a steady increase after surgery so that after 3 years the subjects were within the normal range. Between 3 and 10 years the step length decreased slightly, although it was statistically no different from normal. We speculated that the small decrease may have resulted from the fact that five of the 11 subjects were videotaped in a confined room that was not conducive to attaining a standard gait [7]. Perhaps the most interesting temporal-distance parameter was the dimen-
sionless cadence which was unchanged by the surgery and was always significantly less than normal (Fig. 5(b)). Although the neural mechanisms underlying spasticity in cerebral palsy are poorly understood, it is presumed that brain damage leads to a loss of supraspinal inhibition of the activity in the spinal stretch reflex [6]. Rhizotomy attacks the problem at the level of the spinal cord by reducing the amount of afferent reflex activity but does not address the primary lesion which resides in the brain. Since cadence is likely to be centrally mediated, rhizotomy probably has a limited influence on this parameter [7]. While dimensionless velocity increased after surgery, as seen in Fig. 5(a), it is not surprising that the patients failed to achieve the normal level, given their reduced cadence.

Joint angles are well-established by the age of 3 years [78] and since they do not have to be normalised for growth they can be compared across the age span. Our long-term ranges of motion and mid-range values for the knee and hip joints are presented in Fig. 6(a–d). At 10 years after surgery, both knee and hip ranges of motion are within normal limits (Fig. 6(a and b)). The gains seen at 1 year (Table 4) have therefore been maintained. The more interesting data, however, are the mid-range values. These parameters are particularly relevant for spastic diplegia because they are a measure of the degree of crouch gait [7]. For both the knee and hip the values are significantly elevated pre-operatively (Fig. 6(c and d)). At 1 year after surgery they are further elevated (Table 4), suggesting that the patients are worse off. It is possible that this 'collapsed' position is a function of the muscle weakness that is often unmasked immediately post-operatively [12]. After surgery the mid-range values steadily decreased so that by 10 years they were within normal limits. This reduction in crouch was achieved at the same time that the ranges of motion were retained (Fig. 6(a and b)).

5. Concluding remarks

When rhizotomy was first introduced in North America over 10 years ago, it was regarded with a degree of skepticism by some clinicians who demanded objective evidence of the procedure's efficacy and safety. It was suggested that rhizotomy should be com-
pared to more traditional therapeutic interventions such as physiotherapy [48] and orthopaedic surgery [3] but the reality is that there are tremendous obstacles to be overcome in designing a scientifically rigorous protocol: few clinicians, or indeed families, would be willing to subject children to a randomised trial involving two radically different surgical approaches.

The importance of physiotherapy in the early years after rhizotomy has been emphasised [81], as has the muscle weakness that is unmasked [12]. It is quite possible that the positive changes seen in the knee and hip mid-range values between 1 and 3 years (Fig. 6c and d) were a direct result of the physiotherapy received by our subjects. While physiotherapists have tended to avoid muscle strengthening exercises in children with cerebral palsy, recent evidence suggests that children with spastic diplegia cannot only increase quadriceps strength significantly, but this gain in knee extensor function also improves the swing phase of gait [82]. It is thus quite conceivable that patients scheduled for rhizotomy should undergo appropriate muscle-strengthening exercises before surgery. They would then be well-placed to derive maximum post-operative benefit once the spasticity has been removed.

The evidence reviewed in this paper has demonstrated that selective dorsal rhizotomy can lead to some improvement in locomotor function but it is not a panacea for children with spastic diplegia. It is simply one treatment option that in the right child can lead to significant long-term functional benefits.

Acknowledgements

We would like to acknowledge the financial assistance of the Harry Crossley Foundation and to thank South African Airways and Air India for providing airline tickets for one of the authors (N. Subramanian) to travel around South Africa to videotape some of the patients. We are grateful to the patients and their families for their willingness to participate in our long-term follow-up study, and we acknowledge the thoughtful comments by Diane Damiano and Mark Abel of the University of Virginia.

References


Keynote Lecture XVIIIth ISB, Zürich, Switzerland, 2001

Theories of bipedal walking: an odyssey

Christopher L. Vaughan*

Department of Human Biology, Faculty of Health Sciences, University of Cape Town, Observatory 7925, South Africa

Accepted 11 November 2002

Abstract

In this paper six theories of bipedal walking, and the evidence in support of the theories, are reviewed. They include: evolution, minimising energy consumption, maturation in children, central pattern generators, linking control and effect, and robots on two legs. Specifically, the six theories posit that: (1) bipedalism is the fundamental evolutionary adaptation that sets hominids—and therefore humans—apart from other primates; (2) locomotion is the translation of the centre of gravity along a pathway requiring the least expenditure of energy; (3) when a young child takes its first few halting steps, his or her biomechanical strategy is to minimise the risk of falling; (4) a dedicated network of interneurons in the spinal cord generates the rhythm and cyclic pattern of electromyographic signals that give rise to bipedal gait; (5) bipedal locomotion is generated through global entrainment of the neural system on the one hand, and the musculoskeletal system plus environment on the other; and (6) powered dynamic gait in a bipedal robot can be realised only through a strategy which is based on stability and real-time feedback control. The published record suggests that each of the theories has some measure of support. However, it is important to note that there are other important theories of locomotion which have not been covered in this review. Despite such omissions, this odyssey has explored the wide spectrum of bipedal walking, from its origins through to the integration of the nervous, muscular and skeletal systems.

© 2003 Published by Elsevier Science Ltd.
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1. Introduction

Upright bipedal walking is an important hallmark of the human condition. Despite a highly complex neural control system, human gait is characterised by smooth, regular and repeating movements. The sequence of events that takes place for walking to occur may be summarised as follows: registration and activation of the gait command within the central nervous system; transmission of the gait signals to the peripheral nervous system; contraction of muscles that develop tension; generation of forces at, and moments across, synovial joints; regulation of the joint forces and moments by the rigid skeletal segments based on their anthropometry; movement of the segments in a manner that is recognised as functional gait; and generation of ground reaction forces (Vaughan et al., 1999). In parallel with this temporal cascade of events—which are based on cause and effect—the sensory feedback system provides real-time information that influences the gait pattern. Despite there being well in excess of 7000 published references on the biomechanics of human gait (Vaughan, 1999), only a handful of papers have considered the underlying theories of bipedal walking. The purpose of this review paper, this odyssey, is to consider six theories of bipedal walking and to explore the evidence in support of the theories.

2. Evolution

Bipedalism is the fundamental evolutionary adaptation that sets hominids—and therefore humans—apart from other primates

It was the Roman historian Pliny the Elder who in 75 AD is reputed to have said “Ex Africa semper aliquid novi” which means “Always something new out of Africa”. While he was most probably referring to the
strange and unusual animals brought from the dark continent, he could not have known that his own ancestors had walked out of the Rift Valley in Africa over 200,000 years BC (Lewin, 1993). This area, commonly referred to as the Cradle of Humankind, was the scene of some extraordinary archaeological discoveries during the 20th century.

Perhaps the most remarkable of these discoveries occurred in 1976 when Mary Leakey exposed the fossilised footprints of human ancestors in Laetoli, East Africa (Leakey and Hay, 1979). The footprints were formed 3.7 million years ago by at least two hominids walking side-by-side over wet volcanic ash (cf. Fig. 1). These trails show that one hominid was larger than the other but, despite the difference in their size, their gaits appeared to be in phase, suggesting that they may even have been walking arm in arm. A careful 3D photogrammetric analysis of the footprints revealed that there was probably a third hominid who followed in the larger of the two sets of prints (Rüther, 1996). The age of these footprints proved that bipedalism existed at least a million years before stone tools and the development of a large brain, thus settling one of the major issues of contention in palaeoanthropology (Leakey and Walker, 1997).

While the footprints at Laetoli provided incontrovertible evidence for the existence of bipedalism in human ancestors, they did not answer the fundamental question of why or how this form of locomotion evolved. One strategy that has been employed to seek an answer to these questions has been to study the bipedal gait of non-human primates (Prost, 1980). Tardieu et al. (1993) compared the gaits of a 9-year-old chimpanzee and a 3-year-old child. They hypothesised that one of the necessary changes during the evolution of human bipedalism would be the progressive reduction in the displacement of the whole body centre of gravity. Utilising 3D volumetric measurements of the body segments, based on finite element modelling, they concluded that the trajectory of a human’s mass centre was distinguished from that of the chimpanzee not by a lower movement amplitude but by phasic synchronisation of the transverse and vertical displacements. Using cine-radiography, Jenkins (1972) showed that bipedal chimpanzees walk with a femur that is more abducted and flexed than humans. The adducted angulation of the femur allows both humans and Australopithecus afarensis (an early hominid, with “Lucy” having the most complete record of locomotor morphology) to place the feet directly beneath the whole body centre of gravity, providing a smoother, more efficient gait (Jenkins, 1972; Lewin, 1993).

While there have been studies based on energetic analysis (Rodman and McHenry, 1980, Steudel, 1996) as well as neural control (Dunbar et al., 1986) to try and understand the evolution of bipedalism, one of the most biomechanically insightful approaches has been reported by Crompton et al. (1998). Using the bones of Lucy in a detailed computer simulation, they showed that erect gait (bent-hip and bent-knee) was unlikely to have evolved because of the extra energy required (cf. Fig. 2). Whatever the reasons, it is clear that

![Fig. 1. Fossilised footprints at Laetoli in Tanzania, made 3.7 million years ago by bipedal hominids (Leakey and Hay, 1979). Photographs reproduced by permission of WGH Boston and John Reader.](image-url)
knuckle-walking African apes and humans share a common ancestor, with bipedalism being a specialised evolutionary adaptation (Lewin, 1993; Richmond and Strait, 2000).

3. Minimising energy consumption

Locomotion is the translation of the centre of gravity along a pathway requiring the least expenditure of energy.

The celebrated Irish playwright George Bernard Shaw commented that “There are only two qualities in the world: efficiency and inefficiency, and only two sorts of people: the efficient and the inefficient” (Shaw, 1904). This comment resonates with Fig. 1 in Saunders et al. (1953) where a young boy, holding a piece of chalk against his body at approximately the level of his centre of gravity, scribbles a smooth wavy line on a plate glass window as he walks parallel to it. It was this group from San Francisco which proposed the theory of minimising energy consumption. They started with the concept that human walking could be represented, in a minimal configuration, by a pelvis and two stiff legs that allowed only flexion and extension at the hip joints, a so-called “compass gait”. This model obviously produced a jerky, undulating gait. The subsequent addition of six determinants—pelvic rotation, pelvic tilt, knee flexion during stance, knee and ankle interactions, and lateral displacement of the pelvis—converted this gait into a smooth sinusoidal pattern (Saunders et al., 1953). They postulated that the pathological loss of two or more of these determinants would lead to a threefold increase in energy consumption.

The biomechanics group at the University of California (San Francisco and Berkeley) did further pioneering work in which they explored the relationship between the basic variables of walking: step length, step rate, and metabolic energy expenditure (Ralston, 1958; Zarrugh et al., 1974). They demonstrated that individuals select a walking speed—the product of step length and step rate—so as to minimise the metabolic energy expended per unit distance travelled. Joint torques, which provide a measure of muscle activity and thus energy consumption, can in the absence of large inertial contributions be estimated as the vector product of the ground reaction force and the moment arm to the joint centre (Vaughan, 1996). As illustrated in Fig. 3, the line of action of the ground reaction force passes close to the ankle, knee and hip joints of the stance limb, thus minimising the joint torques (Alexander, 1992).

The theory of the six determinants by Saunders et al. (1953), which was based on a simple kinematic argument, had a certain logical appeal and has been repeated, almost as proven fact, in subsequent publications (Inman et al., 1981; Vaughan and Sussman, 1993). However, about 15 years ago Pandy and Berme (1988, 1989) began to test the theory, utilising computer simulation techniques, and most recently Anderson and Pandy (2001a, b) have built a remarkable model of bipedal gait based on dynamic optimisation. The human body was modelled as a 10-segment, 23 degree of freedom 3D linkage driven by 54 muscle actuators. The optimisation problem was to solve for the control variables—the muscle excitation patterns—subject to
the constraint equations (which were generalised displacements and velocities plus dynamic equations for the skeletal and muscle forces) in order to minimise the cost function which was the total metabolic energy consumed divided by the displacement of the centre of gravity during one gait cycle. Without any a priori knowledge the model predicted joint torques and muscle activation patterns in good agreement with experimental data (cf. Fig. 4).

4. Maturation in children

When a young child takes its first few halting steps, his or her biomechanical strategy is to minimise the risk of falling.

This theory is perhaps best encapsulated in the rhyme by children's author AA Milne: "Whenever I walk in a London street, I'm ever so careful to watch my feet" (Milne, 1924). The speaker was Milne's son Christopher Robin who was determined to step on the squares lest he incur the wrath of the imaginary bears. The whimsy of children's poetry leads to the question: what are the scientific factors that contribute to the development of a mature gait pattern in children?

It is generally accepted that an infant will acquire the ability to sit independently at approximately 6 months, to walk without support between a year and 15 months, and to run at 18 months (Sutherland et al., 1980). During this crucial period, and for the subsequent few years, the child's central nervous system (CNS) will mature in parallel with musculoskeletal growth. These two factors—CNS maturation and musculoskeletal growth—will influence the child's characteristic gait pattern (Vaughan et al., 1997).

As the child grows older, the primary gait variables will change: the width of the walking base gradually diminishes, reciprocal arm-swinging becomes apparent, cadence decreases, while step length, walking velocity and single-limb stance all increase (Beck et al., 1981; Preis et al., 1997; Sutherland et al., 1980; Wheelwright et al., 1993). These changes beg the question: how much of the change can be attributed to CNS maturation and how much to growth of the muscles and long bones? By rendering the gait parameters dimensionless, it should be possible to factor out the effects of growth. Any residual differences that exist, say between 5- and 12-year olds, can then be attributed to CNS maturation alone (Vaughan et al., 1997).

Various methods for scaling (or normalising) children's gait parameters have been proposed, including statistical detrending (O'Malley, 1996) and division by body height (Beck et al., 1981). Hof (1996) has proposed a method that renders all parameters dimensionless. His method is based on the simple assumption that taller people tend to walk with longer steps and lower step rates than shorter people, while heavier individuals will exert greater forces and moments than those who are lighter (Hof and Zijlstra, 1997). We have applied this scaling method to a cohort of 204 children aged between 14 and 169 months (1-14 years) and concentrated on four fundamental gait parameters: step length, cadence, step width and single-limb stance time (Langerak et al., 2001; Vaughan et al., 2001). These scaled (dimensionless) parameters change between 14 and 60 months but are invariant after 80 months of age (cf. Fig. 5). Scaled step length, cadence and single-limb stance time all increase, while step width decreases, suggesting that the child becomes more confident—and therefore willing to take more risks—as the CNS matures. These data provide support for a risk aversion hypothesis, in which...
Fig. 4. Forces generated by muscles crossing the ankle joint are derived by optimisation theory (minimum energy consumption) and compared to actual electromyographic activity (Anderson and Pandy, 2001a). Note that the vertical scale is in Newton while GAS = gastrocnemius, SOL = soleus, and PFEV = peroneus brevis and longus.

Fig. 5. Fundamental gait parameters, scaled according to Hof (1996), change during the first 6 years (72 months) of life and are thereafter invariant with age (Vaughan et al., 2001).

the young infant seeks to minimise the risk of falling by maintaining a shorter step length, lower cadence, wider step width and lower single-limb stance time (cf. Fig. 6).

5. Central pattern generators

A dedicated network of interneurons in the spinal cord generates the rhythm and cyclic pattern of electromyographic signals that give rise to bipedal gait.

Francis Crick, who in 1962 shared the Nobel Prize for co-discovering the structure of deoxyribonucleic acid (DNA) and subsequently turned his attention to neuroscience, said "I myself find it difficult at times to avoid the idea of the homunculus—a little man directing it all. As Lewis Carroll's Alice might have phrased it, you're nothing but a pack of neurons" (Voll, 1994). In the context of human locomotion, this statement conjures up the image of the little man, illustrated in Fig. 1.9 on page 11 of the book by Inman et al. (1981), controlling the actions of the tibialis anterior and triceps surae muscles during the stance phase of the gait cycle.

Beginning with the pioneering research on mammalian walking almost a century ago by Brown (1911), it has become increasingly evident that rhythmic movements such as locomotion are generated by neuronal circuits that, in the isolated CNS, can generate neural activity patterns which closely resemble those observed in nearly intact animals (Delcomyn, 1980). Grillner (1985) suggested that there are a number of neuronal modules, which he referred to as central pattern generators (CPGs), that can be made to produce a rhythmic output. He further speculated on the unit CPG hypothesis, suggesting a versatile motor organisation able to combine different components in a variety of ways. Although detailed circuits that underlie vertebrate locomotion are now available for larval frogs and the lamprey (Vaughan et al., 1996), is there evidence to prove that CPGs exist in humans?

In a review of gait after spinal cord injury (SCI), Pinter and Dimitrijevic (1999) have provided two examples for the existence of the CPG in humans. In the case of incomplete SCI, the human lumbar cord isolated from brain influence can be trained to respond with rhythmic, locomotor-like EMG activity to peripheral afferents which are activated by externally induced stepping movements where the subject was suspended over a moving treadmill (cf. Fig. 7a). They also
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Fig. 6. When learning to walk, young infants adopt a biomechanical strategy of minimising risk by maintaining a shorter step length, lower cadence, wider step width and lower single-limb stance time (Langerak et al., 2001). The gait parameters have been scaled according to Hof (1996).

Fig. 7. Stepping movements, providing evidence of a central pattern generator (CPG), can be induced in patients with spinal cord injury (SCI) using: (a) mechanical stimulation via a treadmill; and (b) spinal cord stimulation or SCS (Pinter and Dimitrijevic, 1999).

conducted a study on six subjects with complete long-standing SCI in which an electrical train of stimuli were applied epidurally over the second lumbar segment of the spinal cord (cf. Fig. 7b). This stimulation induced rhythmic, alternating stance and swing phases of the lower limbs (Dimitrijevic et al., 1998).

Olree and Vaughan (1995) performed a principal components (or factor) analysis on the EMG patterns of 16 muscles (eight bilateral pairs) in ten normal subjects. They established two primary factors, named loading response and propulsion, which correspond with important phases in the gait cycle (cf. Fig. 8). They also discovered a third factor, which they called the coordinating factor, that appeared to maintain the phase shift between the left and right legs. Their findings suggest that the CNS solves the problem of high
dimensionality by generating just a few fundamental signals which control all the major muscle groups in both legs. There have been other recent studies utilising EMG in both infants and adults that have provided support for the hypothesis that a single locomotor CPG controls both forward and backward walking (Lamb and Yang, 2000; van Deursen et al., 1998).

6. Linking control and effect

Bipedal locomotion is generated through global entrainment of the neural system on the one hand, and the musculoskeletal system plus environment on the other.

Charles Scott Sherrington, who won a Nobel Prize for his contributions to neuroscience in 1932, said “Swiftly the brain becomes an enchanted loom, where millions of flashing shuttles weave a dissolving pattern, always a meaningful pattern though never an abiding one; a shifting harmony of sub-patterns” (Sherrington, 1941). This analogy between the functioning of the brain and a machine was a mathematical construct described almost 60 years ago by McCulloch and Pitts (1943). They pioneered the field of artificial neural networks (ANNs) and, although there was some activity in the 1960s (Rosenblatt, 1961; Minsky and Papert, 1969), ANNs only became widely accepted as an area of serious research endeavour during the 1980s with the efforts of Hopfield (1982), Anderson (1983), Rumelhart et al. (1986) and others. As the name implies, an ANN is a group of many neurons (or processing elements) that are interconnected and distributed in layers. An ANN normally operates in two states: learning, where a process of changes in the synaptic weights occurs; and recall, where an input stimulus generates an output signal (Rumelhart et al., 1986).

While ANNs were originally utilised in pattern recognition problems, their application to the study of real biological systems began to appear in the early 1990s (Srinivasan et al., 1992, Sepulveda et al., 1993). The argument had thus come full circle: ANNs, inspired by the example of the central nervous system, now had the potential to help elucidate how the CNS itself functioned (Vaughan, 1997). Sepulveda et al. (1993) built an ANN in which 16 EMG signals were used as the input signals and three joint torques were generated as output. Once the network had been successfully trained, a series of simulations were conducted. A 30% reduction in the magnitude of the soleus EMG led to a significant reduction in the plantar flexor moment at the ankle joint (cf. Fig. 9), a prediction that is consistent with our understanding of ankle biomechanics. Recognising the potential of ANNs to control muscle activation patterns, Popovic et al. (1993) developed a network which they tested on chronic spinalised cats. Other researchers have built on this basic science platform and have used ANN models and functional electrical stimulation to rehabilitate the gait of human subjects (Graupe and Kordylewski, 1995; Sepulveda and Cliquet, 1995).

While the aforementioned models linked the controller (neural system) and the effector (mechanical system), they lacked true integration with feedback influencing the real-time performance of the model (Vaughan, 1997). One of the most intriguing models of bipedal walking is that developed by Taga et al. (1991). A pair of CPGs, modelled by an ANN, controlled the muscles of the trunk plus the left and right hip, knee and ankle joints. Their biped consisted of eight segments, 10 degrees of freedom and 19 muscle actuators. A series of

Fig. 8. Eigenvectors, or factor analysis scores, plotted as a function of the gait cycle (Olree and Vaughan, 1995). Factors 3 and 4 are the propulsion factors and correspond closely to the electromyographic signals of the left and right gastrocnemius muscles, respectively.

Fig. 9. An artificial neural network, designed to link 16 electromyographic signals and three joint moments, predicts the effect of a 30% reduction in the soleus activity (cf. dashed line), showing a significant decrease in the plantar flexor moment at the ankle during the push-off phase (Sepulveda et al., 1993).
coupled differential equations defined both the neural rhythms (CPGs) and the mechanics of the musculoskeletal system (cf. Fig. 10a). Once the model had been trained, it not only produced level gait under normal conditions (cf. Fig. 10b), but it also adapted to environmental perturbations such as uneven terrain or increased carrying load (cf. Fig. 10c). Taga (1995) demonstrated that the speed of walking could be controlled by a single parameter which drove the neural oscillators, and the step cycle could be entrained by a rhythmic input to the oscillators.

7. Robots on two legs

**Powered dynamic gait in a bipedal robot can be realised only through a strategy which is based on stability and real-time feedback control**

Five decades ago Isaac Asimov, the science fiction writer (who also held a doctorate in chemistry) formulated his three laws of robotics. The second of these stated that “A robot must obey the orders given it by human beings”. One of these orders would no doubt have been to walk, a natural extension of the original function of a “robot”, first introduced to the English language by the playwright Karel Capek in 1921. Based on his mother tongue of Czech, a *robot* is defined as a worker of forced labour. Over 30 years before Capek coined the term robot, George Fallis in the USA invented a bipedal walking toy (Fallis, 1888). The central claim of his patent stated “This invention consists of a toy which is designed to simulate the human frame and which is a combined pendulum and rocker construction, whereby when placed upon an inclined plane it will be caused by the force of its own gravity to automatically step out and walk down the said plane” (cf. Fig. 11).

What Fallis had described was a *passive* bipedal robot, where the word “passive” connotes the lack of active power. Another feature of the Fallis walker was that its gait was almost certainly static, in the sense that its centre of gravity was always located within its base of support. This is in contrast to dynamic walking where the centre of gravity falls outside the support base during the transition from one foot to the other. The passive vs. active debate is an interesting one, as is the discourse on static vs. dynamic gait. A little over 10 years ago McGeer (1990) demonstrated that a passive walker based on the Fallis design, despite the lack of any form of feedback control, could achieve dynamic gait. His work has led to more recent efforts to explore the potential of passive gait to provide biomechanical insight (Garcia et al., 1998; Kuo, 2001). The first theoretical attempts to describe the mechanics of an active bipedal robot were made over 30 years ago (McGhee, 1968; Vukobratovic, 1970; Frank, 1970). A group at Waseda University in Japan, led by Kato et al. (1974), are generally acknowledged to have been the first to design and implement a successful active walker. However, it employed a static gait pattern, with active walking in a bipedal robot only being achieved in the late 1980s (Zheng, 1989).

The most recent breakthroughs in implementing active dynamic gait in bipedal robots have been made by the Japanese companies Honda (2002) and Sony (2002). Both Honda’s ASIMO (mass 43 kg, height 1.2 m, velocity 0.44 m/s) and Sony’s SDR-3X (mass 5 kg, height 0.5 m, velocity 0.25 m/s) are anthropomorphic.
robots with 24 degrees of freedom (cf. Fig. 12). Both have joint torque actuators, sophisticated feedback via accelerometers and rate sensors, plus an onboard computer to provide real-time control. As is evident from videos of the robots, their gait—which includes stair climbing—is not only stable but very similar to that of humans whom they have been designed to mimic. To be sure, robots on two legs have come a long way since Fallis' invention in the late 19th century.

8. Concluding remarks

There are, of course, other important theories of locomotion that have not been considered in this review. These include: the dynamic similarity hypothesis, where the Froude number—the dimensionless ratio of velocity squared to the product of leg length and the acceleration due to gravity—is constant (Alexander and Jayes, 1983); the theory of the spinal engine, which posits that the lumbar spine is the key structure necessary for land-based locomotion, with the pelvis being driven by the spine (Gracovetsky, 1985); and dynamic systems theory, which postulates that new forms of behaviour—such as infant locomotion—will emerge from the cooperative interactions of multiple components within a task context (Thelen and Ulrich, 1991). Despite these omissions, the odyssey has covered a wide spectrum, from the evolution of bipedal walking through to the integration of the nervous, muscular, and skeletal systems.

While it is highly unlikely that a single, unifying theory of bipedal walking exists, there are interesting ways in which the six theories reviewed in this paper...
overlap with one another. For example, the risk aversion hypothesis proposed for the maturation of gait in young infants (cf. Fig. 6) explains the historical development of an active bipedal robot, in moving from a static to a dynamic mode of walking. In addition, the central pattern generator theory has been included by Taga (1995) in his theory linking control and effect, while it should also be feasible to extend his model so that it incorporates the minimum energy consumption features of the model by Anderson and Pandy (2001a).

With the computational resources available today, large-scale models of the human body can be used to produce realistic simulations of bipedal walking that are an order of magnitude more complex than those produced just a decade ago (Pandy, 2001).
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Neuromaturation of human locomotion revealed by non-dimensional scaling

Abstract When two fundamental gait parameters—step length and step frequency—are scaled non-dimensionally, thereby accounting for increases in a child's physical size, ontogenetic changes in the locomotor control strategy are revealed. We believe dimensionless velocity $\beta$, the product of dimensionless step length and frequency, serves as a measure of neural development. It increases from the age of 18 months and reaches a plateau between 50 and 90 months, attaining the adult value of 0.45. Based on a study of 200 children, our findings lend support to a theory that posits a neuromaturation growth curve with the form: $\beta (t) = 0.45 (1 - e^{-0.05t})$ where $t$ is the age in months and 0.05 is the growth coefficient.
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Introduction

It has been argued that innate pattern generators in the spinal cord produce infant stepping in the first few weeks of life (Lamb and Yang 2000) and these generators are also responsible for the basic locomotor rhythm in adults (Pinter and Dimitrijevic 1999). During the ontogenetic phase of independent human locomotion, beginning at 10-18 months of age, two separate but parallel forms of growth occur (DeJaeger et al. 2001): the infants physical size, its mass and height, increases (Sutherland et al. 1980); and specific neural circuits develop during ontogeny and transform the infants locomotor pattern (Forssberg 1985). The bipedal plantigrade gait of humans is unique, contrasting with the patterns of quadrupeds and non-human primates, in which the temporal activity of the muscles differs quite markedly (Forssberg 1992). The footprints left in the volcanic ash at Laetoli in Africa by hominids 3 million years ago indicate that they walked with a marked heel-strike at initial ground contact and utilized push-off during the end of the stance phase (Forssberg 1992). These ancient data have been used to compare the walking patterns of fossil hominids to that of modern children (Alexander 1984). Because bipedal locomotion is a quintessential feature of human evolution, it provides a rich experimental platform to explore a topic such as ontogeny and the consequences of size change (Koehl 2000).

The objective of this study was to understand the locomotor control strategy adopted by young children during the acquisition of bipedal gait. We hypothesized that non-dimensional scaling would account for physical growth, thereby yielding new insights into the process of neuromaturation.

Materials and methods

The subjects for this study were 200 normal children (102 boys and 98 girls) aged between 14 and 160 months (i.e. 1–13 years) who were recruited from pre-schools and elementary schools in Cape Town. The parents or legal guardians of all children signed a formal consent prior to participation in the project, having read through a protocol that was approved by the Human Subjects Committee of the University of Cape Town. The focus was on younger children, with 125 being under the age of 80 months. In addition, 15 normal adults (8 men and 7 women) were also studied for comparison...
purposes and they were deliberately chosen with a wide range in statures: from 1.59 m up to 2.01 m in height. Prior to the actual gait analysis, a series of anthropometric parameters were measured, the most important of which was the leg length. This was estimated as the height of the greater trochanter above the ground when standing upright (Sutherland 1997).

We monitored the locomotion during level walking by means of a six-camera video system (Vaughan et al. 1999). The XYZ coordinates of four small targets, located on the heels and over the 2nd metatarsal heads of the left and right feet, were measured as a function of time (Fig. 1a). The data capture rate was 120 Hz, yielding a temporal resolution of 0.0083 s, while the spatial accuracy was 5 mm, both of which were sufficient to assess the subtle locomotor strategies employed by young children during ontogeny.

Each child walked at his or her own self-selected pace in the positive X direction (Fig. 1a). Between two and four gait cycles per walking trial were captured and three trials per subject were gathered. Key temporal events for sequential gait cycles—foot contact and toe off for both right and left feet—were identified on a frame-by-frame basis, from which the fundamental temporal-distance parameters of step length and step frequency were derived (Vaughan et al. 1999). Step length was measured in metres as the horizontal distance, in the direction of progression, between the right and left heels at sequential foot contacts. Step frequency was measured in steps per second as the inverse of the time between sequential contacts of the right and left feet. The data for an individual subject were averaged across the gait cycles in each trial and across the three trials.

Results

As expected, step length increased with age, from less than 0.2 m at 14 months, to over 0.6 m at 150 months (Fig. 2a). In contrast, step frequency decreased over the same age range, from as high as 3.0 steps/s to approximately 2.0 steps/s for the older children (Fig. 2b). These results are consistent with the findings of other researchers (Sutherland et al. 1980; Beck et al. 1981). Now, the changes in these fundamental gait parameters that occurred during this period between 14 and 160 months resulted from two separate but parallel forms of growth: the child's height and mass (i.e. its physical size) increased (Sutherland et al. 1980); and specific neural circuits developed through the process of synaptogenesis as neuromaturation took place (Forssberg 1985). Although some authors believe that walking experience should be considered a third developmental factor (Adolph et al. 2003), we propose that the parallel effects of musculoskeletal growth and neuromaturation can be separated through a process of non-dimensional scaling.

Non-dimensional scaling

While a rigorous statistical technique, based on detrending and simultaneous normalization, has been proposed (OMalley 1996), this method tends to mask the neuromaturation process (Sutherland 1997). A non-dimensional scaling approach, based on the similarity between bipedal gait and an inverted pendulum, has been adopted (Alexander 1992; McMahon and Bonner 1983). The distance travelled by a pendulum along its arc is equal to the product of the pendulum length and the angle (measured in radians) subtended by the arc (Fig. 1b). For equal angles, the step length would be directly proportional to leg length and so this is a widely accepted scaling method:

$$\lambda = \frac{SL}{LL}$$

(1)

where $\lambda$ is the dimensionless step length, SL is step length in metres and LL is leg length, also measured in metres (Hof 1996; Vaughan et al. 1997). The period (or cycle time) for a simple pendulum is equal to $2\pi\sqrt{L/g}$, where $L$ is the pendulum length in metres and $g$ is the acceleration due to gravity, 9.8 m/s². This approach leads to the equation for scaling step frequency:

$$\varphi = \frac{SF}{(g/LL)^{1/2}}$$

(2)

where $\varphi$ is the dimensionless step frequency, and SF is step frequency in steps/s, while $g$ and LL are as defined above (Hof 1996). The step length and step frequency data presented in Fig. 2a, b were scaled non-dimensionally according to Eqs. 1 and 2. We assumed that such scaling would account for all the musculoskeletal growth, with any residual differences being explained by maturation of the nervous system.

After the temporal-distance parameters had been scaled, the data for the 200 children were grouped into 6-month epochs and averaged. There were 24 epochs in all, beginning at 18 months (children aged 14–20 months), and continuing on to 24 months (ages 21–27 months), 36 months, etc., and ending at 156 months (ages 153–160 months). There were at least 10 children in each of the
first 6 epochs. Dimensionless step frequency $\varphi$ has been expressed as a function of dimensionless step length $\lambda$ (Fig. 2c). At age 18 months both parameters have low values, with the data point being located at $(0.57 \pm 0.06, 0.47 \pm 0.05)$, where $\lambda = 0.57$ and $\varphi = 0.47$. As age increased both these dimensionless parameters steadily increased (Adolph et al. 2003; Hof and Zijlstra 1997; Sutherland 1997), taking on values of $(0.63 \pm 0.06, 0.52 \pm 0.04)$ at 24 months, $(0.66 \pm 0.05, 0.53 \pm 0.05)$ at 30 months, $(0.70 \pm 0.06, 0.54 \pm 0.03)$ at 36 months and $(0.73 \pm 0.05, 0.55 \pm 0.05)$ at 42 months (Fig. 2c).

The mean data for the adults were calculated as $\lambda = 0.75 \pm 0.06$ and $\varphi = 0.60 \pm 0.04$ and have been plotted on the same graph as the children (cf. black square indicated by the letter A in Fig. 2c). It is clear that from about age 50 months onwards, the children data are clustered in the vicinity of the adult data point, and these findings are consistent with the values presented by Stansfield et al. (2003) in a longitudinal study of children aged 5–12 years. The shift in the dimensionless parameters from $(0.57, 0.47)$ at 18 months up towards the cluster centered on $(0.75, 0.60)$ provides an indication of the neuromaturation that occurs during ontogeny, beginning with the early phase of independent walking. Such an analysis has also been used to demonstrate that children with cerebral palsy who undergo surgical treatment tend to approach the normal cluster (OMalley et al. 1997). Dimensionless step length and frequency can be combined to yield dimensionless velocity $\beta$

$$\beta = \lambda \times \varphi$$

which has been plotted as a series of isocurves in Fig. 2c, with $\beta$ ranging in value from 0.25 to 0.50. Combining Eqs. 1–3 yields
\[ \beta = \frac{V}{(g \times LL)^{1/2}} \]  

where \( V \) is the velocity in m/s and is equal to \( SL \times SF \).

Equation 4 expresses dimensionless velocity \( \beta \) as the square root of the Froude number, a parameter that has been extensively used in locomotion studies (Alexander 1984; Hof and Zijlstra 1997).

The Froude number, which is central to the dynamic similarity hypothesis of Alexander and Jayes (1983), allows us to answer the question whether young infants walk in a dynamically similar manner to older children and adults. We therefore propose that dimensionless velocity \( \beta \), which is a composite of the fundamental gait parameters \( \lambda \) and \( \varphi \), is well suited to serve as a measure of neuromaturation. When plotted as a function of age, \( \beta \) starts out with a value of 0.27 at 18 months and then increases steadily up to about 70 months when it reaches the adult value of 0.45 (Fig. 2d).

A mathematical model

The data in Fig. 2d are consistent with a growth curve first described by von Bertalanffy (1938) and there exists a standard differential equation in physics which represents the simplest possible description of the approach to an equilibrium:

\[ \frac{d\beta}{dt} = k(\beta_m - \beta(t)) \]  

in which the positive constant \( k \) is a growth coefficient, \( \beta_m \) is the dimensionless velocity at maturity, and \( t \) is the time in months. If we assume that \( \beta = 0 \) at \( t = 0 \) (i.e. at birth), which is a reasonable assumption, then the solution to the first order differential Eq. 5 is

\[ \beta(t) = \beta_m (1 - e^{-kt}) \]  

Since \( \beta_m = 0.45 \), \( k \) can be determined by minimizing the sum of squared differences using the \( \beta \) data in Fig. 2d. The value for \( k \) is 0.05, yielding our neuromaturation growth curve for the ontogeny of human locomotion:

\[ \beta(t) = 0.45(1 - e^{-0.05t}) \]  

Discussion

According to dynamical systems theory, movement patterns do not arise from the maturation of neural centres or central pattern generators but instead new behaviour emerges through self-organization (Thelen et al. 1987; Jeng et al. 1997). This theory has been challenged, on the basis that it provides limited insight regarding the neural control of motor development, and an alternative theory, based on neuronal group selection, has been proposed (Forssberg 1999; Sporns and Edelman 1993): a repertoire of genetically predetermined neural networks exists at the onset, and development proceeds with selection on the basis of afferent signals generated during movement (Forssberg 1999). When a young infant takes its first few halting steps, its biomechanical strategy is to minimize the risk of falling (Vaughan 2003). Then, during ontogeny, strength increases, postural constraints become less dominant (Muir 2000) and mediolateral stability improves (Yaguramaki and Kimura 2002). Development proceeds by the selection of the most favourable neural networks (Forssberg 1999) so that the variability in muscle activation decreases, co-contraction is diminished, and the adult pattern emerges (Okamoto et al. 2003).

In Eq. 7, the growth coefficient \( k \) varies slightly from individual to individual and is a measure of the rate at which a normal child's gait approaches the adult pattern (i.e. when \( \beta_m = 0.45 \)). The growth curve can also be applied to dimensionless step length and step frequency, where \( \lambda_m = 0.75 \) and \( \phi_m = 0.60 \) respectively (cf. Fig. 2c), and for both parameters the growth coefficient \( k = 0.08 \). For a disorder such as cerebral palsy, where there are neurodevelopmental delays, both \( k \) and \( \beta_m \) will have lower values. This occurs despite neurosurgical interventions such as dorsal rhizotomy for which non-dimensional scaling has been applied to understand the long-term implications of both the disorder and its treatment (Subramanian et al. 1998). While dimensionless step length \( \lambda \) can approach normal values in these patients, dimensionless step frequency \( \phi \) is not altered by age or surgery (Vaughan et al. 1998). Since \( \phi \) is an indirect measure of the central pattern generator, this suggests that in cerebral palsy there may be limited opportunities to select favourable neural networks (Forssberg 1999).

The solution to the growth curve (cf. Eq. 7 and Fig. 2d) assumes that \( \beta = 0 \) at age 0 (i.e. at birth). Since it has been shown that even in the early weeks of life young neonates, if properly supported, are able to take spontaneous steps (Yang et al. 1998), this assumption is probably a slight simplification. It is also likely that other growth curves, for which \( \beta \neq 0 \) when \( t = 0 \), could explain the data just as well as Eq. 7. This equation is similar in form to a general growth equation that has been derived from first principles and is based on the conservation of metabolic energy, allometric scaling, and the energetic cost of producing and maintaining cells (West et al. 2001). Whether a neural growth equation can be similarly derived from first principles remains to be explored. What we have shown is that non-dimensional scaling of velocity has yielded a measure of neuromaturation, and thus revealed some insight regarding the ontogeny of human locomotion.

Acknowledgements We thank Gerard Deib, Harmen Leskens and Fernando Martinez for their assistance in gathering and analyzing the data. We also acknowledge the financial assistance of The Wellcome Trust, the Medical Research Council of South Africa, and Stichting Nijrneegs Universiteits Fonds. Christopher Vaughan was an Ernest Walton Fellow, funded by Science Foundation Ireland, when this work was completed.
References

Forssberg H (1992) Evolution of plantigrade gait: is there a neuronal correlate? Dev Med Child Neurol 34:920-925
Abstract

It is fascinating to think that the ideas of two 19th century naval architects could offer useful insights for 21st century scientists contemplating the exploration of our planetary system or monitoring the long-term effects of a neurosurgical procedure on gait. The Froude number, defined as \( Fr = \frac{v^2}{gL} \), where \( v \) is velocity, \( g \) is gravitational acceleration and \( L \) is a characteristic linear dimension (such as leg length), has found widespread application in the biomechanics of bipedal locomotion. This review of two parameters, \( Fr \) and dimensionless velocity \( \beta = (Fr)^{1/2} \), that have served as the criterion for dynamic similarity, has been arranged in two parts: (I) historical development, including the contributions by William Froude and his son Edmund, two ship designers who lived more than 130 years ago, the classic insights of D'Arcy Wentworth Thompson who, in his magnum opus On Growth and Form, espoused the connection between mathematics and biology, and the pioneering efforts of Robert McNeill Alexander, who popularised the application of \( Fr \) to animal locomotion; and (II) selected applications, including a comparison of walking for people of different heights, exploring the effects of different gravitational fields on human locomotion, establishing the impact of pathology and the benefits of treatment, and understanding the walking patterns of bipedal robots. Although not all applications of \( Fr \) to locomotion have been covered, the review offers an important historical context for all researchers of bipedal gait, and extends the idea of dimensionless scaling of gait parameters.

Keywords: Froude number; Gait; Dynamic similarity; Walking; Size; Gravity; Children

1. Introduction

Bipedalism is the fundamental evolutionary adaptation that sets hominids—and therefore humans—apart from other primates [1]. A toddling infant, taking its first few halting steps on the living room carpet, uses essentially the same walking pattern as a 2 m tall adult striding down the road [2]. However, it is not only humans who utilise bipedalism as their primary mode of terrestrial locomotion; prehistoric dinosaurs, some of which had a height of over 5 m, used a running gait [3], while the hopping crow stands less than 0.3 m tall [4]. This leads to the obvious question: how do we compare the gait patterns of all these different animals? The answer lies in the field of physical similarity and dimensional analysis [5]. It was the naval architect William Froude who, 130 years ago, introduced a non-dimensional parameter that served as the criterion for dynamic similarity when comparing boats of different hull lengths [6]. This parameter, now known as the Froude number or \( Fr \), is equal to \( \frac{v^2}{gL} \), where \( v \) is velocity, \( g \) is gravitational acceleration, and \( L \) is a characteristic length (in nautical engineering, the hull length). This review of the contribution of naval architecture—the Froude number—to our understanding of bipedal locomotion has been compiled in two parts, numbered I and II, and seven sections, numbered 2.1–3.4.

2. Part I: historical development

2.1. William and Edmund Froude

William Froude was born in Devon, England in 1810 and studied classics and mathematics at Oxford University (cf.
[Fig. 1a] Following graduation he worked in the field of civil engineering, assisting Isambard Kingdom Brunel with the building of the Bristol and Exeter Railway in 1838. By 1846, he had retired from full-time employment to run the family estates but it was also an opportunity to turn his attention to the sea and ships that had always exercised a special fascination for him [7]. His work was influenced by a particularly expensive mistake [8]. Froude had been consulted by his old boss Brunel and the mistake involved the design of a huge iron-clad ocean liner, the Great Eastern, which was the largest ship in the world at that time. Even though the designers had included paddle wheels and a screw propeller, as well as auxiliary sails (Fig. 2a), the sheer size of the ship meant that it had insufficient power. Its speed was so slow that there was no way the ship could earn enough to pay for the cost of its fuel [8], a significant shortcoming, since the Great Eastern laid the undersea telegraph cable between Co. Kerry, Ireland and Newfoundland, Canada in 1866, linking the continents of Europe and North America for the first time. Although Froude was involved with the engineering of the Great Eastern in only a minor capacity, he clearly appreciated how poorly naval architects in the mid-19th century understood wave resistance and the effects of size.

Froude's own approach to science, and indeed religion, is summed up in a phrase that he often quoted: "Our sacred duty is to doubt each and every proposition put to us including our own" [9]. He turned his attention to experimentation in the River Dart on two scale models, called Raven and Swan, in which he demonstrated that there was no ideal form and that performance varied with speed. With this evidence he persuaded the government to fund the building in the early 1870s of a towing tank, almost 100 m long, across the road from his house. With the assistance of his third son Robert Edmund (Fig. 1b), born in 1846, he was able to tow his models at a known speed through still water using a steam-powered winch that pulled the carriage along a track suspended over the tank (Fig. 2b). The drag force on the models was monitored by a custom-designed dynamometer [10].

What Froude observed was that large and small models of geometrically similar hulls produced different wave patterns when towed at the same speed (Fig. 2c). However, if the larger hull was pulled at greater speeds, there was a speed at which the wave patterns were nearly identical. This occurred when the ratio of the velocity squared to the hull length was the same for both large and small hulls. He had thus demonstrated that geometrically similar hulls would also be dynamically similar, in terms of wave resistance, when this ratio—now known as the Froude number—was constant. In his own words [6]:

"That "Law of Comparison" is that if the speeds of the ships are proportional to the square roots of their dimensions, their resistances at those speeds will be as the cubes of their dimensions."

From 1873 until his death in 1879 in Simonstown, a naval base near Cape Town, South Africa (Fig. 3), William Froude published many papers in journals such as Nature [11] and in other scholarly publications [6,10,12]. After the passing of his father, Edmund continued the family tradition of research on hydrodynamics, publishing his own findings on wave-making resistance of ships, and introducing the analogy of a simple pendulum [13]. He was also well known for having recommended the suitable dimensions of screw propellers [14]. By the time of Edmund's own death in 1924, the father and son had left an indelible legacy—between them they published 34 papers in the Transactions of the Institution of Naval Architects—with every ship in the world today owing its performance to their insights and steadfast endeavour.
Fig. 2. (a) The Great Eastern was a ship which convinced William Froude that naval architects of the mid-19th century did not understand wave resistance and the effects of size. Reproduced with the permission of the Maritime Museum, Valenite Island, Co. Kerry, Ireland. (b) The towing tank built by William Froude in the early 1870s where he conducted hydrodynamic experiments on scale models. Reproduced with the permission of Russell [7]. (c) William Froude conducted experiments on the resistance of model boats of different lengths, allowing him to study diverging bow waves [12]. Reproduced with permission of the Royal Institution of Naval Architects.
2.2. D'Arcy Wentworth Thompson

While the Froudes had concentrated on the movement of ships, it was the polymath D'Arcy Wentworth Thompson who first recognised the connection between the Froude number and animal locomotion, although his derivation of Froude's Law was based on skin friction and did not acknowledge the interaction between gravity and inertia. Born in Edinburgh, Scotland in 1860, he won prizes for the Classics, Greek, mathematics and modern languages in his final year of high school [15]. After beginning his medical studies at Edinburgh University, he switched to science at Cambridge University, earning a BA in zoology in 1883. The following year Thompson was appointed Professor at Dundee (later incorporated within the University of St. Andrews) and occupied this chair until his death in 1948, a remarkable record of 64 years (Fig. 4). Thompson possessed a unique set of skills: he was a Greek scholar, a biologist and a mathematician. Although he was a prolific writer, publishing almost 300 scientific articles and books [16], he is best known for his famous book On Growth and Form, first published in 1917 [17]. His primary thesis was that all living creatures could only be properly understood in terms of pure mathematics. These arguments were advanced in beautiful prose that was a pleasure to read with poetry in the sentences [18].

Thompson's understanding of the relationship between scale, Froude and bipedal locomotion are best revealed in thre quotations that have been extracted from his magnum opus On Growth and Form [17]. On page 17, he introduces the concept of dynamic similarity:

For scale has a very marked effect upon physical phenomena, and the effect of scale constitutes what is known as the principle of similitude, or of dynamical similarity.

This statement forms the basis for a discussion on the strength of a muscle and the resistance of a bone to crushing stress, both of which vary with their cross-sections. In considering the movement of terrestrial animals, living under the direct action of gravity, he argues that there is a limit to the size of an animal, with an elephant approaching the limit. Then on page 23 Thompson introduces the analogy between two dynamically similar animals and two steamships and their propulsion:

In two similar and closely related animals, as also in two steam engines, the law is bound to hold that the rule of working must tend to vary with the square of the linear dimensions, according to Froude's Law of steamship comparison.

He explores the movement of birds and fish through a fluid medium and shows that by applying Froude's Law their velocities squared are proportional to a linear dimension (e.g. the animal's length). Finally, on page 30, he compares bipedal walking patterns by means of a pendulum model:

Now let two individuals walk in a similar fashion with a similar angle of swing. The arc through which the leg swings will vary as the length of the leg, but the time of the swing will vary as the square root of the pendulum length. Therefore the velocity will also vary as the square root of the length of the leg.

In a later abridged edition of On Growth and Form, which John Tyler Bonner had the temerity to edit [18], an illustration of a simple pendulum was included, and the step lengths of characters from Jonathan Swift’s book Gulliver’s Travels (Fig. 5) were compared. The inhabitants of Lilliput and Brobdingnag, with heights of 0.15 and 20 m, respectively, would have had step lengths of 0.06 m and 8.4 m on the basis of geometric similarity. By extending Thompson’s argument, and applying Froude’s Law and dynamic similarity to the inhabitants, we see that they would have had walking velocities of 0.29 and 3.3 m/s, respectively. These values can be compared to Captain Lemuel Gulliver’s height of 1.8 m, a step length of 0.76 m and walking velocity of 1.2 m/s.

2.3. Robert McNeill Alexander

Despite the widespread impact of Thompson’s book [17], the legacy of the Froudes and their contribution to the understanding of scale and propulsion in biology lay dormant for decades. The one person who changed that and so popularised the application of the Froude number to animal locomotion was Robert McNeill Alexander, Professor of Zoology at the University of Leeds. Through the publication of his books on biomechanics [19–22], his book chapters that arose from special conferences on animal locomotion [23–26], and most importantly his articles in high impact journals [3,4,27–36], Alexander has ensured that the Froude number can now take its rightful place as an important parameter for us to employ when studying bipedal gait.

It all started in 1976 with a study to estimate the speeds of dinosaurs [27]. Because there were reasonably well-documented dinosaur tracks from which stride lengths could be measured (Fig. 6), Alexander used observations of living animals, including humans, and applied these to dinosaurs. He argued that the movements of animals of geometrically similar form but of different sizes would be dynamically similar when they moved with the same Froude number \( Fr = \frac{v^2}{gL} \), where \( L \) was the height of the hip joint above the ground. He also posited that geometrically similar movements required equal values of the relative stride length, the dimensionless ratio \( \lambda/L \), where \( \lambda \) was the stride length (Fig. 6). Then, based on data from mammals as diverse as jirds (a type of gerbil), men and horses, he plotted \( Fr \) as a function of \( \lambda/L \) on logarithmic coordinates and established the empirical relationship

\[
\frac{\lambda}{L} = 2.3\left(\frac{v^2}{gL}\right)^{0.3}
\]

and this equation could then be rewritten as

\[
v = 0.25 g^{0.5} \lambda^{1.67} L^{-1.17}
\]

Since \( g \) was known (9.8 m/s\(^2\)), while \( \lambda \) could be measured directly from the dinosaur footprints and \( L \) estimated from intact dinosaur skeletons, \( v \) could be readily calculated. The estimated speeds were rather low, between 1.0 and 3.6 m/s.
Fig. 6. Alexander [27] showed that it was possible to estimate the running speed $v$ of a dinosaur, with hip height $L$ and a stride length of $\lambda$ (calculated from the fossil record and preserved footprints respectively), using the Froude number data for contemporary animals. Adapted with permission from reference [3].

but it was difficult to know if the tracks were made when the dinosaurs were walking or running [27]. Others used Alexander’s approach [37], and a new track site showed that some dinosaurs probably achieved speeds of up to 11 m/s [38]. While Alexander continued to refine the relationship between relative stride length and $Fr$ (Fig. 7a), the release of the movie *Jurassic Park* in the early 1990s led to further debate about the maximum speed at which a bipedal dinosaur could run [36,39]. Using arguments based on Froude numbers [3,27] as well as bone strength [3,40], Alexander concluded [36] that *Tyrannosaurus rex* was probably not very good at chasing Jeeps!

Fig. 7. (a) Relationship between relative stride length $\lambda/L$ and the Froude number $v^2/gL$ for bipeds (kangaroos and humans) and quadrupeds [3], with the curve through the data represented in Eq. (1) (note the logarithmic scale on each axis). (b) Phase difference between the forefeet versus the Froude number for quadrupedal mammals, with a logarithmic scale on the horizontal axis. These graphs have been adapted with permission from references [3,31] respectively.
One of Alexander's most highly cited articles was his dynamic similarity hypothesis [31]. He noted that the galloping movements of cats and rhinoceroses are remarkably similar even though the animals are so different [22], and postulated five dynamic similarity criteria: (1) each leg has the same phase relationship; (2) corresponding feet have equal duty factors (% of cycle in ground contact); (3) relative (i.e. dimensionless) stride lengths are equal; (4) forces on corresponding feet are equal multiples of body weight; and (5) power outputs are proportional to body weight times speed. He hypothesised, and provided the necessary experimental evidence to demonstrate, that animals meet these five criteria when they travel at speeds that translate to equal values of Fr [31]. Evidence in support of criterion 3 has been presented in Fig. 7a, while the data for criterion 2 may be seen in Fig. 7b. At Fr values below 2, the phase differences lie between 0.4 and 0.5, and the animals utilise symmetrical gaits such as walking, trotting and pacing. There is an abrupt transition at Fr values between 2 and 3, and above 3 the animals use asymmetrical gaits such as cantering and galloping. Although Alexander developed the dynamic similarity hypothesis for quadrupedal animals [31], it may also be applied to bipedal gait [33].

3. Part II: selected applications

3.1. Effects of size

As indicated above in Section 2.1, D'Arcy Thompson used the Froude number to compare the walking speeds of different sized characters in Gulliver's Travels. This is clearly one of the major benefits of the Froude number, with the primary application being in the study of children's gait [1,2,32,41-44]. Alexander [32] showed that when dimensionless stride length was plotted as a function of dimensionless speed \( \beta \) where

\[
\beta = v/(gL)^{1/2} = (Fr)^{1/2}
\]

then data for children aged over 4 years were the same as adults. He used this empirical relationship to predict the walking speeds for two small hominids (with estimated heights of 1.19 and 1.39 m) who left their footprints in volcanic ash at Laetoli in East Africa 3.7 million years ago [1]. Alexander estimated the speeds to be 0.64 and 0.75 m/s, respectively, which corresponds to modern humans walking in small towns [32]. Minetti and his colleagues have studied two other groups that have short statures: Pygmies from West Africa [45,46]; and pituitary dwarfs suffering from growth hormone deficiency [46,47]. This latter group will be described later in Section 3.3 when the effects of pathology and treatment are considered.

Minetti et al. [45] simultaneously measured oxygen consumption and kinematics for Pygmy adults (height 1.53 ± 0.04 m) and Caucasian adults (height 1.77 ± 0.04 m) walking and running on a treadmill. They showed that for walking, the metabolic power (oxygen consumption per kilogram per minute) was the same for both groups when expressed as a function of Fr. For running, however, they discovered that the Pygmies had a lower metabolic cost, suggesting that the two groups probably did not run in a dynamically similar fashion. Saibene and Minetti [46] combined the walking data for children aged 1–12 years [48] with that of the Pygmy adults and plotted the recovery of mechanical energy (expressed as a percentage) as a function of Fr. They demonstrated that, despite the size differences in the subjects, all the data could be fitted by a single curve with a peak energy recovery value of 65% at the same Froude number (Fr = 0.25), which represents the optimal walking speed for all humans.

When the fundamental gait parameters (step length, step frequency, single limb stance time, and step width) are rendered dimensionless according to the method advocated by Hof [49], these parameters change during the first 6 years of a child’s life [1,41,42]. Thereafter, they are invariant, with the values for 7 year olds, teenagers and adults being the same [41]. This finding has been referred to by Vaughan [1] as a risk aversion hypothesis: when a child takes its first few halting steps, its biomechanical strategy is to minimise the risk of falling. Vaughan et al. [50] have argued that when step length and step frequency are scaled non-dimensionally, they account for increases in a child’s physical size (i.e. biomechanical changes) and any residual changes in the fundamental locomotor parameters reveal ontogenetic development. They posited that dimensionless velocity \( \beta \) (Eq. (3)), which is the product of dimensionless step length and frequency, serves as a measure of neural development. All three parameters increased from the age of 18 months and reached maturity (i.e. adult values) between 50 and 90 months (Fig. 8a). Based on a study of 200 children, the findings of Vaughan et al. [50] lend support to a theory that posits a neuromaturation growth curve:

\[
\beta(t) = 0.45(1 - e^{-0.05t})
\]

where \( t \) is the child’s age in months, 0.45 is the adult value for \( \beta \), and 0.05 is the growth coefficient (Fig. 8b).

3.2. Effects of gravity

Five years before Neil Armstrong took his first historic steps on the moon in 1969, scientists were already intrigued by the problems that could face humans walking in a subgravity environment [51]. The Apollo missions of the early 1970s then provided the impetus for further exploration of the mechanics of locomotion when the gravitational acceleration has a magnitude that is either smaller or greater than that on Earth. Since gravity appears explicitly in the Froude number equation, where \( Fr \) is equal to \( v^2/gL \), it lends itself very well to the purpose of testing the dynamic similarity hypothesis for different values of \( g \) [46,52–57]. If we compare the same subject (i.e. the leg length \( L \) is con-
Fig. 8. The dimensionless temporal-distance parameters for 200 young children were clustered into 6-month epochs, beginning at age 18 months, and the average value for each epoch was calculated [50]. (a) Dimensionless step frequency is plotted as a function of dimensionless step length. The numbers next to the dots indicate the age in months, the isocurves are plots of dimensionless velocity $\beta$, and the small square A is the mean value for 15 adults. (b) Dimensionless velocity $\beta$ is plotted as a function of the child's age in months. At 18 months of age, $\beta$ is equal to 0.27 and this parameter steadily increases up to about 60 months when it reaches the adult value of 0.45. These data have been modelled by a neuromaturation growth curve where the dimensionless velocity at maturity $\beta_{00} = 0.45$, and the growth coefficient $k = 0.05$ per month. Reproduced with the permission of Springer-Verlag, publishers of Experimental Brain Research [50].

Fig. 9. Walking speed plotted as a function of gravity, which is expressed as a fraction of the Earth's gravity, for a human with leg length $L = 0.92$ m [46,56,57]. The three theoretical curves (Eq. (5)) represent optimal walking speed ($Fr = 0.25$), walk-to-run transition speed ($Fr = 0.5$), and the physical limit of walking ($Fr = 1.0$). The experimental data of Cavagna and co-workers [51,59,60] and Kram and colleagues [52,54] have been superimposed on these curves. Modified from the publications by Minetti and co-workers [46,56,57].
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Minetti and co-workers [46,56,57] have utilised Eq. (5) and plotted theoretical curves of walking speed as a function of the gravity ratio (Fig. 9). These three curves represent the prediction of dynamic similarity where leg length $L = 0.92$ m and three separate Froude numbers are plotted: $Fr = 0.25$ (optimal walking speed); $Fr = 0.5$ (the walk-to-run transition speed); and $Fr = 1.0$ (physical limit of walking, after which subject becomes airborne). Superimposed on these curves are the experimental data of Cavagna and co-workers [51,59,60] and Kram and co-workers [52,54]. As can be seen in Fig. 9, there is generally good agreement between the dynamic similarity theory and experiment [46,57].

On Earth, an average man will have an optimal speed of walking of 1.5 m/s and a walk-to-run transition speed of 2.0 m/s. On the Moon, which has a gravity about 0.16 times that of Earth, the corresponding speeds would be about $0.40 \times$ and $0.80 \times$ m/s, respectively (cf. Fig. 9). These values were predicted by Margaria and Cavagna 40 years ago [51], although not using the Froude number approach [57]. The difficulty that astronauts had in trying to walk at terrestrial
speeds on the Moon was evident from the footage of skipping gaits seen on television and debriefings of the Apollo missions [61]. Cavagna et al. [59,60] simulated the gravitational field on Mars (0.40 times the Earth) and hyper-gravity times Earth’s gravity and Jupiter’s value of 2.4) and again their optimal speeds are in good agreement with theory, the filled circles in Fig. 9 (note: Jupiter is not shown because it is beyond the illustrated scale for the horizontal axis). Interestingly, as the ratio \( g_{\text{planet}}/g_{\text{Earth}} \) increases beyond 1.0, so the distance between the curves for optimal speed (\( Fr = 0.25 \)) and the walk-to-run transition (\( Fr = 0.5 \)) increases, suggesting that an astronaut exploring Jupiter would have a greater range of possible walking speeds available to him [57,60].

3.3. Impact of pathology and benefits of treatment

One of the obvious clinical manifestations in adult patients with childhood-onset growth hormone deficiency (GHD) is shortness of stature, in addition to reduced maximal isometric muscle strength and muscle size [46]. Saibene and Minetti [46] compared GHD patients (average height 1.45 ± 0.07 m) with normal age-matched controls (average height 1.76 ± 0.04 m) walking and running on a treadmill. They showed that when metabolic cost and energy recovery were plotted as a function of \( Fr \) for walking, the two groups exhibited responses that were dynamically similar, demonstrating a substantial “normality” in this group of childhood-onset GHD patients [46].

An important challenge facing researchers who perform longitudinal studies on paediatric populations with neurological and orthopaedic disorders (e.g. cerebral palsy, congenital hip dysplasia) is to control or account for growth and maturation [62]. This is a vitally important topic when long-term follow-up studies are conducted to try and understand the natural history and outcome of treatment [63]. As highlighted in Section 3.1 of this paper, dimensionless velocity \( \beta \), which is the square root of \( Fr \) (Eq. (3)), provides a convenient parameter for comparing the gait of different-sized children [1,50].

An alternative normalisation approach was introduced by O’Malley et al. [64,65], in which a statistical technique based on leg length was applied to a group of 68 normal children and 88 children with the spastic diplegic form of cerebral palsy. Using just two gait parameters (also known as features)—stride length and cadence—a fuzzy clustering technique was used to produce five cluster centres [65]. These data have been re-analysed using non-dimensional scaling [50], rather than statistical detrending [64], and Fig. 10 illustrates the normal cluster (V1) as well as four other clusters (V2 to V5) that characterise the children with cerebral palsy. Note that every child will have a membership in each cluster, with the magnitude depending on the Euclidian distance from the cluster centre [65], and the smaller the dimensionless velocity \( \beta \), the more disabled the child [62]. Note too that clusters V2 to V5 not only correspond with a particular velocity but this dimensionless velocity can be achieved by different combinations of dimensionless step length and frequency (cf. Figs. 8a and 10).

The Froude number has utility not only to assess the impact of pathologies such as cerebral palsy and GHD, but also to track the benefits of treatment. In the case of selective dorsal rhizotomy, a neurosurgical technique designed to reduce spasticity in children with cerebral palsy, there was a pressing need to understand the long-term functional implications of this radical and somewhat controversial procedure [62]. Subramanian et al. [66] performed gait analysis 10 years after surgery for 11 patients who had also been evaluated pre-operatively and at 1 and 3 years post-operatively. Most of the children were less than 12 years of age when they underwent the rhizotomy (the youngest in fact was aged 2 years) so that they had grown considerably in stature during the intervening decade. While the joint kinematics could be easily compared [66], Vaughan et al. [62] have scaled the temporal-distance parameters—step length, step frequency and velocity—to render them dimensionless (Fig. 11). In the case of dimensionless velocity \( \beta \) and dimensionless step length, there was a steady increase up to 3 years after surgery with a slight decrease thereafter. Perhaps the most interesting parameter was the dimensionless step frequency that was unchanged by the surgery and was always significantly less than normal.

As seen in Fig. 10, the real power of the fuzzy clustering approach is that it allows the progress of individual children to be monitored [62,65]. The data for two neurologically intact subjects A and B, who have different ages and genders (a 13-year-old male and a 19-year-old female, respectively) and were not part of the original data set of 68 normal children, both fell close to the control group cluster at V1. Subject C had spastic diplegia and was part of the Cape Town
an inclined plane it will be caused by the force of its own gravity to automatically step out and walk down the said plane" [67]. What Fallis had described was a passive bipedal robot (i.e. it lacked active power) and, because its centre of gravity was always within its base of support, the gait was static (in dynamic walking the centre of gravity falls outside the support base during the transition from one foot to the other). These contrasting approaches to the design of bipedal robots—passive versus active and static versus dynamic—has led to an interesting debate [1] and, as highlighted by Vaughan and Verrijzer [68], the Froude number can shed some light on this subject.

Active bipedal robots were first described theoretically over three decades ago [69–71], with a group at Waseda University in Japan building the first successful active walker [72]. It employed a static gait pattern, with active dynamic walking only being achieved in the late 1980s [73–74]. McGeer [75,76] demonstrated that a passive walker based on the Fallis design could achieve dynamic gait despite the lack of any feedback control. His pioneering work has led to more recent efforts to explore the potential of passive dynamic gait to yield biomechanical insights [77–79]. Collins et al. [79] have built a three-dimensional passive robot (mass = 4.8 kg, height = 0.85 m) that walks down a 5 m ramp with a slope of 3° (Fig. 12a). Furusho and Sano [74] built one of the first active dynamic robots (mass = 25 kg, height = 0.97 m). The most recent developments in implementing active dynamic gait in bipedal robots have been made by two Japanese companies: Honda's ASIMO (mass = 43 kg, height = 1.2 m) [80] and Sony's SDR-3X (mass = 5 kg, height = 0.5 m) [81] are both anthropomorphic robots with 24° of freedom (Fig. 12b). Although the passive robots are clearly more energy efficient than their actively powered counterparts, their dynamic similarity with human walking is much less certain [68].

McGeer [76] provided the necessary data for his 2D passive walker (v = 0.56 m/s, L = 0.80 m, \( \beta = 0.20 \)) while Collins et al. [79] reported similar values for their 3D walker (v = 0.51 m/s, L = 0.82 m, \( \beta = 0.18 \)). Furusho and Sano [74] also provided the relevant data for their active dynamic robot (v = 0.18 m/s, L = 0.6 m, \( \beta = 0.07 \)). Based on the technical specifications published on the World Wide Web sites for the Honda [80] and Sony [81] robots, we have established the corresponding data for ASIMO (v = 0.44 m/s, L = 0.67 m, \( \beta = 0.17 \)) and SDR-3X (v = 0.25 m/s, L = 0.28 m, \( \beta = 0.15 \)). The dimensionless velocity \( \beta \) has been plotted as a function of leg length L for these five robots in Fig. 13. While it is clear that the passive walkers have dimensionless velocities—and therefore Froude numbers—that are slightly larger than the two actively powered robots manufactured by Honda and Sony, all these values must be seen in perspective. A comparison of the \( \beta \) values for normal children and adults (Fig. 8a) with the \( \beta \) values for these active and passive robots (Fig. 13) demonstrates that their gait is not dynamically similar to that of adult humans whom they have been designed to mimic. In fact, from a development-
4. Concluding remarks

We have provided just a few important examples showing how the Froude number has been applied to bipedal locomotion. Some other applications that have not been considered include: walking and brachiating in apes [83, 84]; running in humans, with an emphasis on understanding concepts such as stiffness [85, 86] and the walk-to-run transition [52, 55, 87]; and a comparison of the similarities and differences between bipedal and quadrupedal gaits [33, 46]. Our review has nevertheless covered a wide spectrum of ideas, from the pioneering work of two naval architects to the advancements in robotic science.

The Froude number, the dimensionless ratio \( Fr = \frac{v^2}{gL} \), seems a deceptively simple concept. However, as seen in Sections 2 and 3 of this paper, \( Fr \) has been used for a wide range of purposes: to design a properly powered ship; to compare the walking speeds of the characters in Gulliver's Travels; to estimate the running speeds of long-extinct dinosaurs and to formulate a dynamic similarity hypothesis for locomotion; to understand the neumatisation that occurs in the ontogeny of infant walking; to explore the effects of different gravitational fields such as the Moon, Earth and Neptune on human locomotion; to establish the impact of pathologies such as cerebral palsy and growth hormone deficiency and the benefits of a treatment such as rhizotomy; and to demonstrate that bipedal robots walk with a gait pattern that is more dynamically similar to a toddling infant than a striding adult. As Minetti has observed [57], it is fascinating to ponder the idea that the work of two 19th century naval architects could offer biomechanical insights for scientists in the 21st century.
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We have developed a gait nomogram based on dynamic similarity to characterize and compare neuromuscular function. We used temporal-distance data based on 669 normal participants (age range 5 to 88 years), and 78 children and young adults with spastic diplegia (43 males, 35 females; mean age 10y 8mo, standard deviation 3y 11mo, range 5 to 20y), all of whom were independent ambulators. A new statistical algorithm known as fuzzy clustering was implemented and five cluster centres were identified, each representing distinct walking strategies adopted by children with cerebral palsy. Using just three easily obtained parameters — leg length in metres, stride length in metres, and cadence in steps per minute — our program calculates a child's dimensionless step length and step frequency, generates the individual's membership values for each of the five clusters, and plots the gait nomogram. The clinical utility of our approach has been demonstrated for two test participants with spastic diplegia, using pre- and postoperative data (one neurosurgical and one orthopaedic), where changes in membership of the five clusters provide objective measures of improvement in their neuromuscular function.

In the past two decades a variety of treatments have emerged to address the functional problems of children with cerebral palsy (CP), and specifically those with spastic diplegia. These have included: selective dorsal rhizotomy (Peacock and Arens 1982); prescription of ankle-foot orthoses (Rosenthal 1984); continuous infusion of baclofen intrathecally through a pump (Albright et al. 1991); simultaneous multi-level orthopaedic surgery (Nene et al. 1993); injection of botulinum toxin at the neuromuscular junction (Cosgrove et al. 1994); and selective strengthening of lower extremity muscles (Damiano et al. 1995). In all of these procedures, an important expectation, of the patients, their families, and the clinicians involved, is an improvement in neuromuscular function, in particular the child's ability to walk. It is, therefore, not surprising that gait analysis has been strongly advocated as an adjunct in the treatment of children with CP (Gage 1994; Morton 1999), although some clinicians have expressed doubts about the efficacy of gait studies for preoperative decision-making (Watts 1994). Because CP is such a heterogeneous motor disorder, evaluation of treatment effects in this population tends to be problematic. We believe that there is a need for a simple yet quantitative and objective method to differentiate subgroups of children with spastic diplegia so that the outcome of surgical or therapeutic interventions may be assessed.

Gait analysis laboratories provide kinematic, kinetic, and electromyographic (EMG) measurements of human walking. In fact, it is possible to generate hundreds of different parameters from a single trial based on just one individual (Vaughan et al. 1999). The challenge is to determine which gait parameters provide a faithful measure of neuromuscular function, and then to use pattern recognition techniques to characterize both normal and pathological gait using these parameters as feature vectors. Wong et al. (1983) grouped 128 participants with CP using a nearest-neighbour clustering algorithm but they did not account for participants' size, and their use of 10 gait parameters violated Bellman's guidelines on dimensionality (Duda and Hart 1973). Winters et al. (1987) used a subjective technique based on descriptions of kinematic and EMG data to allocate 46 children with spastic hemiplegia into four groups, progressing from distal to proximal as severity increased. However, they failed to demonstrate a statistical correlation between the data and the groupings. Kadaba et al. (1990) classified 30 children diagnosed with spastic diplegia using kinematic data, where the number of clusters (10) was chosen arbitrarily, although their 12 feature vectors for 30 participants far exceeded Bellman's guidelines (Duda and Hart 1973). Another technique proposed by Olshen et al. (1989) was Fourier coefficients combined with bootstrap analysis but this approach has been found to have limited application by other researchers.

The Gross Motor Function Measure has gained widespread acceptance in the field because it is a clinical tool that is both reliable and valid for objectively documenting severity of the gross motor functional status of a child with CP (Russell et al. 1989, 2000). A classification system generated from the GMFM scores provides a means for rank-ordering the severity of CP based on age-matched clinical descriptors (Palisano et al. 1997), and has been used in a meta-analysis to demonstrate functional improvement in 90 children treated by selective dorsal rhizotomy (McLaughlin et al. 2002). Damiano and Abel (1996), in a study of 32 children with spastic CP (26 with diplegia, six with hemiplegia), have reported a
statistically significant relation between the GMFM score and the gait variables of stride length (normalized for leg length in metres) and cadence (in steps per minute). We believe that these temporal-distance parameters are perhaps the most fundamental of all gait parameters (Inman et al. 1981), and we have previously used them with a fuzzy clustering algorithm to classify 88 children with CP into five groups (O’Malley et al. 1997). The purpose of the present study was to introduce a simple gait nomogram based on the dynamic similarity hypothesis and non-dimensional scaling (Vaughan and O’Malley 2005), and to show how fuzzy clustering of two fundamental gait parameters allows the functional status of children with CP to be monitored.

**Method**

**DYNAMIC SIMILARITY**

Based on the similarity between bipedal gait and a swinging pendulum (Alexander 1992, Hof 1996), step length – which is equal to half the stride length – is directly proportional to leg length, yielding the dimensionless ratio:

\[ SL_d = \frac{SL}{LL}, \]

where \( SL_d \) is the dimensionless step length, \( SL \) is step length in metres, and \( LL \) is leg length, also measured in metres (Hof 1996, Vaughan et al. 1997). The period, or cycle time, for a simple pendulum is equal to \( 2\pi(2g/L)^{1/2} \), where \( L \) is the pendulum length in metres and \( g \) is the acceleration due to gravity (9.8 m/s\(^2\)). This approach leads to the equation for scaling step frequency:

\[ SF_d = SF/(gL)^{1/2}, \]

where \( SF_d \) is the dimensionless step frequency, and \( SF \) is step frequency in steps per second (equal to cadence in steps per minute divided by 60), while \( g \) and \( LL \) are as defined above (Hof 1996). Dimensionless step length and frequency can be multiplied together to yield dimensionless velocity \( v_d \):

\[ v_d = SL_d \times SF_d, \]

while Equations 1 to 3 can be combined to yield:

\[ v_d = v/(gL)^{1/2}, \]

where \( v \) is the velocity in metres per second and is equal to \( SL \times SF \). Alexander and Jayes (1983) posited that the Froude number, \( Fr = v^2/(gL) \), will be the same for gaits that are dynamically similar. Equation 4 simply expresses dimensionless velocity \( v_d \) as the square root of the Froude number. By using dimensionless data for step length \( SL_d \) and step frequency \( SF_d \), we have shown that the gait of children older than 60 months (i.e. at least 5\( y \)) is dynamically similar to that of teenagers and adults (Vaughan et al. 2003). For normal children between the ages of 18 and 48 months, the dimensionless parameters \( SL_d, SF_d \), and \( v_d \) steadily increase, reaching a plateau by 60 months of age when neuromaturation appears to be complete (Vaughan 2003, Vaughan et al. 2003).

**NORMALS**

Based on our dynamic similarity findings for the gait of normal participants of at least 5 years of age (Vaughan et al. 1997, 2003) we decided to pool our own data from previous studies. These included 53 children from the University of Virginia, Virginia, USA (O’Malley et al. 1997), and data gathered at the University of Cape Town, Western Cape, South Africa: 120 young children (Vaughan et al. 2003); 12 teenagers and adolescents (Subramanian et al. 1998); and 15 adults (Vaughan et al. 2003). These 200 participants were added to data from the literature: 282 adults from Auvinet et al. (2002); 25 adults from Sekiya and Nagasaki (1998); 16 children from Stansfield et al. (2003); 14 children and 12 adults from Stolze et al. (1997); and 120 children from Sutherland et al. (1988), yielding 669 normal participants. The stride (or step) length in metres and the cadence in steps per minute were scaled according to Equations 1 and 2 to yield dimensionless step length \( SL_d \) and step frequency \( SF_d \), while Equation 3 yielded dimensionless velocity \( v_d \). For two of the studies (Sekiya and Nagasaki 1998, Auvinet et al. 2002) the authors provided the height of their adult participants, but not leg length, and so leg length was calculated as 52.6% of height, a value based on the adult data of Vaughan et al. (2003).

**PATIENTS**

There were 78 children and young adults with the spastic diplegia form of CP, ranging in age from 5 to 20 years with a mean of 10 years 8 months, evaluated in the Motion Analysis Laboratory at the University of Virginia. Ethical approval was granted by the university’s Institutional Review Board, and parents or guardians of the children signed an informed consent form. They were a subset of the same cohort that we have previously reported (O’Malley et al. 1997) with the removal of 10 children aged 2, 3, and 4 years. We chose to exclude these patients to make our sample comparable to the normal participants because dynamic similarity holds for children aged not less than 5 years (Vaughan et al. 2003). Each child performed three walking trials at a freely selected walking speed. We assumed this pace to be optimal, using the least amount of energy per unit of distance travelled (Zarrugh et al. 1974, Deldiæger et al. 2001). Three-dimensional kinematic data were collected at 60Hz with a six-camera Vicon system (Oxford Metrics, Oxford, UK) while the Vicon Clinical Manager software package yielded the temporal-distance parameters of stride length and cadence. The data for each child were ensemble averages of the three trials, with values for the left and right sides averaged. Leg length was measured as the segmental sum of three distances when standing upright: greater trochanter to femoral epicondyle, distance to lateral malleolus, and distance to plantar surface of foot. This anthropometric measurement was used to scale step length and frequency according to Equations 1 and 2.

**FUZZY CLUSTERING**

As indicated above, our number of samples (i.e. patients with CP) was equal to 78. We need to ask the question: how many gait parameters will allow us to characterize the neuromuscular status of these children? Bellman’s ‘curse of dimensionality’ imposes a restriction on the number of feature vectors (i.e. gait parameters) to be selected: 10 raised to the power of the number of feature vectors should approximately equal the number of samples (Duda and Hart 1973). Note that since \( 10^2 = 100 \), which approximately equals the number of patients (78), we have therefore chosen two feature vectors: dimensionless step length and dimensionless step frequency. These two fundamental parameters (Inman et al. 1981) are sensitive indicators of neuromuscular function in children with CP (Damiano and Abel 1996). Step length may be considered a composite measure of the functional range of motion at the lower extremity joints, whereas step frequency...
is a measure of the central nervous system’s ability to modulate reciprocal leg movements. In addition, the two parameters are statistically independent of one another (O’Malley 1996, Auvinet et al. 2002), thus strengthening their ability to separate different groups of participants.

We have chosen to implement a fuzzy clustering algorithm because it allows an individual participant to have graded membership of several groups (Bezdek and Pal 1992). Because patients with CP have a wide range of clinical manifestations, it is most likely that they will fall along a continuum rather than into a single well-defined group or cluster, this being the primary attribute of hard clustering. Because it is known \textit{a priori} that neurologically intact individuals (both children and adults) form a logical grouping around a single cluster centre, the algorithm was modified so that the normal children and adults) form a logical grouping around a single cluster centre was always an output of the clustering process for children with CP (O’Malley et al. 1997). The fuzzy clustering algorithm, based on mathematical optimization, seeks to divide up the data set or feature space (i.e. dimensionless step frequency vs dimensionless step length) into \( K \) partitions or clusters, where \( K \) is an input to the algorithm (O’Malley et al. 1997). We used cluster validity techniques to establish the optimal value for \( K \) (Dubes 1987).

A further output of our algorithm is the degree of membership that a specific patient has in each of the \( K \) cluster centres. It is a measure of the Euclidian distance from the cluster centre to the patient’s point on the SF \(_d\) versus SL \(_d\) plane, with the degree of membership being inversely proportional to the distance (i.e. the closer a patient is to a cluster, the greater the membership). The sum of the degrees of membership in the \( K \) clusters is equal to 1 (O’Malley et al. 1997).

### Results

Data for 669 normal participants are given in Table I, and test data were not part of the original data set for either normal participants or the 78 children with CP. While the gait of the children with CP may have changed over time, we did not want to use training data to illustrate the utility of the algorithm. There were four test participants: A and B were neurologically unimpaired children (a male aged 13y and a female aged 19y respectively), whereas participants C and D both had spastic diplegia and were studied before and after surgery. Participant C had the neurological procedure of selective dorsal rhizotomy performed when she was 8 years old (Vaughan et al. 1988). She was evaluated by gait analysis preoperatively and then postoperatively at 1, 3 (Vaughan et al. 1991), and 10 years (Subramanian et al. 1998). These four times have been designated C1, C2, C3, and C4 respectively. Participant D underwent orthopaedic surgery that consisted of bilateral release of the hip adductors and gracilis muscles, with bilateral lengthening of the medial hamstrings and gastrocnemius muscles. He was three years of age before surgery (D1) and he was then studied at one year (D2) and two years (D3) after surgery (O’Malley et al. 1997). Although this patient was younger than 5 years, the age at which normal children attain a mature gait pattern (Sutherland et al. 1980, Beck et al. 1981, Vaughan 2003), we have included him for illustration. His data need to be interpreted with caution, however. For each of the children we measured leg length (in metres), stride length (in metres), and cadence (in steps per minute).

### Table I: Data for 669 normal participants adapted from the literature. Dimensionless parameters calculated from Equations 1 to 3, means and standard deviations weighted according to number of participants in each study. Data provide a basis for normal cluster centre V1 (Table III and Fig. 1)

<table>
<thead>
<tr>
<th>Authors</th>
<th>n</th>
<th>Age range (y)</th>
<th>Dimensionless step length</th>
<th>Dimensionless step frequency</th>
<th>Dimensionless velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auvinet et al. (2002)</td>
<td>282</td>
<td>20–98</td>
<td>0.832</td>
<td>0.603</td>
<td>0.501</td>
</tr>
<tr>
<td>O’Malley et al. (1997)</td>
<td>53</td>
<td>5–13</td>
<td>0.901</td>
<td>0.545</td>
<td>0.491</td>
</tr>
<tr>
<td>Sekiya and Nagasaki (1998)</td>
<td>25</td>
<td>19–32</td>
<td>0.804</td>
<td>0.528</td>
<td>0.425</td>
</tr>
<tr>
<td>Stanford et al. (2003)</td>
<td>16</td>
<td>5–12</td>
<td>0.867</td>
<td>0.571</td>
<td>0.495</td>
</tr>
<tr>
<td>Stolze et al. (1997)</td>
<td>14</td>
<td>6–7</td>
<td>0.853</td>
<td>0.512</td>
<td>0.437</td>
</tr>
<tr>
<td>Stolze et al. (1997)</td>
<td>12</td>
<td>22–35</td>
<td>0.868</td>
<td>0.583</td>
<td>0.506</td>
</tr>
<tr>
<td>Subramanian et al. (1998)</td>
<td>12</td>
<td>12–23</td>
<td>0.783</td>
<td>0.560</td>
<td>0.438</td>
</tr>
<tr>
<td>Sutherland et al. (1988)</td>
<td>120</td>
<td>5–7</td>
<td>0.786</td>
<td>0.594</td>
<td>0.467</td>
</tr>
<tr>
<td>Vaughan et al. (2003)</td>
<td>120</td>
<td>5–13</td>
<td>0.754</td>
<td>0.594</td>
<td>0.448</td>
</tr>
<tr>
<td>Vaughan et al. (2003)</td>
<td>15</td>
<td>23–51</td>
<td>0.773</td>
<td>0.582</td>
<td>0.450</td>
</tr>
<tr>
<td>Weighted mean</td>
<td></td>
<td></td>
<td>0.814</td>
<td>0.588</td>
<td>0.478</td>
</tr>
<tr>
<td>Weighted standard deviation</td>
<td></td>
<td></td>
<td>0.041</td>
<td>0.023</td>
<td>0.025</td>
</tr>
</tbody>
</table>

### Table II: Mean (SD) data for children with spastic diplegia. Participants are a subset of a previously studied cohort of 88 children (O’Malley et al. 1997), all children \((n=78)\) were at least 5 years old. Dimensionless parameters calculated using Equations 1 to 3. Full set of data can be obtained from first author (CLV) or derived from Table I in O’Malley et al. (1997)

<table>
<thead>
<tr>
<th>Age (y)</th>
<th>Leg length (m)</th>
<th>Stride length (m)</th>
<th>Cadence steps/min</th>
<th>Dimensionless step length</th>
<th>Dimensionless step frequency</th>
<th>Dimensionless velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.7 (3.9)</td>
<td>0.691 (0.120)</td>
<td>0.761 (0.207)</td>
<td>119.0 (31.1)</td>
<td>0.552 (0.132)</td>
<td>0.521 (0.123)</td>
<td>0.294 (0.109)</td>
</tr>
</tbody>
</table>
are based on our previous research (O'Malley et al. 1997, Subramanian et al. 1998, Vaughan et al. 2003) as well as other publications in the literature (Sutherland et al. 1988, Stolze et al. 1997, Sekiya and Nagasaki 1998, Auvinet et al. 2002, Stansfield et al. 2003). The full age range from 5 to 98 years was included, and dimensionless step length, frequency, and velocity have been reported. Weighted means and standard deviations (SDs) for \( \text{SI}_d \), \( \text{SF}_d \), and \( v_d \) were 0.814 (SD 0.041), 0.588 (SD 0.023), and 0.478 (SD 0.025) respectively.

Data for 78 children with spastic diplegia are given in Table II. Participants were aged from 5 to 20 years and their leg length, stride length, and cadence have been reported. Based on equations 1, 2, and 3, the dimensionless parameters were derived. The means and SDs for \( \text{SI}_d \), \( \text{SF}_d \), and \( v_d \) were 0.552 (SD 0.132), 0.521 (SD 0.123), and 0.294 (SD 0.109) respectively. Each of these was less than normal (Table I) and, as would be expected, the data were quite variable.

Using the normal weighted means of \( \text{SI}_d = 0.814 \) and \( \text{SF}_d = 0.588 \) as the first cluster centre, the fuzzy clustering algorithm was applied to the \( \text{SI}_d \) and \( \text{SF}_d \) data for the children with CP in Table II. First, we had to establish the optimal number of clusters or partitions, \( K \). In general, a valid number of clusters is one where the similarity between cluster members is as large as possible while the similarity between cluster centres is as small as possible. Using a hard separation index (Dunn 1974), we established that the most valid number of clusters was five (Dubes 1987, O'Malley et al. 1997). Figure 1 shows the resulting five cluster centres V1, V2, V3, V4, and V5, with the \( \text{SI}_d \) and \( \text{SF}_d \) data for the 78 children with CP. The actual values for the five cluster centres are given in Table III. Figure 1 is a gait nomogram in which contours, or isocurves, for dimensionless velocity have also been plotted. These constant velocity contours represent values of \( v_d \) ranging from 0.05 to 0.9, with normal being located at approximately 0.5.

The data for the four test participants are reported in Table IV, and include age, leg length, stride length, cadence, dimensionless step length \( \text{SI}_d \), dimensionless step frequency \( \text{SF}_d \), and dimensionless velocity \( v_d \). The dimensionless test data have been plotted in Figure 2 with the five cluster centres (Table III). The cluster membership values for the test data were calculated (O'Malley et al. 1997) and the results for participants C and D have been plotted in Figures 3 and 4. The memberships of the neurologically intact participants A and B for the normal cluster centre were 0.86 and 0.99 respectively, with the balance of membership being shared among the other four clusters.

### Discussion

Only one of the participants with CP had a dimensionless step length greater than the normal value of 0.814, whereas just eight of the patients had their highest membership in the normal cluster V1 (Fig. 1). Two of these had dimensionless velocity values of approximately 0.5, suggesting that their gait patterns...
were dynamically similar to normal. Given the evidence of the link between GMFM scores and fundamental gait parameters (Damiano and Abe 1996), it seems reasonable to conclude that they had good neuromuscular function. In contrast, there were three patients with dimensionless velocity values less than 0.1 and it is likely that their GMFM scores, and therefore their neuromuscular function, would have been very low indeed.

Cluster centre V1 (Fig. 1, Table III) represents a normal participant's strategy for walking at his or her optimal speed. The other four cluster centres provide some insight into the walking strategies that a child with CP might adopt. Cluster centre V2 is a CP walking strategy wherein a below normal step length is compensated for by a step frequency that is slightly greater than normal, yielding a dimensionless velocity of 0.381, which is reasonably close to normal. Cluster centre V3 is a CP walking strategy wherein a poor step length and a below normal step frequency combine to yield a reduced velocity of 0.258. Cluster centre V4 has a similar velocity of 0.234 but this is achieved with a strategy that is quite different: an extremely low step length in combination with a step frequency that is essentially normal, suggesting that V4 may be considered an improvement and therefore slightly 'better' than V3. Cluster centre V5 has an extremely low step length which, when combined with a poor step frequency, yields a velocity of just 0.133. Finally, it is of interest to compare the CP walking strategies with the immature patterns of healthy toddlers without disability (Vaughan et al. 2003). An 18-month-old infant has $v_d = 0.267$ (with $SL_d = 0.572$ and $SF_d = 0.467$) whereas a 30-month-old child has $v_d = 0.351$ (with $SL_d = 0.664$ and $SF_d = 0.529$).

The real power and applicability of our fuzzy clustering approach is demonstrated with the test participant data (Table IV, Figs 2 to 4), although in time we would want to document a much larger clinical group. The two normal participants, A and B, had different ages and sex (a 13-year-old male

Table IV: Test data. Participants A and B were neurologically intact children, whereas participants C and D were children with spastic diplegia who were studied pre- and postoperatively (Vaughan et al. 1988, 1991, 1998; O'Malley et al. 1997).

<table>
<thead>
<tr>
<th>Participant</th>
<th>Age (y)</th>
<th>Leg length (m)</th>
<th>Stride length (m)</th>
<th>Cadence (steps/min)</th>
<th>Dimensionless step length</th>
<th>Dimensionless step frequency</th>
<th>Dimensionless velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>13</td>
<td>0.78</td>
<td>1.29</td>
<td>112.8</td>
<td>0.827</td>
<td>0.550</td>
<td>0.438</td>
</tr>
<tr>
<td>B</td>
<td>19</td>
<td>0.79</td>
<td>1.29</td>
<td>122.6</td>
<td>0.816</td>
<td>0.580</td>
<td>0.473</td>
</tr>
<tr>
<td>C1</td>
<td>8</td>
<td>0.66</td>
<td>0.59</td>
<td>140.0</td>
<td>0.447</td>
<td>0.579</td>
<td>0.299</td>
</tr>
<tr>
<td>C2</td>
<td>9</td>
<td>0.67</td>
<td>0.89</td>
<td>110.0</td>
<td>0.664</td>
<td>0.479</td>
<td>0.318</td>
</tr>
<tr>
<td>C3</td>
<td>11</td>
<td>0.71</td>
<td>1.04</td>
<td>119.0</td>
<td>0.732</td>
<td>0.534</td>
<td>0.391</td>
</tr>
<tr>
<td>C4</td>
<td>18</td>
<td>0.74</td>
<td>1.02</td>
<td>113.5</td>
<td>0.689</td>
<td>0.520</td>
<td>0.358</td>
</tr>
<tr>
<td>D1</td>
<td>3</td>
<td>0.45</td>
<td>0.20</td>
<td>49.5</td>
<td>0.222</td>
<td>0.177</td>
<td>0.039</td>
</tr>
<tr>
<td>D2</td>
<td>4</td>
<td>0.47</td>
<td>0.51</td>
<td>74.0</td>
<td>0.543</td>
<td>0.270</td>
<td>0.146</td>
</tr>
<tr>
<td>D3</td>
<td>5</td>
<td>0.52</td>
<td>0.76</td>
<td>131.0</td>
<td>0.731</td>
<td>0.503</td>
<td>0.367</td>
</tr>
</tbody>
</table>

Figure 3: Participant C has membership values for each of the five cluster centres (VI–V5). These values changed from preoperatively (C1), to 1 year (C2), 3 years (C3), and 10 years postoperatively (C4). Membership values at any one time (e.g. preoperatively) must add up to 1.

Figure 4: Participant D has membership values for each of the five cluster centres (VI–V5). These values changed from preoperatively (D1), to 1 year (D2), and 2 years postoperatively (D3). Membership values at any one time (e.g. preoperatively) must add up to 1.
and a 19-year-old female respectively) and yet they both fell very close to the normal control group at cluster centre V1 (see Tables I and IV, Fig. 2). In addition, they both had membership values in V1 that were greater than 0.86.

Participant C was a female with spastic diplegia. When she was eight years of age her highest membership was in clusters V2, and V3. This movement and the change in his membership was in the direction of the normal cluster centre VI (Fig. 2) and a 19-year-old female respectively) and yet they both fell very close to the normal control group at cluster centre V1 (see Tables I and IV, Fig. 2). In addition, they both had membership values in V1 that were greater than 0.86.

Participant C was a female with spastic diplegia. When she was eight years of age her highest membership was in clusters V2, and V3. This movement and the change in his membership was in the direction of the normal cluster centre VI (Fig. 2) and a 19-year-old female respectively) and yet they both fell very close to the normal control group at cluster centre V1 (see Tables I and IV, Fig. 2). In addition, they both had membership values in V1 that were greater than 0.86.
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Appendix

% This program calculates the dimensionless gait parameters.
% and then plots a gait nomogram and membership bar chart
% First, enter the raw data
% LL = input(Enter leg length (in metres) );
% Cadence = input(Enter cadence (in steps per minute) );
% Calculate the dimensionless parameters
% SL = 0.5*StrideLength;
% lamba_subject = SL/LL;
% SF = Cadence/60;
% phi_subject = SF/(sqrt(9.81/LL) );
% Assign cluster centres and quantify membership.
% V(1, 1) = 0.814; V(1, 2) = 0.588;
% V(2, 1) = 0.630; V(2, 2) = 0.604;
% V(3, 1) = 0.557; V(3, 2) = 0.463;
% V(4, 1) = 0.391; V(4, 2) = 0.598;
% V(5, 1) = 0.391; V(5, 2) = 0.340;
% Calculate the subject's membership in each cluster
% sum = 0.0;
% for k=1:5
% distance(k) = 1/(lambada_subject*V(k,1) ) ^ 2 + (phi_subject*V(k,2) ) ^ 2;
% sum = sum + distance(k); end
% for k=1:5
% membership(k) = distance(k)/sum;
% Generate constant velocity contours for j=1:100
% lambda(j) = j/100;
% phi(j) = 0.5/lambda(j);
% for i=1:10
% plot(lamda_subject, phi_subject, 'ko') ; hold on
% end
% Plot subject data, cluster centres, contours and axes
% plot(lamda_subject, phi_subject, 'ko'); V(1, 1), V(2, 1), V(3, 1), V(4, 1), V(5, 1)
% hold
% end
% Plot subject data, cluster centres, contours and axes
% hold
% end
% Axis
% axis([0.1 1 0 1])
% xlabel( 'Dimensionless Step Length' )
% ylabel( 'Dimensionless Step Frequency' )
% Plot labels for cluster centres and contours
% text(0.8,0.5, 'V(1,1)'); text(0.6,0.5, 'V(2,1)'); text(0.5,0.5, 'V(3,1)'); text(0.4,0.5, 'V(4,1)'); text(0.3,0.5, 'V(5,1)');
% text(0.1,0.5, 'V(1,2)'); text(0.2,0.5, 'V(2,2)'); text(0.3,0.5, 'V(3,2)'); text(0.4,0.5, 'V(4,2)'); text(0.5,0.5, 'V(5,2)');
% end
% Plot membership bar chart
% bar(membership);
% axis([0 10 0 1])
% xlabel( 'Cluster Number' )
% ylabel( 'Membership' )
Re-interpreting the evidence for bipedality in Homo floresiensis

Maria B. Blaszczyk* and Christopher L. Vaughan**

The unveiling in October 2004 of the remains of a pygmy-sized hominin recovered from a cave on the island of Flores, Indonesia, sparked an intense series of debates within the palaeoanthropology community. The discoverers diagnosed it to be a new species of Homo, which they called Homo floresiensis, and they interpreted the postcranial morphology as being ‘consistent with human-like obligate bipedalism’. We have examined the morphology with the aim of determining whether biomechanical evidence supports the claim that this hominin—known as LB1—was indeed habitually bipedal. LB1’s innominate bone differs from that of modern humans through the marked lateral flaring of the ilium, while her femur has a small head and a relatively long neck. Although these features are also found in australopithecines and are commonly regarded as ‘primitive’ traits, we concluded that none would have prevented her from exhibiting an efficient, bipedal gait. Having established that LB1 walked on two legs, we employed the principle of dynamic similarity to speculate how she might have walked. Assuming the gait of LB1 was dynamically similar to that of modern Homo sapiens, we used known dimensionless parameters, together with her leg length (0.55 m), to estimate her fundamental gait parameters: step length = 0.45 m, step frequency = 2.48 steps/second and speed = 1.11 m/s. Our review has provided insights regarding the way in which LB1 and her fellow diminutive hominins walked about the island of Flores over 18 000 years ago.

Introduction

One of the key traits that separate hominins from all other primates is the habitual use of a bipedal gait. Humans are the only extant species in the hominin group, and our bipedality is the most distinctive adaptation from our closest living relatives, the anthropoid apes. This single characteristic is seen to be such a defining feature that skeletal adaptations to bipedalism are frequently used to identify our extinct hominin ancestors and relatives, and attempts at classification of these extinct species are often made on the basis of these adaptations. Wood and Collard, for example, have proposed that the fossil hominins be divided into two groups on the basis of locomotor inferences that have been made from their postcranial morphologies. The first group displayed a form of terrestrial bipedalism combined with an ability to climb proficiently, thus employing a mixed strategy, and include P. australopithecus, A. afarensis, and H. erectus. The second group, consisting of H. ergaster, H. heidelbergensis and H. neanderthalensis, was committed to modern human-like terrestrial bipedalism, with a very limited arboreal facility. Wood and Collard further argued that a fossil species should be included in the Homo genus only if it met the criteria of a postcranial skeleton whose functional morphology is consistent with modern human-like obligate bipedalism, and, on this basis, concluded that Homo habilis should be excluded from the genus. More recent analyses of the approximately 6-million-year-old Orrorin tugenensis fossils have, however, found this species’ femur to be morphologically more like that of modern humans than australopithecines, which led Pickford et al. to conclude that Orrorin was a habitual biped. If this deduction is correct, the story of the evolution of bipedalism and its place in classificatory schemes is likely to change.

The unveiling in October 2004 of the remains of a pygmy-sized hominin recovered from a cave on the island of Flores, Indonesia, sparked an intense series of debates, and the issue of how to classify the specimen is one of the major controversies. In describing the skeleton, catalogued as LB1, Brown et al. diagnosed it to be a new species of Homo, and thus gave it the name Homo floresiensis. Although many experts support the taxonomic decision of Brown and his colleagues, others have challenged their interpretation and offered alternative theories. These include the view that the primitive characteristics of LB1’s anatomy suggest an ancestor such as Homo habilis, or that it might perhaps be an offshoot of A. afarensis.

So what led Brown and colleagues to place LB1 in the genus Homo? Although they acknowledged that the LB1 skeleton showed a mosaic of primitive and derived traits, and were impressed by the characteristics LB1 shared with early hominins such as the australopithecines, they concluded that ‘the facial and dental proportions, postcranial anatomy consistent with human-like obligate bipedalism, and a masticatory apparatus most similar in relative size and function to modern humans all support assignment to the genus Homo.’ The recreation of the LB1 skeleton in the illustrative pose in National Geographic is certainly suggestive of a bipedal gait (see Fig. 1). The interpretation of the postcranial morphology as being ‘consistent with human-like obligate bipedalism’ is thus one of the major pillars upon which the claim by Brown et al. rests.

Features of the postcranial skeleton of Homo floresiensis

The recovery of the LB1 skeleton took place during an archaeological excavation at Liang Bua, Flores, in September 2003. The recovered elements of the postcranial skeleton included a fairly complete right leg and left innominate bone of the pelvis and less complete left leg, hands and feet. The vertebral column, sacrum, scapulae, clavicles and ribs were represented only by fragments, while the arms were reported more recently. Describing the postcranial elements, Brown et al. noted that, ‘in common with all bipedal hominins, the iliac blade is short and wide.’ That is where their discussion of LB1’s bipedality began and ended. They went on to describe the marked lateral flare of the ilium, whose blade would have projected more laterally relative to the plane of the acetabulum than in modern humans (Fig. 2), before going on to discuss the anatomy of the femur (Fig. 3). They asserted that the femur’s overall anatomy was most consistent with the broad range of variation found in Homo sapiens, with, for example, strong development of the intertrochanteric crest as is characteristically found in our species. However, they also described the biomechanical neck length of the femur (55.5 mm) as being long relative to the femoral head diameter (31.5 mm), a feature of the australopithecines and early Homo (Table 1). They noted that several indices of femoral size and shape—the relationship between femoral head size and midshaft circumference (66 mm), and femoral length (280 mm) and sub-trochanteric shaft size (525 mm)—fell within the chimpanzee and australopithecine range of variation. Their description of the tibia showed that the relationship between the midshaft cross section (347 mm²) and the length of the tibia...
Morphological indicators of arboreal and bipedal locomotion

Quadrupedalism is the most common mode of locomotion among primates, although they certainly display a wide array of locomotor behaviours. Apes are, however, largely arboreal and thus the basic mechanical conditions of climbing in trees can be related to their skeletal anatomy. The most obvious requirement for a bipedal gait is an upright posture, which in turn requires that the centre of mass (CoM) of the body remain directly over the rectangular area formed by the supporting feet. This explains, for example, why chimpanzees, when walking bipedally, do so with a bent-lup/bent-knee (BBBK) gait. A BBBK gait is fatiguing if significant distances are walked, whereas the 'stiff-legged' gait of humans allows for an effective exchange of gravitational potential and kinetic energy, which minimizes energy consumption. Morphological features that allow extension of the lower limb joints during locomotion, such as the lumbar lordosis, are consequently seen to be indicators of a bipedal gait.

The ape pelvis displays several features common to other quadrupeds, such as ischial corpora that are elongated, and ilial blades that lie mostly in the coronal plane. The ape's long ischium is adapted to power the hip in extension by giving the hamstrings a long moment arm, while the lengthened ilium provides gluteus medius and minimus with great fibre length, which is mechanically advantageous for quadrupedal locomotion and during climbing. In contrast, the human pelvis is short, squat and basin-shaped. The human ilium is unique among primates by virtue of the fact that it is wider than it is high, thus eliminating any restrictive contact between the ilia and the lower lumbar vertebrae and facilitating bipedal posture. Another exclusively human feature is the greater sciatic notch on the sacral margin of the ilium, created by retroflexion of the ilium, and resulting in a far greater angle between the ilium and the ischium than that seen in apes. This allows the trunk to be held upright without compromising the biomechanical relationship between the ischium and the femur.

Differences in the morphology of the femur in humans and apes include the degree of obliquity of the femoral shaft, its mediolateral curvature and cortical thickness, and the relative size of the femoral condyles. The latter three parameters reflect the difference in weight transfer during quadrupedal versus bipedal locomotion. In humans the knee joint is closer to the mid-line of the body, and placement of the feet facilitates a smoother and more efficient gait.

Indicators of bipedality in the fossil record

One of the big debates in palaeoanthropology has centered on the locomotor mode of Australopithecines, with the *Australopithecus afarensis* specimen AL-288-1, commonly known as 'Lucy', being particularly extensively studied because her locomotor anatomy is reasonably intact. Numerous studies have pointed out that the morphology of the pelvic and lower limb bones of *Australopithecus* present a mosaic pattern of features. They retain some primitive, ape-like traits, such as short lower limbs and relatively small lower limb and vertebral joints, but also have derived, more human-like features associated with bipedalism, including short, laterally facing iliac blades and valgus knees. In addition, *Australopithecus* displays unique features not found in either apes or humans, such as an exceptionally wide and laterally flared pelvis. The debates regarding the locomotor mode of *Australopithecus* are many, the literature is extensive, and a comprehensive review of these debates thus falls outside the scope of this paper. Certain areas of the debate are, however, relevant to the present discussion. As Brown et al. have pointed out, the postcranial skeleton of LB1, like that of AL-288-1, 'combines a mosaic of primitive, unique and derived features,' and the two specimens share certain morphological
features, such as a broad pelvis with lateral flaring of the ilium and a long neck of femur in relation to femoral head diameter (Figs 2 and 3). These latter two features are often regarded as ‘primitive’ and have frequently been cited as evidence of incomplete bipedal adaptation in australopithecines, and an assessment of their implications for locomotion is thus required.

A small femoral head in relation to the femoral neck length has commonly been assumed to result in excessively high hip-joint stresses in bipedal stance, which would not be compatible with habitual bipedalism. Lovejoy et al. challenged this assumption by means of a biomechanical analysis of the static force and relative joint stress that would have acted on the femoral head of one australopithecine, Sts-14, as compared to that of the average of 20 Amerindians. The femoral head of Sts-14 is missing, but it was possible to make inferences from the femoral neck. They calculated the ratio of femoral head stress in Homo sapiens to that in Sts-14 to be 2.03 when normalized for total body weight. Thus, a small femoral head does not necessarily lead to high stresses; it is only one of the factors governing forces within the total pelvis-femoral complex. The same can be said for other features: inter-acetabular distance alone does not predict joint reaction forces; the extent of lateral flaring of the ilia and the femoral neck also need to be considered. An increase in either of these two factors will result in an increased lateral biomechanical lever arm, tending to reduce joint stresses. The biomechanical evidence therefore supports the assertion that morphological features such as lateral flaring of the ilia and long femoral necks are not evidence of inefficient bipedalism in Australopithecus, rather, if considered as a whole, they can be indicative of a human-like bipedal gait.

Another feature of Australopithecus that is sometimes cited as being reflective of an inefficient gait is short legs. Some anthropologists have equated short legs with increased energy expenditure because a greater stride length, made possible by longer limbs, will lead to reduced cadence for a given velocity. This means that the leg swings less often, so power requirements decrease, and less energy is used. As Kramer and Eck have pointed out, however, stride length is only one aspect governing energy expenditure. Longer legs may decrease cadence for a given velocity, but they also have a higher mass moment of inertia and as a result the power required in each step is increased, so it does not automatically follow that lengthening of the lower limb decreases power requirements. Steudel found no significant relationship between cost of locomotion versus limb length in 21 species of mammals, including walking and running in humans, while more recent data suggest that longer legs increase daily energy expenditure (DEE) in hominins, with the DEE for H. erectus estimated to be 84% greater than that of Australopithecus.

The case for bipedality in Homo floresiensis

A cursory glance at the short, squat innominate bone of LB1, with its curved, ventrally extending iliac blades (Fig. 2), is enough to convince most people with a basic knowledge of comparative anatomy that this hominin walked on two legs. The ilium displays all of the main characteristics that distinguish the
selves of the Hominidae from those of their quadrupedal primate relatives: shortness, increase in breadth, and retroflexion to create the greater sciatic notch. These unique morphological characters have all been shown to be specific adaptations to bipedalism.

What is less obvious from LBI’s locomotor anatomy is the type of bipedality and the degree to which it was displayed. LBI’s innominate bone differs from that of modern humans through the marked lateral flaring of its ilium (Fig. 2), and her femur has a small head and a relatively long neck (Fig. 3). She also has relatively short legs, and the proportions of many of the characters of her lower limb bones fall within the chimpanzee and australopithecine range of variation (Table 1).

Do these differences accordingly mean that the *africana* gait was significantly different from that of *sapiens*? Not necessarily.

Proportional differences in long bones, which are traditionally studied through indices, are used to characterize a species and their relationships to other species (Table 1). For example, the humero-femoral index (ratio of lengths of humerus to femur) among the higher primates demonstrates that humans have unusually long lower limbs, and apes unusually short ones, in relation to their upper limbs, whereas arboreal Old World monkeys have a more or less isometric relationship. In this respect, arboreal quadrupedal monkeys resemble bipedal humans more closely than they do arboreal quadrupedal apes. Therefore, proportional differences in long bones, while commonly used in functional interpretations of interspecies relationships, cannot in and of themselves be good predictors of locomotor mode. The same is true of the length of lower limb bones in relation to the rest of the body; LBI’s legs are short, but this would not have precluded her from having displayed an efficient bipedal gait. As we have argued and as Kramer and Eck have pointed out, because shorter legs require less power than do longer ones, to posit that short legs represent an incomplete adaptation to bipedal gait is not tenable.

Lastly, we turn to the so-called ‘primitive’ features of LBI’s postcranial morphology, her broad pelvis and her femur with long neck and small head (Figs 2 and 3). If these features are interpreted from a purely comparative point of view, one might be led to expect that LBI’s gait was distinct from that of modern humans—that is, differences in locomotor anatomy are consistent with differences in gait. This line of analysis might be carried even further, leading one to postulate that, as humans are the exemplar of efficient bipedalism among primates and their anatomy will reflect this, any deviation will tend to signal a less efficient gait. When scrutinized rigorously, however, these kinds of assumptions do not always hold water. A good example is the debunking of the myth that a smaller femoral head automatically means higher hip-joint stresses. On the contrary, a careful biomechanical analysis revealed that smaller heads can exist in combination with lower hip-joint stresses than those found in modern humans. The above example demonstrates the dangers of interpreting morphological features in isolation. Wide hips have been seen as a poor adaptation to bipedalism because they would increase hip joint reaction forces. That wider hips as a feature by themselves would do this is true, as they increase the lever arm at

Table 1. Comparison of anthropometric data for four different species: a modern human female, *Homo sapiens*; a modern great ape, the chimpanzee (*Pan troglodytes*); *Australopithecus*, and *Homo floresiensis*, the specimen LBI. The indices have been compiled from a variety of sources. For *Australopithecus*, most of the indices are for the specimen AL 288-1, except for the femoral neck index, which is based on BL-129-1, and the bi-condylar angle which is based on AL-123-1. The humero-femoral index for *Australopithecus* is an estimand based on incomplete human femora and tibiae. The definitions for the parameters tested below.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Homo sapiens</th>
<th>Pan troglodytes</th>
<th>Australopithecus</th>
<th>Homo floresiensis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humero-femoral index</td>
<td>70.9 ± 3.4</td>
<td>102.6 ± 3.7</td>
<td>85.9</td>
<td>86.6</td>
</tr>
<tr>
<td>Crural index</td>
<td>78.2 ± 0.8</td>
<td>90.4 ± 2.6</td>
<td>82.8</td>
<td>82.9</td>
</tr>
<tr>
<td>Femoral neck index</td>
<td>15.1</td>
<td>—</td>
<td>15.9</td>
<td>19.9</td>
</tr>
<tr>
<td>Femoral robusticity</td>
<td>18.0–22.6</td>
<td>22.7–27.5</td>
<td>23.5</td>
<td>23.6</td>
</tr>
<tr>
<td>Tibial robusticity</td>
<td>19.4–22.7</td>
<td>21.4–26.1</td>
<td>23.8</td>
<td>28.1</td>
</tr>
<tr>
<td>Bi-condylar angle (°)</td>
<td>10.5 ± 2.4</td>
<td>1.0 ± 1.9</td>
<td>15.0</td>
<td>14.0</td>
</tr>
</tbody>
</table>

Humero-femoral index = 100 × (humerus length)/femoral length
Crural index = 100 × (tibia length)/femoral length
Femoral neck index = 100 × (biomechanical length of femoral neck)/femoral length
Femoral robusticity = 100 × (femoral mid-shaft circumference)/femoral length
Tibial robusticity = 100 × (tibial mid-shaft circumference)/tibial length
Bi-condylar angle = angle that shaft of the femur makes with the vertical when the two femoral condyles are resting on a horizontal level surface.
which body weight operates. But wide hips are not an isolated feature of LB1’s anatomy—they are found co-existing with a marked lateral iliac flare and long neck of femur, two features which tend to act in the opposite direction to bring down reaction forces. When we consider the features of LB1’s pelvis in relation to each other rather than in isolation, therefore, we can see that none of them would have prevented her from exhibiting an efficient, habitual, bipedal gait. Perhaps Kramer and Eck have accorded the big differentiating features their most likely significance, with arguments for another hominin’s habitual bipedality: ‘australopithecines like AL-288-1 were proficient bipeds not despite their short legs and wide pelves but, rather, because of them’. The same could be said of LB1.

Estimating plausible gait parameters for Homo floresiensis

Having established that LB1 walked on two legs, it is reasonable to ask how she walked. To assist in this endeavour, Vaughan and Blaszczyk have employed the principle of dynamic similarity, an extension of geometric similarity (where one object is made identical to another by multiplying all lengths by a constant factor). In dynamic similarity, all lengths, times and forces are multiplied by separate constants. In biped locomotion, two different systems exhibit dynamic similarity when they walk with equal Froude numbers (Fr),

\[ \text{Fr} = \frac{v^2}{g L_L} \]

where \( v \) is the speed of walking in m/s, \( g \) is the gravitational acceleration (9.81 m/s²) and \( L_L \) is the leg length in metres. The Froude number has been adapted from naval architecture and allows the comparison of locomotion in different-sized bipeds. It follows that the independent gait parameters step length (SL) and step frequency (SF) may be normalized to yield dimensionless parameters

\[ \lambda = \frac{SL}{L_L} \]

\[ \varphi = \frac{SF}{(g/L_L)^{1/2}} \]

where the product of dimensionless step length (\( \lambda \)) and dimensionless step frequency (\( \varphi \)) combine to yield dimensionless speed \( \beta = \lambda \times \varphi \) and the substitution of Equations (2) and (3) yields the square root of the Froude number:

\[ \beta = \sqrt{\frac{v}{(g/L_L)}} \]

Equations (2), (3) and (4) enable us to gain key insights regarding plausible gait parameters for LB1. Based on a sample of 669 normal subjects, ranging in age from children aged 5 all the way up to elderly adults in their 90s, we have shown that the dimensionless parameters for dynamically similar gait have values of \( \lambda = 0.814 \pm 0.041, \varphi = 0.588 \pm 0.023, \) and \( \beta = 0.478 \pm 0.025.\) These values may be contrasted with data for children younger than 5 during neuromaturation, or children with cerebral palsy evaluated before and after surgery.

Vaughan and Blaszczyk argue that the anthropometric indices of \( H. \) floresiensis and \( H. \) sapiens support the assertion that the locomotor morphologies of these two species are geometrically similar, and they have assumed that the gait of LB1 was dynamically similar to that of modern \( H. \) sapiens. This makes it possible to add the length of LB1’s femur (280 mm) and tibia (235 mm) as provided by Brown et al., plus an estimate of her malleolar height (35 mm), to yield a leg length \( L_L = 0.55 \) m. Equations (2), (3) and (4) then yield values of SL = 0.45 ± 0.02 m, SF = 2.48 ± 0.10 steps/second, and \( v = 1.11 \) ± 0.06 m/s (Fig. 4).

For purposes of comparison, the same equations may be applied to the fossilized footprints discovered in Laetoli, East Africa by Leakey and Hay, which were formed in wet volcanic ash almost 4 million years ago by two hominins. Charteris reported the step lengths (SL) of the two tracks as 0.387 m and 0.472 m. By assuming dynamic similarity for the gait of these two australopithecines, Equation (2) yields leg length (LL) and then Equation (3) provides an estimate of step frequency (SF). As seen in Fig. 4, the values for LB1 lie between those for the two Laetoli hominins. Also included in Fig. 4 are values for a tall \( H. \) sapiens (height of 2.01 m and \( L_L = 1.028 \) m), two cohorts of normal children at age 18 and 36 months, and a child with cerebral palsy seen before and after surgery. The values for the walking speeds of the Laetoli hominins (1.03 and 1.14 m/s) were greater than the values predicted by Charteris et al. and Alexander, although a more recent analysis based on evolutionary robotics has predicted speeds for these australopithecines in excess of 1.0 m/s.\(^\text{37}^\) In the case of LB1, her anthropometric indices are very similar to the \( A. \) afarensis specimen AL-288-1 (‘Lucy’), but somewhat different from a modern female \( H. \) sapiens (Table 1). While these differences cannot be ignored, especially when applying dynamic similarity theory, Crompton et al. have demonstrated that Lucy’s gait would have been comparable to that of modern humans.

Although the theory of dynamic similarity has been successfully applied across several different species, some authors have concluded that Froude number corrections are not adequate predictors of the mass-specific cost of transport. Despite such findings, we believe it is quite plausible that LB1, with a height estimated to be approximately 1.06 m, walked efficiently at a speed of just more than 1.0 m/s.

Concluding remarks

The island of Flores is approximately 350 km long from west to east, 80 km at its widest point from north to south, and occupies...
an area of 14 300 km² (ref. 11), which is approximately the same size as the state of Connecticut in the U.S. If LBI had walked at her natural speed, it would have taken her about 88 hours to traverse the length of the island, assuming continuous walking along a straight and flat path. By comparison, the tall Homo sapiens in Fig. 4 would have taken approximately 64 hours to cover the same course, that is, about a day less than LBI.

Interestingly, the discoverers of LBI have postulated that the Homo floresiensis species may have arisen from an ancestral population of Homo erectus and that their long-term isolation on Flores resulted in endemic dwarfism.30,31 Speed of walking is proportional to the square root of leg length (see Equation (4)), but energy expenditure for walking at a particular speed is proportional to body mass.32 Since body mass is proportional to volume (for a particular density), energy utilization is roughly proportional to the cube of leg length. This suggests that a reduction in size resulting from dwarfism would have had a far more dramatic impact on energy consumption than on walking speed. Thus, a shorter LL may have slightly curtailed LBI’s locomotion in size resulting from dwarfism would have had a far more dramatic impact on energy consumption than on walking speed. In 2003, LBI would have taken approximately 64 hours to traverse the length of the island, assuming continuous walking along a straight and flat path.

Dynamic similarity is not an exact science,33,34 but it does nevertheless provide us with some insights regarding the way in which LBI and her fellow pygmy-sized hominins might have walked about the island of Flores over 18 000 years ago.
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A prospective gait analysis study in patients with diplegic cerebral palsy 20 years after selective dorsal rhizotomy
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Object. Selective dorsal rhizotomy (SDR) has been widely performed for the reduction of spasticity in patients with cerebral palsy during the past 2 decades. The objective of this study was to determine whether the surgery has yielded long-term functional benefits for these patients.

Methods. The authors present results from a prospective 20-year follow-up study of locomotor function in 13 patients who underwent an SDR in 1985. For comparison, we also present gait data for 48 age-matched healthy controls (12 at each of 4 time points). Patients were studied preoperatively and then at 1, 3, 10, and 20 years after surgery. Study participants were recorded in the sagittal plane while walking using a digital video camera, and 6 standard gait parameters were measured.

Results. In this group of patients 20 years after surgery, knee range of motion (ROM) was on average 12° greater than preoperative values (p < 0.01). Hip ROM before surgery was no different from that in the healthy control group. This parameter increased markedly immediately after surgery (p < 0.001) but had returned to normal after 20 years. The knee and hip midrange values—a measure of the degree of "collapse" due to muscle weakness after surgery—had returned to preoperative levels after 20 years, although they were respectively 11° and 8° greater than those in healthy controls. Both temporal-distance parameters (dimensionless cadence and dimensionless step length) were significantly greater at 20 years than preoperative values (cadence, p = 0.003; step length, p = 0.02), leading to improved walking speed.

Conclusions. Twenty years after undergoing SDR, our patients showed improved locomotor function compared with their preoperative status. (DOI: 10.3171/PED/2008/1/3/180)

KEY WORDS • cerebral palsy • gait analysis • long-term follow-up • range of motion • selective dorsal rhizotomy

The prevalence of CP has risen from 1.5 per 1000 live births in the 1960s to the current rate of 2.5 per 1000 live births in developed countries.24 In addition, there is increased longevity in the adult CP population.20 Although CP is a complex neurological condition resulting from a nonprogressive lesion in the developing brain,4 adults with CP experience secondary complications and accelerated impairments.16 Because 80% of CP cases have spasticity as the primary abnormality,39 which can lead to secondary abnormalities such as muscle contractures,14 it is important to use insight when treating this condition. Treatment strategies for CP spasticity have included physical therapy, orthotic devices, oral pharmacological intervention, parenteral medication, and surgery.2,12,19,33,35 Only the intrathecal baclofen pump and SDR interfere directly with the primary abnormality of spasticity in CP by attempting to restore the balance of spinal circuits.1,33

Selective dorsal rhizotomy was first performed by Forster10 in the early 1900s and modified in the 1960s by Gros et al.13 In the 1970s Fasano and colleagues9 further refined the procedure by cutting the posterior rootlets on the basis of intraoperative functional electrical stimulation of leg muscles. Peacock et al.6,27 refined this method in the 1980s by exposing the cauda equina to identify dorsal rootlets at their exit foramina. Despite some controversy regarding its efficacy,21 SDR has gained widespread acceptance over the past 2 decades.2,1,12,25,33 In a recent review, Steinbok32 con-
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cluded that there was strong evidence of decreased lower limb spasticity, increased lower limb ROM (without loss of muscle strength), and a moderate degree of improvement in activities of daily living after SDR for spastic CP. Although a large number of studies support the efficacy of SDR in reducing spasticity and improving function, most of these are based on assessments performed within 1 to 5 years after surgery. Our own research, based on a prospective study of Dr. Peacock’s patients at 1, 3, and 10 years after surgery, has provided evidence to show that lasting functional benefits (as measured by improved gait) can be obtained with SDR when patients with CP become adolescents and young adults.3,22,34,36-38

Given the large number of patients with CP who have undergone SDR in the past 2 decades, it is clearly imperative that the clinical community is given objective and compelling evidence of the long-term sequelae of the SDR procedure when these patients become adults. In this paper, we present results from a prospective 20-year follow-up study of 13 patients who received SDR surgery in 1985, with a particular focus on their gait data.

Clinical Materials and Methods

This study was approved by the Human Ethics Committee at the University of Cape Town, and each participant signed an informed consent form. In addition, the patients with CP completed a questionnaire that recorded other interventions, amount of physical therapy, problems with daily activities, and their personal feelings about the outcome of the SDR procedure.

Twenty-nine children with CP underwent SDR in 1985. Selection for surgery was based on the following criteria: 1) exhibition of spasticity; 2) absence of athetosis; 3) absence of significant underlying muscle weakness; and 4) access to postoperative therapy. Fourteen of the 29 children were able to walk (4 household ambulators and 10 independent ambulators) and participated in the first study comparing preoperative and 1-year postoperative gait analysis data.5,37,38 Eleven of these 14 patients were available and participated in the 3- and 10-year follow-up studies.22,34,36,40 We located all 14 original patients in early 2005, and each was willing to participate in this reassessment. One of the 14 patients had severe muscle weakness and was not able to walk independently; for this reason, she was excluded from the study. Two patients were able to walk using a device—1 using a crutch and the other using a cane.22 The mean age of the 13 patients who participated in the 20-year follow-up study during 2005 was 27.3 years (range 22–34 years). For purposes of comparison, gait analysis was also performed on a group of 12 age-matched healthy controls who had a mean age of 27.8 years (range 22–34 years). Table 1 provides an overview of the groups that participated in the different studies.

Selective Dorsal Rhizotomy

All children underwent operations performed by Dr. Peacock at the Red Cross Children’s Hospital in Cape Town, South Africa. Each patient received endotracheal general anesthesia (without the use of long-acting neuromuscular blocking agents), and was then placed in a prone position with bolsters under the chest and pelvis. Limited laminotomies were performed from L-2 to S-1, exposing the cauda equina with preservation of the posterior facet joints. The dorsal roots were separated from the anterior roots. For the electromyographic recordings, electrodes were placed in major muscle groups of the lower extremities, corresponding to the nerve rootlets tested. A 50-Hz train of stimuli was applied at the threshold intensity for muscular contraction and those dorsal nerve rootlets associated with a normal response were left intact, whereas those associated with an abnormal response were divided.

Gait Evaluation

Our 2D kinematic gait analysis system consisted of lightweight retroreflective markers, a linear calibration standard, and a portable digital video camera (DCR-TRV80E, Sony). Although it would have been preferable to study all patients in the same laboratory, the cost of transportation precluded this option. Two researchers (N.G.L. and R.P.L.) drove by car with all the equipment throughout South Africa to visit 8 of the 13 patients with CP in their hometowns. The gait data were captured in a dimmed room with a walkway of at least 11 meters, similar to our laboratory in Cape Town. Three markers were placed at the hip (greater trochanter of the femur), knee (lateral femoral epicondyle), and ankle (lateral malleolus of the distal fibula) of each individual. These markers reflect the light transmitted by an infrared light source on top of the camera. Separate analyses of the right and left lower limbs were performed in the sagittal plane. The patient was required to walk barefoot, without any orthoses, at his or her normal pace in a plane perpen-

<table>
<thead>
<tr>
<th>TABLE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristics of patients included in the 20-year follow-up study*</td>
</tr>
<tr>
<td>Study</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>preop</td>
</tr>
<tr>
<td>1-yr postop</td>
</tr>
<tr>
<td>0-1 HC†</td>
</tr>
<tr>
<td>3-yr postop</td>
</tr>
<tr>
<td>3 HC</td>
</tr>
<tr>
<td>10-yr postop</td>
</tr>
<tr>
<td>10 HC</td>
</tr>
<tr>
<td>20-yr postop</td>
</tr>
<tr>
<td>20 HC</td>
</tr>
</tbody>
</table>

* HC = healthy control.
† The same group of 12 healthy controls was used for the preoperative and 1-year postoperative comparisons.
dicular to the camera's optical axis. The data obtained from the camera were then analyzed digitally using customized software for gait analysis. Through suitable calibration and scaling, the x and y coordinates of the joints were obtained as the angle between the thigh and the calf, whereas the hip angle was defined as the angle between the thigh and the vertical axis. Hip and knee midrange values were defined as the point halfway between the extremes of extension and flexion. Angular kinematic data do not change after a child reaches the age of 3 years and so these parameters stay the same. Hip and knee ROM (0) 13 12.1 14.0 12.4 12.1 -15.9 -2.8 3.7 -4.0 -9.3

Outcome Measures

As in our previous pre- and postoperative studies, the gait parameters included angular kinematic data and temporal-distance parameters. The angle at the knee joint was defined as the angle between the thigh and the calf, whereas the hip angle was defined as the angle between the thigh and the vertical axis. Hip and knee midrange values were defined as the point halfway between the extremes of extension and flexion. The temporal-distance parameters included cadence (or step frequency, the number of steps per second) and step length (the distance in meters between 2 consecutive heel strikes [left-to-right or right-to-left]).

When performing a longitudinal study on children it is important to account for the way that study participants grow and mature. Angular kinematic data do not change after a child reaches the age of 3 years and so these parameters are comparable in all follow-up studies. In contrast, temporal-distance parameters change as a child ages and so it is necessary to normalize these parameters for the effects of growth. Hof recommended that temporal-distance parameters could be normalized by leg length, converting cadence and step length into dimensionless units as follows:

- Dimensionless cadence = (cadence/\sqrt{g/(leg length)})
- Dimensionless step length = (step length)/(leg length)

The letter "g" in these equations represents the acceleration due to gravity (9.81 m/second²), leg length is measured in meters (the distance from the greater trochanter to the ground), cadence is measured in steps per second, and step length is measured in meters. We were in possession of leg length measurements for the preoperative and the 1-, 3-, 10-, and 20-year postoperative studies, and could apply this normalization method to our measurements. This method enabled us to compare patients with themselves (over the 20 years of the study) and with the age-matched healthy controls.

Statistical Analysis

Boxplots were used to graphically summarize the observed data. We performed 2 sets of comparisons: measurements at 1, 3, 10, and 20 years after an SDR (the groups of interest) were compared with preoperative gait parameters and also with measurements from age-matched healthy control groups (the reference groups). For each gait parameter and comparison, we present the effect size (β), and the corresponding probability value. The β value reported is the difference between the means of the gait parameters (mean of the group of interest subtracted from the mean of the reference group), adjusted for age, sex, and side, as well as for repeated measures on each patient. The age we adjusted for is the age at the time of the operation (in the comparison with preoperative measurements) and current age (for comparison with healthy control groups). Individual linear mixed-effects models were used for all comparisons.

Results

One of the 13 patients had conflicting feelings about the benefits of the SDR operation. All patients received intense physical therapy at school pre- and postoperatively, whereas more than half of the group also received orthopedic surgery (tendon lengthening of the rectus femoris, hamstring, or Achilles, or ostectomy in the lower limb or foot) after SDR. Some of the patient cohort suffered from back pain, and all had relatively poor balance. Eleven of the 13 patients were either working or studying at college, and none had any problems with activities of daily living.

The results of this study are based on 13 patients with CP, of whom 3 were missing in the 3- and 10-year follow-up studies (Table 1). Table 2 shows the estimated adjusted differences between the subject groups and the reference groups (β value) and corresponding p values.

Angular Kinematics

Knee and Hip ROM. Knee ROM of the patients with CP

---

**TABLE 2**

Adjusted differences in means and probability values for 6 gait parameters*

<table>
<thead>
<tr>
<th>Gait Parameter</th>
<th>Measure 1</th>
<th>1 CP</th>
<th>3 CP</th>
<th>10 CP</th>
<th>20 CP</th>
<th>0 CP</th>
<th>1 CP</th>
<th>3 CP</th>
<th>10 CP</th>
<th>20 CP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knee ROM (°)</strong></td>
<td>β</td>
<td>12.1</td>
<td>14.0</td>
<td>12.4</td>
<td>12.1</td>
<td>-15.9</td>
<td>-2.8</td>
<td>3.7</td>
<td>-4.0</td>
<td>-9.3</td>
</tr>
<tr>
<td>p value</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.002</td>
<td>0.64</td>
<td>0.23</td>
<td>0.09</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td><strong>Hip ROM (°)</strong></td>
<td>β</td>
<td>14.9</td>
<td>8.6</td>
<td>4.6</td>
<td>3.9</td>
<td>-5.4</td>
<td>10.0</td>
<td>4.1</td>
<td>2.1</td>
<td>3.4</td>
</tr>
<tr>
<td>p value</td>
<td>&lt;0.001</td>
<td>0.03</td>
<td>0.01</td>
<td>0.04</td>
<td>0.07</td>
<td>&lt;0.001</td>
<td>0.07</td>
<td>0.39</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td><strong>Knee midrange value (°)</strong></td>
<td>β</td>
<td>16.8</td>
<td>4.1</td>
<td>-2.6</td>
<td>4.4</td>
<td>2.4</td>
<td>20.0</td>
<td>9.4</td>
<td>5.6</td>
<td>10.9</td>
</tr>
<tr>
<td>p value</td>
<td>&lt;0.001</td>
<td>0.21</td>
<td>0.41</td>
<td>0.07</td>
<td>0.55</td>
<td>&lt;0.001</td>
<td>0.03</td>
<td>0.03</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td><strong>Hip midrange value (°)</strong></td>
<td>β</td>
<td>4.0</td>
<td>0.0</td>
<td>-4.0</td>
<td>-2.7</td>
<td>9.5</td>
<td>13.8</td>
<td>10.0</td>
<td>8.7</td>
<td>7.6</td>
</tr>
<tr>
<td>p value</td>
<td>0.03</td>
<td>1.00</td>
<td>0.07</td>
<td>0.11</td>
<td>0.004</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td><strong>Dimensionless Cadence</strong></td>
<td>β</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.07</td>
<td>-0.09</td>
<td>-0.11</td>
<td>-0.07</td>
<td>-0.09</td>
<td>-0.06</td>
</tr>
<tr>
<td>p value</td>
<td>0.01</td>
<td>0.07</td>
<td>0.03</td>
<td>0.003</td>
<td>0.04</td>
<td>0.002</td>
<td>0.06</td>
<td>0.02</td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td><strong>Dimensionless Step Length</strong></td>
<td>β</td>
<td>0.13</td>
<td>0.24</td>
<td>0.05</td>
<td>0.07</td>
<td>-0.24</td>
<td>-0.11</td>
<td>0.02</td>
<td>-0.18</td>
<td>-0.10</td>
</tr>
<tr>
<td>p value</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.18</td>
<td>0.02</td>
<td>&lt;0.001</td>
<td>0.09</td>
<td>0.58</td>
<td>0.001</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>

* Adjusted for age, sex, side, and repeated measures.

† β is calculated as the difference between the means of the gait parameters (mean of the group of interest subtracted from the mean of the reference group).

---
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was, on average, 15.9° less than that of the healthy control group before surgery (p = 0.002). This ROM improved significantly (p < 0.001) at 1, 3, 10, and 20 years after the operation. The greatest difference (14.0°) was found 3 years after surgery. This mean was 3.7° greater than that of the healthy control group, although this difference was not significant (p = 0.23; Table 2).

The mean hip ROM was the only parameter that was not significantly different from the healthy control group before surgery. One year postoperatively, mean hip ROM had increased by 14.9° (p < 0.001) and was 10.0° greater than the mean in the healthy volunteer group (p < 0.001). The data (Fig. 1 and Table 2) show that after the initial large increase the mean hip ROM values decreased and approached the healthy control group values with no statistically significant differences.

Midrange Values. The knee and hip midrange values of the patients with CP showed a similar trend in the years following surgery (Fig. 2). Preoperatively, both parameters were greater in the CP group than in the healthy control group, although only the hip midrange value of 9.5° was significantly different (p = 0.004). One year postoperatively, there was a significant increase in both midrange values (knee: 16.8°, p < 0.001; hip: 4.0°, p = 0.03; Table 2). These values then improved, as indicated by a decrease in values closer to that of the healthy control groups (Fig. 2), although they remained statistically greater (Table 2).

Temporal-Distance Parameters

The dimensionless cadence of patients with CP did not change significantly after SDR, except at 20 years after surgery when there was a 0.07 mean increase compared with preoperative values (p = 0.003). Dimensionless cadence for patients was consistently less than that for healthy controls (Table 2 and Fig. 3).

The boxplots of dimensionless step length (Fig. 3) and knee ROM (Fig. 1) show similar trends for patients with CP. One year after surgery there was a significant improvement of 0.13 (p < 0.001) compared with the preoperative value with a further significant increase (0.24) at 3 years (p < 0.001), followed by a slight deterioration at 10 and 20 years after surgery. Although the step length values of the 10- and 20-year follow-up studies were smaller than in the 3-year study and significantly different from the healthy control groups, there is still a significant benefit of 0.07 at 30 years after surgery compared with preoperative values (p = 0.02, Table 2).

Discussion

Our study of patients with CP who underwent SDR in 1985 has shown that although the greatest gains were made during the first 3 years after surgery, 20 years later the patients with CP still demonstrated an improvement in their gait pattern compared with preoperative values. This result is in accordance with our 10-year follow-up study data, in which we objectively demonstrated the contribution of SDR to functional benefits, as measured by improved gait. 22

Angular Kinematics

Patients with spastic CP demonstrate greater muscle stiffness than control groups. 2 When these patients undergo an SDR, studies have shown that this spastic reduction will be maintained for at least 4 years. 23,24,25 Diplegic patients have a smaller ROM than persons without spasticity, and this will increase after SDR. 26 Our series of follow-up studies have shown that this increase is most pronounced in the first 3 years after surgery, 23,25,26 during the important years of growth, and may lead indirectly to fewer contractures. As the patients became older, our 10- and 20-year follow-up studies showed slightly decreased ROM for the hip and knee (Fig. 1).

The typical walking pattern for patients with CP and spastic diplegia is a crouch gait, which results in a high midrange value for the hip. One year after an SDR, a "collapsed" gait pattern is observed, with a significant increase in midrange values for both the knee and the hip (Fig. 2). One reason for this negative side effect could be postoperative muscle weakness in the lower extremities. Alternatively, we hypothesize that this change in gait mechanics could also be the result of lumbar hyperlordosis, which leads to increased hip flexion to maintain a patient's center of gravity over the base of support.
Temporal-Distance Parameters

Damiano and Abel6 showed that cadence is correlated with muscle strength in the lower extremities. In general, muscle strength in patients with CP is less than that of healthy controls, which may be why the number of steps per minute is reduced. The outlier in dimensionless cadence represented a single patient (Fig. 3). She and her mother reported in the questionnaire that, although she received intensive physical therapy postoperatively, she continued to suffer from muscle weakness. Although her cadence increased slightly at 10 and 20 years after surgery, this increase was probably not a result of increased muscle strength but rather because she was walking with a crutch.

In contrast to cadence, step length is not correlated with muscle strength, but is related to joint excursion, which is reduced in patients with CP compared with healthy controls. In our 20-year follow-up study, the changes in knee ROM corresponded with the changes in dimensionless step length (Figs. 1 and 3).

Gait in Adults with CP

Andersson and Matsson1 and Jahnsen and colleagues18 have published questionnaire data regarding the locomotor skills of adults with CP. Their groups consisted of 77 and 145 patients with diplegic CP, respectively, and they showed that 30 to 40% of the patients were able to walk without support, although 20% always used a wheelchair. Both studies showed that 75% of their patients demonstrated decreased walking ability between 15 and 34 years of age. Although we have to consider that our group size was much smaller (14 patients), we demonstrated that 20 years after an SDR at a mean age of 27.3 years, 11 of our patients (79%) walked without support and only 1 (7%) was confined to a wheelchair.

Limiting Factors

Fourteen patients with CP participated in our studies, which provided sufficient power for the statistical analysis; however, the research sample should ideally be much larger for our findings to have widespread applicability. In addition, 3 of the 14 patients were missing for the 3- and 10-year follow-up studies, and we had to exclude 1 of the 14 because she was not able to walk independently 20 years after surgery. Because of the reduced sample size, we were
Twenty-year study of gait in cerebral palsy after rhizotomy

unable to account for confounding factors such as orthopedic surgery and back pain.

The healthy control groups for the various postoperative studies did not consist of the same study participants, whereas the CP patient group did. In our analysis, we used the appropriate statistical methods to factor in this discrepancy. Ideally, we should also have had a single control group consisting of patients with CP who did not undergo SDR in 1985. This was not ethically possible, however, and for that reason we used age-matched healthy controls. There is also a dearth of published gait data for adults with CP, making it difficult to compare our patients at 20 years after surgery.

Conclusions

Since new information on SDR was obtained in Cape Town in the early 1980s, few centers have had the opportunity to perform long-term studies. We conclude that 20 years after our patients underwent SDR, they continue to show an improvement in their gait patterns compared with preoperative levels. Although we cannot predict how these patterns might have looked without this operative procedure, we can assume that the patients would continue to have experienced spasticity and deterioration from secondary abnormalities, such as contractures. In addition to the positive locomotor benefits of SDR 20 years after surgery, some concerns remain about spinal instability. We believe it is necessary to conduct further detailed research about these factors, thus affirming the importance of long-term clinical follow-up studies.
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Late in 2004, the skeletal remains of a pygmy-sized hominin recovered from a cave on the Indonesian island of Flores were first documented, with the authors concluding that the "postcranial anatomy [was] consistent with human-like obligate bipedalism" (Brown et al. [2004]: Nature 431:1055–1061). We have assumed that Homo floresiensis, who was estimated to be 18,000-years-old, walked with a gait pattern that was dynamically similar to modern man. The dynamic similarity hypothesis was also applied to the Australopithecines that left their footprints at Laetoli with human-like obligate bipedalism. We have gathered data on 20 extant modern humans to calculate the standard estimates of error when predicting gait parameters. We predict that the Homo floresiensis specimen walked at a velocity of 1.11 ± 0.14 m/s. For the Laetoli footprints, the velocity for Track 1 was estimated to be 1.03 ± 0.12 m/s and for Track 2 to be 1.14 ± 0.12 m/s. These latter values for Australopithecines are greater than prior analyses, but are in good agreement with more recent work based on evolutionary robotics. Since modern man walks at 1.44 ± 0.14 m/s, our results suggest that, despite their diminutive size, these ancient hominins were capable of ranging across a wide geographical area. Am. J. Hum. Biol. 20:312–316, 2008. © 2008 Wiley-Liss, Inc.

ABSTRACT Late in 2004, the skeletal remains of a pygmy-sized hominin that had been recovered from a cave on the Indonesian island of Flores were first documented, with the authors concluding that the "postcranial anatomy [was] consistent with human-like obligate bipedalism" (Brown et al. [2004]: Nature 431:1055–1061). We have assumed that Homo floresiensis, which they named Homo floresiensis (Brown et al. 2004). While some experts agreed with this taxonomic classification, there were others who challenged the decision and provided alternative interpretations (Balter, 2005). Some believed that LB1’s primitive traits were more consistent with H. habilis or even an offshoot of Australopithecus (Wong, 2005). Others were of the opinion that LB1 might even have been a microcephalic individual (Eckhardt et al., 2005; Martin et al., 2006), although a careful mapping of LB1’s brain using an endocast analysis (Falk et al., 2005), and the subsequent publication of further diminutive specimens from the same site (Morwood et al., 2005a), would appear to support the classification of a new species.

In their original description, Brown et al. (2004) concluded that the "postcranial anatomy [was] consistent with human-like obligate bipedalism." A rigorous interpretation of LB1’s morphological features supports the conclusion that she walked on two legs. However, given that she and her fellow diminutive hominins ranged across the island of Flores—an area of ~14,300 km²—it seems reasonable to ask how she might have walked more than 18,000-years-ago. Specifically, we ask: how much of an impact would short limbs have had on bipedal speeds and what were the implications of slower preferred speeds? It is the purpose of our article to answer these questions, to estimate plausible gait parameters for H. floresiensis, and to compare these parameters to the Laetoli footprints.

METHODS Theory of dynamic similarity

To assist us in this endeavor we have employed the theory of dynamic similarity (Alexander, 1976), which is an extension of geometric similarity (where an object can be made identical to another object by multiplying all lengths by a constant factor). In dynamic similarity it is necessary to multiply all lengths, times and forces by separate constants. In bipedal locomotion two different systems exhibit dynamic similarity when they walk with equal Froude numbers, Fr:

\[ \text{Fr} = \frac{v^2}{gLL} \]  

(1)

where \( v \) is the speed of walking in m/s, \( g \) is the acceleration due to gravity (9.81 m/s²), and \( LL \) is the leg length in meters (Vaughan and O’Malley, 2005a). The speed \( v \) is made up of two fundamental (i.e. independent) gait parameters: step length SL, measured in meters, and step frequency SF, measured in steps/s, so that

\[ v = SL \times SF \]  

(2)

Based on the principle of dynamic similarity, SL and SF can be scaled to yield dimensionless parameters.
The data for the 669 normal subjects have been adapted from the literature and the values \( \lambda = 0.81 \), \( \phi = 0.59 \), and \( \beta = 0.48 \) constitute dynamically similar gait (Vaughan and O’Malley, 2005b). The data for the 18- and 36-month old infants are based on 10 subjects in each cohort and constitute dynamically different gait patterns (Vaughan et al., 2003). The data for the cerebral palsy (CP) child seen pre- and postoperatively also constitute dynamically different gait patterns (Vaughan and O’Malley, 2005b).

We have previously shown that children over the age of 5 years, all the way up to adults in their 90s, walk with a gait that is dynamically similar (Vaughan and O’Malley, 2005a). Based on a sample of 669 normal subjects, the dimensionless parameters for dynamically similar gait (DSG) have values of \( \lambda = 0.81 \pm 0.04 \), \( \phi = 0.59 \pm 0.02 \), and \( \beta = 0.48 \pm 0.03 \) (Table 1). As illustrated in Figure 1, and summarized in Table 1, these parameters differ considerably when compared with normal toddler infants of 18 and 36 months of age studied during the period of neumaturation (Vaughan et al., 2003) or a child with cerebral palsy (CP) evaluated before and after surgery (Vaughan and O’Malley, 2005b). Since DSG exists for equal Froude numbers [Eq. (1)], the gait patterns for the 18- and 36-month-old infants (\( \beta = 0.27 \) and 0.38) and the CP child studied pre- and postoperatively (\( \beta = 0.04 \) and 0.37) are dynamically different when compared with the DSG pattern of Figure 1 (\( \beta = 0.48 \)).

Variables recorded

To gain some insight regarding the general applicability of the DSG model to extinct hominins, we have gathered new data for 20 normal extant subjects who were not a subset of the 669 normal subjects used to establish the DSG parameters (Table 1). The subjects were 20 normal humans (10 male and 10 female) who were deliberately chosen to vary greatly in age and stature. They or, in the case of children, their parents signed a formal consent prior to participation in the project. The protocol was approved by the Human Ethics Committee of the University of Cape Town. Prior to the gait analysis, three anthropometric parameters were measured: greater trochanter height, lateral epicondyle to lateral malleolus; and height of the malleolus above the ground. Their sum constituted the leg length.

We monitored the subjects’ locomotion during level walking by means of a six-camera video system (Vaughan et al., 2003). The three-dimensional coordinates of spherical targets, located on the heels and over the 2nd metatarsal heads of both feet, were measured as a function of time. The frame rate of the cameras was 120 Hz (temporal resolution = 0.0083 s) while the spatial accuracy was 5 mm. Each subject was instructed to walk at his or her self-selected (i.e. preferred) pace while being filmed. Between two and four gait cycles per walking trial were captured and three separate trials per subject were analyzed. The key temporal events for both left and right

### Table 1. Dimensionless gait parameters \( \lambda \), \( \phi \), and \( \beta \) for different groups of Homo sapiens subjects

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Dimensionless step length (( \lambda ))</th>
<th>Dimensionless step frequency (( \phi ))</th>
<th>Dimensionless velocity (( \beta ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>669 normal subjects</td>
<td>0.81 ± 0.04</td>
<td>0.59 ± 0.02</td>
<td>0.48 ± 0.03</td>
</tr>
<tr>
<td>18-month-old infants</td>
<td>0.57 ± 0.05</td>
<td>0.47 ± 0.05</td>
<td>0.27 ± 0.06</td>
</tr>
<tr>
<td>36-month-old infants</td>
<td>0.70 ± 0.06</td>
<td>0.54 ± 0.03</td>
<td>0.38 ± 0.05</td>
</tr>
<tr>
<td>CP child pre-op</td>
<td>0.22</td>
<td>0.18</td>
<td>0.04</td>
</tr>
<tr>
<td>CP child post-op</td>
<td>0.73</td>
<td>0.50</td>
<td>0.37</td>
</tr>
</tbody>
</table>

The data for the 669 normal subjects have been adapted from the literature and the values \( \lambda = 0.81 \), \( \phi = 0.59 \), and \( \beta = 0.48 \) constitute dynamically similar gait (Vaughan and O’Malley, 2005b). The data for the 18- and 36-month old infants are based on 10 subjects in each cohort and constitute dynamically different gait patterns (Vaughan et al., 2003). The data for the cerebral palsy (CP) child seen pre- and postoperatively also constitute dynamically different gait patterns (Vaughan and O’Malley, 2005b).
The gait data are the means for 6 to 12 trials per subject. Dimensionless gait parameters are based on Eqs (3), (4), and (5).

<table>
<thead>
<tr>
<th>Subject</th>
<th>Height (m)</th>
<th>Leg length (m)</th>
<th>Step length (m)</th>
<th>Step frequency (steps/s)</th>
<th>Velocity (m/s)</th>
<th>Dimensionless step length (λ)</th>
<th>Dimensionless step frequency (φ)</th>
<th>Dimensionless velocity (β)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.79</td>
<td>0.915</td>
<td>0.650</td>
<td>2.033</td>
<td>1.33</td>
<td>0.716</td>
<td>0.621</td>
<td>0.445</td>
</tr>
<tr>
<td>2</td>
<td>1.63</td>
<td>0.840</td>
<td>0.670</td>
<td>2.068</td>
<td>1.39</td>
<td>0.798</td>
<td>0.605</td>
<td>0.435</td>
</tr>
<tr>
<td>3</td>
<td>1.66</td>
<td>0.869</td>
<td>0.700</td>
<td>1.905</td>
<td>1.33</td>
<td>0.806</td>
<td>0.567</td>
<td>0.457</td>
</tr>
<tr>
<td>4</td>
<td>1.53</td>
<td>0.920</td>
<td>0.725</td>
<td>1.935</td>
<td>1.40</td>
<td>0.788</td>
<td>0.593</td>
<td>0.467</td>
</tr>
<tr>
<td>5</td>
<td>1.74</td>
<td>0.800</td>
<td>0.830</td>
<td>2.143</td>
<td>1.78</td>
<td>0.874</td>
<td>0.667</td>
<td>0.583</td>
</tr>
<tr>
<td>6</td>
<td>1.64</td>
<td>0.893</td>
<td>0.645</td>
<td>2.098</td>
<td>1.33</td>
<td>0.722</td>
<td>0.624</td>
<td>0.451</td>
</tr>
<tr>
<td>7</td>
<td>1.60</td>
<td>0.892</td>
<td>0.690</td>
<td>1.765</td>
<td>1.22</td>
<td>0.774</td>
<td>0.532</td>
<td>0.412</td>
</tr>
<tr>
<td>8</td>
<td>1.85</td>
<td>1.001</td>
<td>0.735</td>
<td>1.765</td>
<td>1.30</td>
<td>0.734</td>
<td>0.564</td>
<td>0.414</td>
</tr>
<tr>
<td>9</td>
<td>2.01</td>
<td>1.028</td>
<td>0.885</td>
<td>1.847</td>
<td>1.63</td>
<td>0.861</td>
<td>0.598</td>
<td>0.515</td>
</tr>
<tr>
<td>10</td>
<td>1.83</td>
<td>0.975</td>
<td>0.770</td>
<td>1.935</td>
<td>1.49</td>
<td>0.790</td>
<td>0.610</td>
<td>0.482</td>
</tr>
<tr>
<td>11</td>
<td>1.69</td>
<td>0.859</td>
<td>0.720</td>
<td>1.792</td>
<td>1.29</td>
<td>0.838</td>
<td>0.530</td>
<td>0.444</td>
</tr>
<tr>
<td>12</td>
<td>1.50</td>
<td>0.918</td>
<td>0.735</td>
<td>1.792</td>
<td>1.32</td>
<td>0.801</td>
<td>0.548</td>
<td>0.439</td>
</tr>
<tr>
<td>13</td>
<td>1.48</td>
<td>0.855</td>
<td>0.700</td>
<td>2.127</td>
<td>1.49</td>
<td>0.619</td>
<td>0.625</td>
<td>0.514</td>
</tr>
<tr>
<td>14</td>
<td>1.50</td>
<td>0.905</td>
<td>0.640</td>
<td>2.038</td>
<td>1.30</td>
<td>0.707</td>
<td>0.619</td>
<td>0.438</td>
</tr>
<tr>
<td>15</td>
<td>1.37</td>
<td>0.800</td>
<td>0.700</td>
<td>2.313</td>
<td>1.62</td>
<td>0.875</td>
<td>0.660</td>
<td>0.578</td>
</tr>
<tr>
<td>16</td>
<td>1.11</td>
<td>0.601</td>
<td>0.465</td>
<td>2.496</td>
<td>1.16</td>
<td>0.775</td>
<td>0.617</td>
<td>0.478</td>
</tr>
<tr>
<td>17</td>
<td>1.12</td>
<td>0.600</td>
<td>0.430</td>
<td>2.383</td>
<td>1.02</td>
<td>0.717</td>
<td>0.589</td>
<td>0.422</td>
</tr>
<tr>
<td>18</td>
<td>1.10</td>
<td>0.585</td>
<td>0.445</td>
<td>2.508</td>
<td>1.12</td>
<td>0.761</td>
<td>0.613</td>
<td>0.466</td>
</tr>
<tr>
<td>19</td>
<td>1.33</td>
<td>0.775</td>
<td>0.555</td>
<td>2.329</td>
<td>1.29</td>
<td>0.716</td>
<td>0.655</td>
<td>0.469</td>
</tr>
<tr>
<td>20</td>
<td>1.17</td>
<td>0.502</td>
<td>0.425</td>
<td>2.617</td>
<td>1.51</td>
<td>0.847</td>
<td>0.592</td>
<td>0.501</td>
</tr>
<tr>
<td>Mean</td>
<td>1.56</td>
<td>0.834</td>
<td>0.656</td>
<td>2.095</td>
<td>1.347</td>
<td>0.786</td>
<td>0.602</td>
<td>0.473</td>
</tr>
<tr>
<td>S.D.</td>
<td>0.29</td>
<td>0.149</td>
<td>0.130</td>
<td>0.267</td>
<td>0.187</td>
<td>0.053</td>
<td>0.039</td>
<td>0.044</td>
</tr>
</tbody>
</table>

The gait data are the means for 6 to 12 trials per subject. Dimensionless gait parameters are based on Eqs (3), (4), and (5).

### TABLE 3. The DSG dimensionless parameters (λ = 0.81, φ = 0.59, and β = 0.48) have been applied to the 20 extant subjects of Table 2

<table>
<thead>
<tr>
<th>Prediction</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL from LL (m)</td>
<td>0.089</td>
</tr>
<tr>
<td>SF from LL (steps/s)</td>
<td>0.146</td>
</tr>
<tr>
<td>v from LL (m/s)</td>
<td>0.142</td>
</tr>
<tr>
<td>LL from SL (m)</td>
<td>0.099</td>
</tr>
<tr>
<td>SF from SL (steps/s)</td>
<td>0.146</td>
</tr>
<tr>
<td>v from SL (m/s)</td>
<td>0.121</td>
</tr>
</tbody>
</table>

### RESULTS

**Applying dynamic similarity to modern Homo sapiens**

Our 20 human subjects varied greatly in age (6-53 years), height (1.07-2.01 m), and leg length (0.502-1.028 m). Not surprisingly, as seen in Table 2, there was considerable variability in step length (0.43-0.89 m), step frequency (1.77-2.62 steps/s), and velocity (1.02-1.63 m/s). However, with the insertion of leg length in Eqs. (3), (4), and (6), the dimensionless parameters were much less variable (λ = 0.79 ± 0.05, φ = 0.60 ± 0.04, and β = 0.47 ± 0.04) and they compare favorably with the DSG patterns (cf. Table 1). We then used the DSG dimensionless parameters (λ = 0.81, φ = 0.59, and β = 0.48), together with the measured parameters for the 20 extant subjects (LL, SL, SF, and v in Table 2), to calculate 95% confidence intervals for predicting step length, step frequency, and velocity (Table 3).

This variation among individuals in our human sample will provide some insight when considering our fossil estimates.

### Applying dynamic similarity to Homo floresiensis and the Laetoli footprints

If we assume the gait of LB1 was dynamically similar to that of modern H. sapiens, then we can use the dimensionless parameters for DSG, together with her leg length, to estimate actual fundamental gait parameters. We can add the length of her femur (280 mm) and tibia (235 mm) as provided by Brown et al. (2004), plus an estimate of the height of her malleolus (36 mm), to give a leg length of LL = 0.551 m. This estimate, which is necessary since Brown et al. (2004) did not report this parameter, is based on the average data for our infants and children (Vaughan et al., 2003) for whom the malleolus height was established to be 7% of the length of the femur plus tibia. Equations (3), (4), and (6) then yield the values of SL = 0.45 m, SF = 2.48 steps/s, and v = 1.11 m/s (Fig. 2). Based on the 95% confidence interval for velocity predicted by LL (Table 3), the walking velocity for LB1 lies in the range 0.97-1.25 m/s (while her step length is in the range 0.36-0.54 m, and her step frequency lies between 2.33 and 2.63 steps/s). These values may be compared with other examples from the archaeological record, as well as the data for infants, pathological examples such as CP, and a tall modern man (Fig. 2).

The fossilized footprints found by Leakey and Hay (1979) in Laetoli, East Africa, were formed 3.7-million years ago by at least two hominins walking side-by-side over wet volcanic ash (Rüther, 1996; Vaughan, 2003). The step lengths of these two tracks at Laetoli have been measured as 0.387 and 0.472 m (Charteris et al., 1982). These step lengths may be inserted into Eq. (3) and leg length LL can be estimated for the two tracks (0.475 and 0.550 m, respectively), assuming DSG and with λ = 0.81. The gait velocity v can then be calculated from Eq. (6) with β = 0.48. For Track 1, v = 1.03 ± 0.12 m/s and for Track 2, v = 1.14 ± 0.12 m/s, where the 95% confidence
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The values for LB1 lie between those for the two Laetoli hominins which are generally accepted (Leakey and Hay, 1979; Charteris et al., 1982; Alexander, 1984).

intervals are based on velocity predicted by SL (Table 3). As seen in Figure 2, the values for LB1 lie between those for the two Laetoli hominins which are generally accepted to have Australopithecines (Sellers et al., 2005).

For purposes of illustrative comparison, we have selected a tall modern man (with a height of 2.01 m) who was subject number 9 in our follow-up study (Table 2). With LL = 1.028 m, he has a longer step length (SL = 0.89 m), a lower step frequency (SF = 1.65 steps/s), and much greater walking speed (v = 1.63 m/s) than our early ancestors. LB1, with an estimated height (stature) of about 1.0 m (Brown et al., 2004), is not much taller than a modern 36-month-old infant (height of 0.9 m and LL = 0.47 m) but is predicted to have had a greater step length and speed of walking (Fig. 2). In fact, LB1’s actual gait parameters (Fig. 2) are very similar to our three 6-year-old children (Subjects 16, 18, and 20 in Table 2).

**DISCUSSION**

In applying dynamic similarity theory to bipedal locomotion we have assumed the subjects were all walking at their preferred (i.e. energetically optimal) speeds. What if this assumption were not true for LB1? How might she have walked? Figure 1 provides a clue. During development, from the onset of walking until ~60 months of age (i.e. 5 years), the gait of infants is significantly different from that of teenagers and adults. This difference is ascribed to the effects of neuromaturation (Vaughan et al., 2003). In Figure 1, the patterns for developmentally mature gait (i.e. DSG) and the developing gait of 18- and 36-month-old infants lie approximately on a diagonal. Instead of exhibiting a pattern in the vicinity of DSG, LB1 may have lacked the necessary neurodevelopment and so might have been closer to the 36-month-old infant with dimensionless velocity \( \beta = 0.4 \) (\( \lambda = 0.72, \phi = 0.56 \)). This would translate into a walking speed of 0.93 m/s (SL = 0.40 m, SF = 2.34 steps/s), a value that lies just outside the 95% confidence interval.

In the case of the Laetoli hominins, the footprints were made in wet volcanic ash (Leakey and Hay, 1979). Since they may have been walking more cautiously, their gait might not have been dynamically similar to modern man. On this basis, it might therefore be argued that our estimates for walking speed of 1.03–1.14 m/s are too high. Charteris et al. (1982) and Alexander (1984) estimated values for walking speed between 0.56 to 0.75 m/s. However, both these authors predicted walking speed on the basis of height (stature) and this in turn was estimated from foot length (estimated to be 15.5% of height). Since Australopithecines had relatively longer toes (Ward, 2002), the predictions for height by Charteris et al. (1982) and Alexander (1984)—1.19 m for the maker of Track 1 and 1.39 m for Track 2—may well have been an overestimation. This would in turn have led to lower estimates for walking speed. A more recent analysis based on evolutionary robotics, an algorithm that creates gait patterns de novo by optimizing muscular efficiency, has predicted speeds for the Laetoli tracks in excess of 1.0 m/s (Sellers et al., 2005). The authors concluded that their predictions conflicted with the suggestion that Australopithecus afarensis used a “shuffling” gait, but instead indicated that the species was a fully competent biped. Our data would appear to support their conclusion.

The dynamic similarity model assumes geometric similarity of the underlying morphology. LB1’s anthropometric indices (humerofemoral = 86.7 and crural = 83.9) are similar to the Australopithecine specimen AL-288-1 known as Lucy (values of 85.9 and 83.6, respectively) but somewhat larger than values for modern *Homo sapiens* (70.9 ± 3.4 and 78.2 ± 0.8) (Atiello and Dean, 1990; Brown et al., 2004; Haesler and McHenry, 2004). There are other indices comparing *H. sapiens* and *H. floresiensis*, such as femoral neck index (15.1 vs. 19.6), femoral robusticity (32.8 vs. 23.6), and bicondylar angle (10.5° vs. 14.0°), to support the argument that the two species are geometrically similar (Morwood et al., 2005a). Green et al. (2007) have used a Monte Carlo approach to show that the limb-size proportions in *A. africans* are similar to those of human and significantly different from the great apes. Drapeau and Ward (2007) have recently demonstrated that individual limb segment lengths can be independently modified by selection, thus supporting the argument that the length of one segment cannot always be inferred from the length of others.

Using computer-based biomechanical simulation, Crompton et al. (1998) have shown that the gait of Lucy would have been very comparable with modern humans and she was unlikely to have walked with an energetically inefficient bent-hip bent-knee pattern. The theory of dynamic similarity applied to locomotion requires just a single anthropometric parameter—leg length—as the fundamental measure of length. Although the theory has been successfully applied across different species (Alexander, 1976; Vaughan and O’Malley, 2005a), some authors have concluded that Fröuette number corrections do not adequately predict the mass-specific cost of transport (Steudel-Numbers and Weaver, 2006). Despite such findings, we believe it is quite plausible that LB1 walked efficiently at a speed of just over 1 m/s.

We have used SL, rather than LL, to estimate the walking speed of the Laetoli hominins (Fig. 2). This required us to combine Eqs. (3) and (6) to yield

\[
v = (gSL/\lambda)^{1/2} = 5.76(SL)^{1/2}
\]

While we are mindful of the cumulative effect of a sequence of confidence intervals when predicting parame-

---
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ters (Smith, 1996), we are reassured by the analysis of our extant data (cf. Table 3) which shows the velocity predicted by SL has a lower confidence interval (0.121 m/s) than when LL is used as the predictor (0.142 m/s).

We return to our original question: how much of an impact would shorter limbs have had on bipedal speeds and what were the implications of slower preferred speeds? The island of Flores is ~350-km long from west to east and 50 km from north to south at its widest point (Morwood et al., 2005b). At her natural speed of 1.11 ± 0.14 m/s, it would have taken LB1 about 88 h (range 78–100 h), walking continuously, to traverse the length of the island. This of course assumes a flat and straight path, neither of which are consistent with the terrain of Flores, and it seems unlikely that LB1 would have ranged over the entire island, or if she did, not at one time. Since modern man walks at 1.44 ± 0.14 m/s, it would take about 68 h (range 62 to 75 h) to cover the same distance, i.e. about a day less than LB1.

The discoverers of H. floresiensis have speculated that the species might have arisen from an ancestral population of H. erectus and that their long-term isolation on the island led to endemic dwarfing (Brown et al., 2004; Lomolino, 1985; Pianka, 1974). Because speed of walking is proportional to the right square root of leg length (see Eq. (6)), while energy expenditure for walking at a particular speed is proportional to the cube of leg length (Zarrugh et al., 1974), a reduction in size resulting from dwarfing would have had a far greater impact on energy utilization than on walking speed. So, while a shorter LL might have slightly curtailed LB1’s ranging behavior, this would have been more than offset by the significant reduction in caloric intake. Previous studies of the daily energy expenditure (DEE) in hominins have combined both locomotion and nonlocomotion costs. Recent data suggest that leg length has a significant impact, with DEE for H. erectus being 84% greater than that of Australopithecus (Steudel-Numbers, 2006).

While dynamic similarity is not an exact science (Alexander, 1984; Vaughan and O’Malley, 2005a), it does nevertheless provide us with some insights regarding the way in which LB1 and her fellow pygm-sized hominins walked about the island of Flores over 18,000-years ago. It has also allowed us to reconsider the gait parameters of the Australopithecines who made the tracks at Laetoli almost 4-million-years ago.
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In this issue of the *Journal of Neurosurgery: Pediatrics*, Langerak and colleagues report on the gait status of a group of patients with spastic diplegia cerebral palsy (CP) who underwent selective dorsal rhizotomy (SDR) in childhood 20 years ago in Cape Town, South Africa. The authors have previously reported on the gait status of the same cohort of patients at 1, 3, and 10 years after SDR.

This report is remarkable from 4 perspectives. First, the investigators were able to locate all 14 of the original patients and obtain approval for collecting data 20 years later. The approval and data collection undoubtedly were possible because of the investigators' ability to bring the gait analysis system directly to the patients' location instead of having the patients come to the laboratory. Hence, the simple 1-camera system with 3 surface markers provided an avenue of data collection that would not have been possible with a multicamera, complex marker set.

The second perspective is that significant improvements from the preoperative measure have persisted over the 20-year period. These improvements include knee and hip angular kinematics as well as cadence and step length measurements. An age-matched sample of healthy controls without disability was used to assess improvement. A shortcoming of the study is that data were not also collected from a control group with spastic diplegia CP. Ideally, such a group could have been followed-up in parallel to the patients' location instead of having the patients come to the laboratory. Hence, the simple 1-camera system with 3 surface markers provided an avenue of data collection that would not have been possible with a multicamera, complex marker set.

The third perspective is that the investigators have established a standard of improvement for future studies reporting on the long-term changes from SDR or any other intervention performed in children with CP. The results point to the need for developing gait progression curves similar to those existing for the Gross Motor Function Measure. These curves describe the expected changes for the Gross Motor Function Measure over time according to different Gross Motor Function Classification System levels. They provide an excellent reference from which to judge intervention efficacy.

The fourth perspective is that gait limitations associated with CP do not disappear as the child becomes an adult, yet most gait research focuses solely on children with CP. Because adulthood lasts much longer than childhood, future research should focus on the gait characteristics of adults with CP as well as investigate interventions that could improve their gait and overall quality of life.

It should be noted that the authors did not go into great detail regarding other existing data. For example, prior to surgery on the original 14 patients, 4 were household ambulators and 10 were independent ambulators. At 20 years postoperatively, 1 patient was unable to walk independently, 1 walked with a crutch, and 1 used a cane. It would have been interesting to compare the current walking ability of these patients with their preoperative ability. It would also have been interesting to note any relationships that may have existed between pre- and postoperative gait status and subsequent orthopedic surgeries.

Langerak and colleagues are to be congratulated for their outstanding work. They have added to the body of knowledge in this area in an unprecedented and significant way. (DOI: 10.3171/PED/2008/1/3/177)
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Langerak and colleagues report sagittal gait analysis data from 13 patients with diplegic cerebral palsy (CP) who underwent selective dorsal rhizotomy (SDR) 20 years ago, and conclude that the patients' gait was improved compared with their preoperative status. They evaluated the hip and knee angle, the hip and knee midrange angle, and the cadence and step length, adjusted for patient size. Knee range of motion was 12° greater than the preoperative range; hip range of motion was normal preoperatively and at 20 years. Knee and hip midrange values were similar preoperatively and at 20 years, and 8–11° greater than in normal controls. Cadence and stride length were significantly improved at 20 years.

It is difficult, if not impossible, to evaluate the effects of an operation 20 years later if the operation is performed on adolescent children who get variable postoperative physiotherapy, who cooperate with the physiotherapy to different degrees, who have different musculoskeletal contractures preoperatively, and whose postoperative orthopedic management varies considerably. The authors note that more than half of their 13 patients received orthopedic surgery postoperatively, surgery that included lengthening of the rectus femoris, hamstrings, and Achilles tendon. Those operations would be expected to increase the knee angle, the knee midrange angle, and, often, to increase step length. Unfortunately, fewer than half of the 13 patients did not undergo orthopedic operations, a number too small from which to draw meaningful conclusions.

I sympathize with the authors’ desire to obtain long-term data about the effects of lumbar rhizotomies, but do not believe the present data teach us much, given the multiple confounding variables. Other long-term data are needed, such as the long-term effect of SDR on spasticity and on musculoskeletal deformities such as scoliosis and hip migration.

RESPONSE: We thank Drs. Albright, Engsberg, and Park for their insightful remarks about our paper on the group of 14 patients with spastic diplegic CP who underwent SDR in Cape Town more than 20 years ago. We were very interested to read their comments, particularly because they and their colleagues in Madison, Pittsburgh, and St. Louis have made significant contributions to our knowledge of alleviating spasticity in children with CP.

Dr. Albright has commented that it is difficult to evaluate the effects of an operation if patients subsequently receive variable postoperative interventions such as orthopedic surgery. We acknowledge that the presence of confounding factors and the low patient sample size does make it difficult for us to conclude with statistical certainty that the long-term benefits resulted from the SDR alone. We would argue, however, that it is indeed possible to attribute most of the benefits after 20 years to the original surgery. We should point out that only 4 of our patients (one third) received subsequent tendon lengthening procedures that might have influenced knee kinematics and step length. Furthermore, it would have been unethical to withhold other interventions after the original neurosurgery.

Drs. Engsberg and Park have commented that we could have gone into greater detail regarding the data for our patients, and they are correct. We have written a companion paper to this study that is currently in review with the journal Developmental Medicine & Child Neurology, in which we have focused on the functional performance of these 14 patients. Our outcome measures were related to the 3 dimensions of the International Classification of Functioning, Disability and Health model: 1) abnormalities in body structure and function: muscle tone, joint stiffness, and voluntary movements; 2) limitations in activity: functional movement assessments; and 3) restrictions in participation: activities of...
daily living, assessed using a questionnaire. This second paper is also a prospective study in that we were able to build on the methodology established by Berman and associates. We were unfortunately unable to apply the Gross Motor Function Measure because this instrument was only developed in the late 1980s, well after our cohort of patients had undergone operations. It should be pointed out, though, that the Gross Motor Function Measure was originally designed for children, whereas our cohort was between 22 and 33 years of age when we evaluated them in 2005.

Drs. Engsberg and Park have also suggested that there is a need for gait progression curves. We agree with their suggestion, and believe that our gait nomogram provided here (Fig. 1) may to some extent fulfill this need. The nomogram shows dimensionless step frequency plotted against dimensionless step length. There are 5 clusters represented: V1 is for healthy controls, whereas V2–V5 represent different gait strategies used by patients with spastic diplegia. Also plotted in Fig. 1 are the gait progression data, representing the mean values for our patients who underwent SDR (black circles) at 5 different time points (preoperatively [Pre], and at 1, 3, 10, and 20 years postoperatively). The contours illustrate constant dimensionless velocity (v_d) and were generated by the equation v_d = SFD × SL_d.

In conclusion, it is our hope that this long-term follow-up study will encourage other research groups to publish their own findings of similar cohorts whose surgery was performed in the 1980s and 1990s. Although SDR is certainly not a panacea for the treatment of spastic diplegia in patients with CP, our evidence suggests that the procedure has produced benefits that are long lasting. We are currently conducting a study on the long-term effects of SDR on spinal stability in 3 cohorts: patients with spastic diplegia who underwent operations at least 10 years ago; age-matched patients with spastic diplegia who never received SDR; and age-matched healthy controls. We would also urge those investigative groups with long-term follow-up data on other interventions in this patient population—such as the baclofen pump and botulinum toxin—to contribute their findings to the literature. After all, it is only by subjecting all interventions to the scrutiny of peer review that we can provide clinicians and the patients they treat, with the necessary evidence to pursue a particular course of treatment.

(Doi: 10.3171/ped/2008/1/3/178)
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Abstract

Excessive knee joint laxity is often used as an indicator of joint disease or injury. Clinical assessment devices are currently limited to anterior-posterior drawer measurements, while tools used to measure movement in the remaining degrees of freedom are either invasive or prone to soft tissue artefact. The objective of this work was, therefore, to develop a methodology whereby in vivo knee joint kinematics could be measured in three dimensions under torsional loading while still maintaining a non-invasive procedure. A device was designed to administer a subject-normalized torque to the transverse plane of the knee. The knee was securely fastened to the outer frame of an open magnetic resonance imaging (MRI) magnet. Low resolution 3D T1-weighted images (6.25 mm slice thickness) were generated by the MRI scanner in less than 3 min while the joint was under load. The 3D image volume was then shape-matched to a high resolution image volume (1.56 mm slice thickness) scanned in a no-load position. Three-dimensional rotations and translations of the tibia with respect to the femur were calculated by comparing the transformation matrices before and after torque was applied. Results from six subjects showed that this technique was repeatable over five trials with the knee in extended and flexed positions. Differences in range of motion were shown between subjects and between knee positions suggesting that this methodology has sufficient utility for further application in clinical studies.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Rotational laxity of the knee is one aspect by which to diagnose knee pathology and to evaluate surgical treatment, such as anterior cruciate ligament (ACL) reconstruction (Georgiades et al., 2003, 2005; Kanamaru et al., 2000; Koh et al., 2005; Logan et al., 2004; Mannelli et al., 2004; Musahl et al., 2007; Scopp et al., 2004; Tashman et al., 2004; Yagi et al., 2004; Yamamoto et al., 2004; Zaffagnini et al., 2009). Several methods for measuring in vivo knee and ankle joint kinematics in three dimensions (3D) have now been developed using medical imaging techniques (Bingham and Li, 2006; Fellowes et al., 2005b; Klüpper et al., 2007; Siegler et al., 2005; Tashman and Anderst, 2003; Udupa et al., 1998; Van Sim Jan et al., 2006). These studies were less invasive than cadaveric studies using bicortical pins, and results from these studies were found to be more accurate than previous in vivo methods of measurement that used external devices or skin markers prone to soft tissue artefact (Bingham and Li, 2006; Fellowes et al., 2005b; Koh et al., 2005; Klüpper et al., 2007; Siegler et al., 2005; Tashman and Anderst, 2003; Udupa et al., 1998; Van Sim Jan et al., 2006).

In this study, a method was developed by which to measure 6 degree of freedom tibiofemoral knee kinematics in vivo while the joint was subjected to static torsional loading. Our first objective, therefore, was to design and build a device that would apply a known torsional load to a subject's knee at variable degrees of knee flexion while being scanned using magnetic resonance imaging (MRI); the images of the knee in the torqued position could then be used to measure rotational and translational motion of the joint both accurately and non-invasively. The next objective was to determine the repeatability of this methodology with torques applied in internal and external rotation and with the knee in full extension and 30° of flexion. The within-subject variability associated with tibial rotation under the different loading conditions would then demonstrate the potential of the system to provide results that are clinically relevant.

2. Methods

2.1. Torsional loading apparatus

The torsional loading apparatus was mounted to the open-MRI patient table with aluminium slide rails permitting movement of the subjacent-abduction angles (Fig 1). A plastic boat was attached to the rotation base via extension channels that permitted foot positioning toward the knee flexion for shorter subjects. The knee loading device was rotated about the patient table to permit imaging of the contralateral knee.

In this study, a method was developed by which to measure 6 degree of freedom tibiofemoral knee kinematics in vivo while the joint was subjected to static torsional loading. Our first objective, therefore, was to design and build a device that would apply a known torsional load to a subject's knee at variable degrees of knee flexion while being scanned using magnetic resonance imaging (MRI); the images of the knee in the torqued position could then be used to measure rotational and translational motion of the joint both accurately and non-invasively. The next objective was to determine the repeatability of this methodology with torques applied in internal and external rotation and with the knee in full extension and 30° of flexion. The within-subject variability associated with tibial rotation under the different loading conditions would then demonstrate the potential of the system to provide results that are clinically relevant.

2. Methods

2.1. Torsional loading apparatus

The torsional loading apparatus was mounted to the open-MRI patient table with aluminium slide rails permitting movement of the subjacent-abduction angles (Fig 1). A plastic boat was attached to the rotation base via extension channels that permitted foot positioning toward the knee flexion for shorter subjects. The knee loading device was rotated about the patient table to permit imaging of the contralateral knee.
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3. Results

Standard deviations in all three planes for all landmarks identified on the five neutral scans for Subject 1 were found to be less than 2 mm, except for the landmark on the anterior surface of the medial tibial plateau where the standard deviation in the medial-lateral direction was 2.2 mm. The effect of the landmark position variability on the overall values of tibial rotation was minimal (Fig. 3).

Mean ranges of tibial rotation for the six subjects varied between 11.6° and 32.2° for the extended position and 17.2° and 28.8° for the flexed position; standard deviations over the five trials for external and internal rotations were consistently less than 2.5° (Table 1). ICC-values for the range of rotation were 0.99 and 0.93 in the extended and flexed knee positions, respectively.

4. Discussion

In this study, a methodology was developed to measure 3D knee joint laxity under torsional loading and tested in vivo at full extension and 30° of flexion. The non-invasive MRI permitted accurate measurement of the underlying bone, thereby avoiding skin motion artifact. Repeatability results from six subjects showed that knee kinematics were subject specific, even in healthy individuals.

The effects on the overall knee kinematics of Subject 1 due to the use of only one versus the complete set of five neutral scans were minimal (Fig. 3) since the greatest variations in landmark position were in directions that did not affect the orientation of the original coordinate system.
the segment axes. The limited field of view of the MRI scanner may have contributed to inconsistent landmark position as landmarks at the proximal end of the tibia were less prominent than the distal end. However, differences in mean knee kinematics under specific loading conditions between subjects were substantial (Table 1). We therefore concluded that using only one high resolution neutral scan to analyse all five trials would be acceptable for each of the remaining subjects.

Our study showed clinically relevant differences in the degree of knee rotation under four rotational loading conditions. All
subjects demonstrated an increase in internal rotation with the knee flexed (Table 1), which agreed with the findings of Kanamori et al. (2000) and Musahl et al. (2007). Although standard deviations for each subject were greater than those reported by Kanamori et al. (2000) for 12 cadaveric knees, indicated that variation across a subject group was more substantial than within repeated trials of an individual. The high ICC-values calculated for the range of rotation suggest excellent agreement of the data over the different testing days; however, these results should be interpreted with caution as they are based on a limited number of subjects.

The high level of precision demonstrated by this methodology despite the decreased MRI scan time could be attributed to the normalized torque values and individualized bone segment-matching protocol. This non-invasive, subject-specific methodology is consequently valuable for further in vivo research on rotational knee laxity, especially involving patients having pain associated with joint pathology.
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