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Crop models (CMs) can be a key component in addressing issues of global food security as they can be used to monitor and improve crop production. Regardless of their wide utilization, the employment of these models, particularly in isolated and rural areas, is often limited by the lack of reliable input data. This data scarcity increases uncertainties in model outputs. Nevertheless, some of these uncertainties can be mitigated by integrating remotely sensed data into the CMs. As such, increasing efforts are being made globally to integrate remotely sensed data into CMs to improve their overall performance and use. However, very few such studies have been done in South Africa. Therefore, this research assesses how well a crop model assimilated with remotely sensed data compares with a model calibrated with actual ground data (Maize_control). Ultimately leading to improved local cropping systems knowledge and the capacity to use CMs.

As such, the study calibrated the DSSAT-CERES-Maize model using two generic soils (i.e. heavy clay soil and medium sandy soil) which were selected based on literature, to measure soil moisture from 1985 to 2015 in Bloemfontein. Using the data assimilation approach, the model’s soil parameters were then adjusted based on remotely sensed soil moisture (SM) observations. The observed improvement was mainly assessed through the lens of SM simulations from the original generic set up to the final remotely sensed informed soil profile set up. The study also gave some measure of comparison with Maize_control and finally explored the impacts of this specific SM improvement on evapotranspiration (ET) and maize yield.

The result shows that when compared to the observed data, assimilating remotely sensed data with the model significantly improved the mean simulation of SM while maintaining the representation of its variability. The improved SM, as a result of assimilation of remotely sensed data, closely compares with the Maize_control in terms of mean but there was no improvement in terms of variability. Data assimilation also improved the mean and variability of ET simulation when compared that of Maize_control, but only with heavy clay soil. However, maize yield was not improved in comparison. This confirms that these outputs were influenced by other factors aside from SM or the soil profile parameters. It was concluded that remote sensing data can be used to bias correct model inputs, thus improve certain model outputs.
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Chapter one: Introduction

The global population is estimated to reach 9.15 billion by 2050 and concurrently food demand is expected to increase (Alexandratos and Bruinsma, 2012; Xu et al., 2016). This implies that food generation should increase by at least 60% above 2005/2007 production levels to ensure that human nutritional needs are met (Alexandratos and Bruinsma, 2012; Xu et al., 2016; Chivasa et al., 2017). Moreover, food production is further challenged by other contemporary issues including climate change, land use management, arable land degradation, or environmental responsibility (Mishra et al., 2013; Ray et al., 2013; Battude et al., 2016; Leroux et al., 2017). Therefore, a sustainable increase in food production is particularly urgent in countries whose economies are predominantly agriculture-based and where the population is expected to grow at an even higher rate than globally like it is the case for many African countries and rural South Africa (SA). Traditional methods of assessing agricultural productions (i.e. estimating crop yield) can be expensive, time-consuming and laborious (Fang et al., 2008; Leroux et al., 2017; He et al., 2018). Alternatively, numerical crop models can be used for the same purpose as they are relatively quicker and cheaper. As such, modelling and monitoring agricultural systems will be essential for agricultural management, economic growth and for tracking global food security in these countries

1.1. Crop modelling

Crop models (CMs) are one of only a few tools used to explore sustainable ways to increase production at various locations. These numerical tools, particularly process-based CMs, attempt to capture the relationship between the surrounding environmental conditions and the biophysical processes within a crop (Yuping et al., 2008; Zinyengere et al., 2015; Nagamani and Mariappan, 2017; He et al., 2018). By capturing these biophysical processes, commonly in daily time steps, the model then estimates crop growth, development, and crop yield. There are numerous CMs, with different complexity, that have been developed over the years (Rivington and Koo, 2010; Figure 1.1). Some CMs have the capacity to model only a single crop or represent in detail only a part of a crop production process, whereas others have been developed to simulate various crops in complex rotations under various weather conditions, crop management and soil characteristics (Rivington and Koo, 2010; Nagamani and Mariappan, 2017). The model’s ability to capture crop biophysical processes and then simulate crop growth and yield depend heavily on the crop growth engine (CGE) used (Steduto, 2003; Bauböck, 2014). The CGEs of all CMs are based either on solar radiation (radiation use...
efficiency-RUE), carbon, or water productivity (Figure 1.2). The advantages and disadvantages of these engines, together with the models that use them are outlined in Table 1.1.

Figure 1.1: A word cloud of known crop models (Source: Rivington and Koo, 2010).

Figure 1.2: The underlying processes involved in biomass production (a) and canopy transpiration (b). Carbon-based and solar-based engines use pathway (a), whereas water productivity-based engine uses pathway (c) (Source: Steduto, 2003).
Table 1.1: The advantages and weaknesses of the three common CGEs (Adapted from Steduto, 2003; Bauböck, 2014).

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Carbon-based</th>
<th>Solar-based</th>
<th>Water-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent subdivision in hierarchical levels of the system organisation</td>
<td>Robust RUE relationship</td>
<td>Very robust (esp. under water-limited conditions)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Processes have sound physical and physiological bases</td>
<td>Constant under non-stressed conditions</td>
<td>Stable under water and salinity stress conditions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Less complex, easy-to-drive values</td>
<td></td>
</tr>
</tbody>
</table>

| Disadvantages       | Complex                                         | Inconsistent variability amongst crops, location and years | Has difficulty in deriving actual transpiration |
|                     | Cultivar specific                               | Non-linear under stress conditions                | Has been less implemented in crop models due to difficulties in measuring actual canopy transpiration |
|                     | Maintenance and growth                          |                                                  |                                                  |
|                     | respiration processes introduce uncertainties   |                                                  |                                                  |

<table>
<thead>
<tr>
<th>Crop models</th>
<th>Wageningen models (BACROS, SUCROS, ARID CROP, WOFOST, MACROS, PAPRAN, SWAP, etc)</th>
<th>CERES (DSSAT)</th>
<th>LINTUL</th>
<th>EPIC</th>
<th>STIC</th>
<th>CropSyst</th>
<th>APSIM</th>
<th>AquaCrop</th>
<th>CropSyst</th>
<th>CropWat</th>
<th>SWAMP</th>
<th>ACRU</th>
<th>SAPWAT</th>
<th>PUTU</th>
</tr>
</thead>
</table>

CMs can provide valuable scientific knowledge of certain interactions between crops and biophysical processes in order to improve our understanding of local cropping systems (Zinyengere et al., 2015). Therefore, they can be a key tool in addressing issues of global food security, including monitoring and prediction of agricultural droughts and its impacts; crop production (i.e. yield); precision agriculture; impacts of crop management; and agriculture water resources (Li et al., 2010; Nagamani and Mariappan, 2017; Kasampalis et al., 2018). However, CMs typically depend on accurate estimation of input parameters, which for several areas worldwide, including most South African rural areas, are commonly not available (Yuping et al., 2008; Mishra et al., 2013; Wang et al., 2014). For instance, in many African countries, data limitation (e.g. sparse meteorological data and diverse crop management strategies) is the main challenge that hinders accurate calibration and evaluation of these models (Zinyengere et al., 2015; Battude et al., 2016; Leroux et al., 2017; Kasampalis et al., 2018). If the data is available, it is often of insufficient quality and/or quantity to drive and produce acceptable simulations. This ultimately increases the uncertainties within the CMs results and thus impacts the confidence of the interpretation of the model outputs. Moreover, this lack of appropriate data makes the use of CMs rare in locations that would highly benefit from a deeper understanding and a wider exploration capacity, of local cropping and farming systems. Hence, there is a need to combine CMs with other tools to improve their performance and use especially in data-limited areas.
While those models are very efficient at simulating mainstream crops such as maize, rice, or wheat, they do not deal very well with underutilized crops such as groundnuts, black nightshade, cleome and grain sorghum (Mabaudhi et al., 2016; Mabaudhi et al., 2018). Concurrently while those models translate accurately large-scale crop management, for instance with irrigation systems or a motorized fertilisation application, they poorly represent typical smallholder farming systems management alternatives such as micro fertilisation, water harvesting or mixed cropping (Nagamani and Mariappan, 2017). This is often the result of developing the models while relying on existing large sets of data (as it is often not the case in many rural poorer locations) and the potential gain of mainstream crops under commercial farming system conditions. SA’s unique profile of productive commercial agriculture and extended smallholder farming communities offers two opposite conditions, one which can be used as a known benchmark on the one hand, and the other which would highly benefit from the improved modelling capacity in areas with little field data.

Given the known limitations of those models, they still have a unique capacity to simulate conditions that are either too costly or risky to implement in the field or conditions that cannot be experimented physically. As such, they have been successfully used worldwide at various scales, for over four decades (Kasampalis et al., 2018). They have evolved from being used as a collection of knowledge into expert tools. For example, they are used to better understand cropping systems and their interactions with historical and future climate (Knox et al., 2010; Jones et al., 2015; Schulze and Durand, 2016), the impact of crop management (Li et al., 2010; García-Vila and Fereres, 2012; Basche et al., 2016), especially looking for sustainable ways to intensify production, as well as their interaction with other farm activities such as mixed crop-livestock systems (Gbetiboou et al., 2010; Descheemaeker et al., 2016; Descheemaeker et al., 2018) or accounting for household vulnerability (Ncube et al., 2016; Zougmoré et al., 2016; Hammond et al., 2017). The improved access to these models together with improved computing capacities has allowed for the success of fine-tuned large-scale studies such as AgMIP (Rosenzweig and Hillel, 2015), thus, has also democratized the use of CMs across various areas.

1.2. Remote sensing and crop models
Remote sensing (RS) can produce timely, promptly, relatively cheap (or free) and precise approximations of the earth’s surface at various spatial and temporal resolutions (Fang et al., 2007; Battude et al., 2016; Leroux et al., 2017; Kasampalis et al., 2018). Due to the advancement in technology, RS data (including leaf area index, soil moisture, and many other
optical vegetation indices) has become relatively easy to access and use. Moreover, it has been recorded for over three decades which allows for both short-term and long-term analysis. This has resulted in many innovative agricultural applications, including using biophysical processes to estimate and monitor crop growth, development, and yield (Kasampalis et al., 2018).

Numerous studies have recognized that RS data can provide even more valuable information when combined with CMs (Delecolle et al., 1992; Fang et al., 2007; Yaping et al., 2008; Inas et al., 2013; Leroux et al., 2017; Jin et al., 2018). Thus, improve crop growth and yields monitoring and estimation, even in the data-limited area. The scarce nature of data in remote rural areas limits the accuracy achievable by crop simulations and consequently produces low confidence outputs with limited value for agricultural advisors, with extensive local expertise which is often poorly represented in CMs. Therefore, RS data can directly or indirectly be used to fill the data-scarce gap (Mishra et al., 2013; Leroux et al., 2017; Jin et al., 2018). As such, improving the integration of CMs with RS can produce new scientific knowledge gained as well as potentially improve local capacity to better use CMs. For example, apart from improving simulation capacity, democratising CMs in areas where their use is not optimal could expose local experts to new relevant agricultural and technical concepts. Moreover, it can also reveal CM aspects that could be strengthened by using local expert knowledge, thus potentially improving the capacity of global CMs to better represent and be more relevant to local cropping systems. Hence, combining RS data with CMs can directly offer better calibration and validation potential of these modelling tools, which will lead to higher confidence in the model outputs, including the better representation of regional and local cropping system characteristics. Ultimately, increasing both the value of the model outputs for decision making and the confidence of the decision-makers, particularly in data-limited and remote areas, as it is the case for many South African farming areas.

Increasing efforts are being made globally to benefit from combining RM data with the simulation capacity of CM tools. The two most common methods of integrating RM into CMs are forcing or recalibration (also known as data assimilation) approach (Yaping et al., 2008; Mishra et al., 2013; Jin et al., 2018). The forcing approach involves substituting the CMs parameters with the RS observations, while these parameters are adjusted based on RS observations when the data assimilation approach is used. Yaping et al. (2008), Thorp et al. (2010), Mishra et al. (2013), Ines et al. (2013) or Yao et al. (2015) for instance have used
various remotely sensed data such as leaf area index, soil moisture, and other vegetation indices, to infer agricultural information relating to productivity potential (e.g. water stress, evapotranspiration and mostly yield). Some efforts in that direction also exist in Africa, for example, with maize in Burkina Faso (Leroux et al., 2017), and maize water requirements in the Free State, SA (Moeletsi and Walker, 2012). There are also some interesting works that are associating remotely sensed data with either crop yield or water use in SA (Singels et al., 2014; Durand and Ferreira, 2017). Nevertheless, these studies are very few to fully understand the potential and constraints of integrating these tools, particularly in data-limited areas.

1.3. Aim and Objectives

Most studies combine remotely sensed data with CMs to evaluate and advance the models’ capacity to accurately estimate crop yield. However, there is also a need for studies that can use remotely sensed data to advance poor model calibrations or improve the confidence in model outputs even when there is no data to necessarily evaluate the model performance. Therefore, the aim of this study is to assess how well the model assimilated with remotely sensed data exclusively compares with a model calibrated with sufficient ground data. Hence, improve the capacity and use of CMs in data-limited areas. For the purpose of this research, remotely sensed soil moisture (SM) will be integrated with the DSSAT-CERES-Maize model. The recalibration method will be utilized; therefore, the model soil parameters are adjusted based on remotely sensed SM observations. The key objectives of this study are to:

1. measure how well the DSSAT-CERES-Maize model calibrated with generic soils captures the temporal variation of SM between 1985 and 2015 in Bloemfontein.
2. develop a framework to and ultimately assimilate remotely sensed SM into the model
3. assess the improvement and ultimate SM simulation, in comparison to the control
4. evaluate how SM driven improvement impacted other key model outputs (i.e. evapotranspiration and maize yield)

Based on the aim and objectives of this study, and the assumption that remotely sensed data will offer a relatively good surface volumetric soil moisture measurements, the following research questions are formulated:

- Does RS data allow one to improve model representation (i.e. SM) and build confidence to an extent comparable to a model calibrated with traditional field data?
- Can remotely sensed data be integrated with CMs to potentially model agricultural systems in data-limited areas?
1.4. The structure of the thesis

This thesis is divided into five (5) chapters. After the introduction, *Chapter two* reviews the literature by initially highlighting the significance of maize production in SA. This is followed by the current theoretical knowledge and pragmatic evidence around CMs and RS, including the different approaches that can be used to combine these tools. The methods and data employed to accomplish the aim and objectives of this dissertation are described and discussed in *Chapter three*. *Chapter four* presents and discusses in-depth the results of this study, by particularly assessing the improvement of SM simulations from the original generic set up to the final RS informed soil profile set up, how this improved SM compares with Maize_control as well as the impacts on evapotranspiration and maize yield. This dissertation concludes with *Chapter five*, which summarises the key findings of this study, and discusses whether assimilating remotely sensed data with CMs improves model representation and build confidence to an extent comparable to a model calibrated with traditional field data. This chapter also acknowledges the limitations of the current study as well as briefly discuss future research avenues.
Chapter two: Literature review

2.1. Introduction
This chapter firstly highlights the importance of maize production in South Africa (SA). The study then reviews key characteristics that affect maize production in the country. The advancement in technology combined with greater knowledge on modelled and observed agricultural systems has resulted in substantial development of crop models and remote sensing outputs. Therefore, this literature review then explores the current theoretical knowledge and pragmatic evidence around these tools. This includes the review of different types of crop models and the use of remotely sensed products to monitor agricultural systems. This chapter concludes by reviewing various methods that can be used to integrate remotely sensed data with crop models, including the advantages and limitations of such an integration.

2.2. Importance of maize production in South Africa
Maize is one of extremely significant grain grown and produced in southern Africa as it is both the main staple food and major animal feed. The major producer of maize (about 50%) within the Southern African Development Community (SADC) area is South Africa (SA) (Davis, 2006; Akpalu et al., 2008). Maize is the most widely produced field crop in SA and it remains the main source of carbohydrates for local people (FAO, 2018; DAFF, 2019). Moreover, it accounts for approximately 70% of grain production and covers approximately 60% of the cultivated land (Akpalu et al., 2008; DAFF, 2017). Over the past five seasons, maize remained the largest contributor to the South African field crop gross value (DAFF, 2019). The latest report on national agricultural production states that during the 2017/18 growing season, the maize sector produced a gross value of about R25 491 million, which was 14.4% lower than the R29 781 million obtained during the 2016/2017 season (DAFF, 2019). Furthermore, the maize sector provides direct employment to over 128 000 South Africans (DAFF, 2017). Therefore, maize production is a major driver of food inflation in the country and contributes significantly to the economy.

Maize is cultivated across all nine South African provinces. The major provinces that produce maize are Mpumalanga, North West, and Free State, as they together account for more than 81% of total maize production (Figure 2.1; Karuaihe, 2006; DAFF, 2019). The individual provincial contributions to maize production during the 2017/2018 season are illustrated in Figure 2.2. The maize sector consists of both commercial and non-commercial farmers. In SA, maize is mainly produced under rain-fed conditions (~90%) and less than 10% under irrigation (DAFF, 2019). The major commercial farmers (estimated area planted 2,319 million ha for
2017/2018 season) are found within the three major producing provinces, while the major non-commercial farmers are in the northern KwaZulu-Natal, Eastern Cape and Limpopo (DAFF, 2017; DAFF, 2019). SA produces mostly white maize (~53%) while the remaining percentage is yellow maize (~47%, DAFF, 2019). White maize is mainly produced for human consumption and yellow maize is primarily produced for animal feed. The current ratio of areas cultivated with maize is 55% white maize to 45% yellow maize (DAFF, 2019). Approximately 5.9% of white maize production in cultivated in irrigated areas and 94.1% in rain-fed drylands along the western part of the maize belt, whereas about 13.5% of yellow maize is irrigated and 86.5% is rain-fed along the eastern part of the maize belt (DAFF, 2017; DAFF, 2019).

Figure 2.1: Major and minor maize growing areas in South Africa (Karuaihe et al., 2006).

Figure 2.2: Provincial maize production during the 2017/2018 season (DAFF, 2019).
2.3. Key characteristics that affect maize production

Maize is cultivated under various climatic and soil characteristics in SA (du Plessis, 2003; Davis, 2006). Effective production of maize relies heavily on appropriate crop management strategies (e.g. correct production inputs and timing of activities) that will ensure and promote both agricultural production and environmental sustainability. The crop management factors that may affect maize yields range from planting date or period, seed quality, plant population density, weed management, plant and soil nutrition, and suitable cultivar (Sangio, 2001; Subedi and Ma, 2009; Beiragi et al., 2011). In the semi-arid area, mostly rain-fed areas, maize production is generally limited by multiple integrated conditions including infertile soils, erratic climate as well as poor environmental management (Mati, 2000; Du Plessis, 2003; Ramadoss et al., 2004). This study mainly discussed four characteristics that affect maize production, particularly in SA, namely climate, soil, planting period, and plant population density.

2.3.1. Climate

There is a consensus amongst literature that changes in-, and unpredictability of- climate already have had and will further have- a negative effect on agricultural (i.e. maize) production (Mati, 2000; du Plessis, 2003; Molua and Lambi, 2006; DAFF, 2017). Consequently, an amplified increase in food insecurity within Southern African Development Community (SADC) region may be expected as a result of decreased availability and decreased access to agricultural production. In SA, maize is one of the main drivers of food inflation (Akpalu et al., 2008). Therefore, a decrease in maize production may potentially result in a rise in total revenue due to its inelastic demand. However, this would ultimately increase food insecurity within SA and the whole SADC region (Akpalu et al., 2008).

There are many climatic factors that affect maize production. However, in semi-arid areas, the two most important climatic factors that significantly affect maize production are daily temperature and seasonal rainfall conditions (Ramadoss et al., 2004). For example, most plant processes that have a substantial effect on crop development and productivity, highly depend on temperature (Molua and Lambi, 2006; Subedi and Ma, 2009). This is because optimum temperatures are required for photosynthesis, which enables growth to take place. As such, maize cannot be planted in regions with an average daily temperature that is lower than 19ºC or average monthly temperature that is lower than 23ºC during summer (du Plessis, 2003). On the other hand, relatively high temperatures (above 45ºC) may lead to shorter life cycle maize crop as well as lesser and lighter grains, hence leading to relatively low grain quality and yield.
(Ramadoss et al., 2004; Molua and Lambi, 2006). Furthermore, low temperatures (below 4°C) could also result in frost conditions that could be detrimental to all maize development phases. As such, 120-140 days without frost are needed to avoid any probable damages (du Plessis, 2003).

Maize production is also affected by the intensity, frequency, reliability, and distribution of rainfall that is received throughout the growing season. In non-optimal conditions, for instance, a minimum of 350-450 mm of annual rainfall is needed to harvest about 3 ton/ha of maize yield (du Plessis, 2003). A study in SA found that an observed 10% decrease in average seasonal rainfall can result in about a 4% decrease in average yield (Akpalu et al., 2008). Moreover, du Plessis (2003) argues that an average of 450-600 mm of water, particularly from soil moisture (SM) reserves, is needed throughout the maize growing season. The total length of the maize roots can exceed 2 meters, therefore, allowing the crop to tap into the SM reserves. However, even though the SM reserve can be full towards the beginning of the developing stages of maize, water stress coupled with high temperatures (drought) can significantly affect rain-fed maize production (Ramadoss et al., 2004).

2.3.2. Soil

Soils that are suitable for healthy maize cultivation need to have good drainage, appropriate chemical properties, optimal moisture regime, efficient depth as well as adequate amounts of crop nutrients (du Plessis, 2003). In SA, large-scale maize production is mainly cultivated in soils with clay content that is less than 10% (i.e. sandy soil) or more than 30% clay content (i.e. clay/clay-loam soils, du Plessis, 2003). However, maize can also be cultivated in soils with texture classes that range from 10 to 30% clay content as they have air and moisture regime that is optimum for healthy maize growth. For example, in some areas of Free State and North West rainfed maize is cultivated in soils with 5-20% clay content (Haarhoff et al., 2020). Moreover, maize yield can also be affected by the amount of soil water available throughout the growing season. Molua and Lambi (2006) expressed that during the growing season about 50% of the water should be available to the rooting zone, otherwise this may have a detrimental effect on the maize development stages and ultimately reduce yields. As such, soil properties at the root zone are critical because they influence the accessibility of nutrients and water (Molua and Lambi, 2006). Maize production can also be directly and indirectly affected by soil compaction and soil pH (which should be between 6.5 and 7.5), as they reduce the ability of the root’s penetration, percolation and access water and nutrients (Motavalli et al., 2003; Lui et al., 2010).
2.3.3. Planting period

Appropriate planting period is very critical for optimum maize development since it affects the timing and length of maize vegetative and reproductive phases (Beiragi et al., 2011). Generally, the planting of maize begins when groundwater and soil temperature are appropriate for optimum germination (DAFF, 2017). In SA, particularly, determining an appropriate planting window is of utmost importance to have successful rain-fed maize production (du Plessis, 2003). However, Amekudzi et al. (2015) expressed that maize farmers sometimes have difficulties in determining an appropriate planting period “that is neither too early nor too late”. This is because, in a specific season, the planting window depends mostly on rainfall patterns (i.e. rainfall onset, cessation and duration of the rainy season). Generally, in SA, maize is planted around late spring to early summer, with ideal planting period being between November and December (Figure 2.1; du Plessis, 2003; DAFF, 2017; DAFF, 2019). However, sometimes the planting period can start as early as October and extend to January. Maize is then harvested from as early as April and up to the end of August (Figure 2.1).

Planting periods are mainly associated with prolonged climatic conditions of a respective area. However, regardless of the planting period, unforeseen weather conditions may occur just before/after planting or during the growing season of which may negatively affect maize production (Pswarayi and Vivek, 2007; Beiragi et al., 2011). As such, it is recommended that farmers utilize numerous planting periods with lengthy timeframes (i.e. October-January) to evade crop failure or unprofitable yields (Beiragi et al., 2011). Moreover, the planting schedule must be prepared in such a way that the heat and water sensitive phases of maize (i.e. flowering phase) do not fall well within the middle of the summer drought periods (du Plessis, 2003). Pswarayi and Vivek (2007) recommend that farmers use early maturing maize varieties as they can be planted across multiple dates. For example, such varieties can be planted relatively late during a growing season that is characterized by late rainfall onset or early cessation in order to reduce the impact of water stress (or drought).

2.3.4. Plant population density

Maize production can also be influenced by plant population density (PPD). Generally, maize PPD depends on soil fertility, length of the growing season, water availability, time of planting, crop variety, and row spacing (Sangio, 2001; Azam et al., 2007). For example, an increase in PPD may result in low maize yield, particularly when there is high competition for limited natural resources (Sangio, 2001). High PPD can particularly increase crop canopy, thus, reduce the amount of solar radiation required for optimum net photosynthesis (Azam et al., 2007). It
also increases competition for limited nutrients and water resources. On the other hand, low PPD can promote the growth of weeds and can slow the tillering process of the crop, hence further reduce maize yield (Sangio, 2001; Azam et al., 2007).

In SA drylands where water is most limiting factor, PPD for maize crop ranges between 10 000 to 43 000 plants ha$^{-1}$ and this depends on seasonal rainfall and whether the region has a cooler, temperate, or warmer climate (du Plessis, 2003). For example, to potentially produce 4 ton/ha of maize in dryland areas with cooler, temperate or warmer climate, a PPD of 25 000, 16 000 and 14 000 per hectare are recommended, respectively (du Plessis, 2003). While areas of high rainfall or with irrigation tend to have high PPD per area. For example, to potentially produce 8-10 ton/ha maize yield in an irrigated area that has cooler, temperate or warmer climate, PPD of 55 000, 50 000 and 45 000 per hectare is recommended, respectively (du Plessis, 2003). Sangio (2001) suggested that the combination of both management and environmental factors together with reducing row width can result in optimum plant population density. Therefore, improving the potential to obtain maximum maize yield.

2.4. Crop models

Consistent and appropriate crop yield and growth predictions across various scales are critical for supporting decision-makers as they sustainably design and assign required agricultural resources (Fang et al., 2008; He et al., 2018). Agricultural survey (i.e. counting field quantities of standing crops) is a traditional and reliable approach to estimate regional crop yields (Lobell et al., 2003; Leroux et al., 2017; He et al., 2018). However, literature shows that such methods are laborious, long and expensive especially over large regional scales, and their results can only be obtained after the harvest period (Lobell et al., 2003; Moriondo et al., 2007; Leroux et al., 2017; He et al., 2018). Alternatively, numerical crop models (CMs), which are relatively quicker and cheaper, can be used to explore numerous probable experiments during a specific growing season.

CMs are also known as “crop yield models, crop growth models, or agricultural system models” (Kasampalis et al., 2018). Regardless of how researchers call CMs, there is a consensus that CMs partially represent a real-world agricultural system of interest (Nagamani and Mariappan, 2017; Kasampalis et al., 2018). In general, crop models computationally use mathematical equations to represent the relationship between crops and environments (Murthy, 2004; Kasampalis et al., 2018). Therefore, they can simulate “crop growth, development, and yield as a function of weather, soil conditions and crop management practices” (Nagamani and
Mariappan, 2017). Such information is important at various scales because it helps outline many agronomic practices and socio-economic choices that may potentially influence people’s livelihoods. Therefore, crop models are very important as they can provide useful and decisive information to policymakers and land managers.

### 2.4.1. Types of crop models

Numerous types of CMs have been created throughout the years and they can be organised into different groups (Murthy, 2011; Rauff and Bello, 2015). These models vary in structure, mathematical formulation, and degree of detail:

- **Empirical vs mechanistic models**

  Empirical (statistical) crop models use a regression equation to express the relationship between the dependent and independent variables. For example, a specific variable (e.g. rainfall) can be altered to investigate its influence on crop yield. Statistical models were essentially intended to function at the interseasonal and regional scale, therefore, they are mostly suitable for investigating interannual variability of crop production at a regional scale (Hertel and Rosch, 2010; Zinyengere et al., 2014). Although these models are simple and require fewer input data to run, they can also provide useful insights about historical yield and how they were impacted by various factors (Nagamani and Mariappan, 2017). They can also be used to update other types of CMs. Nevertheless, empirical models are usually limited by their simplistic nature as they do not account for the interactions (e.g. soil-plant-atmosphere interactions) between the variables (Hertel and Rosch, 2010; Murthy, 2011; Nagamani and Mariappan, 2017). Another problem with the empirical models is that they cannot simulate yield response in areas whereby the historical data is not accessible and/or the environmental conditions are different from the area for which the model was developed (Nagamani and Mariappan, 2017; Kasampalis et al., 2018). Moreover, they may not be used to investigate future climate impacts on yield since future drivers of change may be different from those observed in the past and currently (Kasampalis et al., 2018).

  On the contrary, the mechanistic models (also known as process-based models) do not only explain the relationship between the independent variable (e.g. temperature) and agricultural productivity (i.e. dependent variable) but are based on relevant physical, chemical and biological processes. Mechanistic models try to mimic these processes and numerically explain in what manner and why a certain response takes place (Murthy, 2011; Rauff and Bello, 2015). Such models typically explain the instantaneous rate of crop processes that quickly change over
a short period of time (Nagamani and Mariappan, 2017). For instance, they can be used to explore crop transpiration processes because the variation of such processes is quicker at daytime as a result of the changes in temperature as well as radiation. Unlike, empirical models, mechanistic models are very complex and can describe the soil-plant-atmosphere system relationship in greater detail. They also need a relatively large amount of input data compared to empirical models, some of which are usually not obtainable (Rauff and Bello, 2015; Nagamani and Mariappan, 2017).

➢ **Deterministic vs stochastic models**

Deterministic models are that one that makes use of a defined coefficients/predictions to estimate a precise value of the dependent parameter, without associating them with a probability distribution, variance, or random variable (Murthy, 2011; Nagamani and Mariappan, 2017). Therefore, even though there may be errors in the observed data, these models will simulate the exact value for yield or any other dependent variable. On the other hand, stochastic models either use or attach a probability component to the individual outputs. Thus, for every input dataset, various outputs are specified together with their respective probabilities that specifies an expected average and variance (Rauff and Bello, 2015). As such, stochastic models estimate crop yield or any other dependent parameter at a specified rate. However, these models can easily become complex, thus very difficult to handle technically (Nagamani and Mariappan, 2017).

➢ **Dynamic vs static models**

The main difference between dynamic and static models is their capability to consider time as a factor. For example, dynamic models incorporate time as one of the variables in the equations. Therefore, they use differential equations to predict how crops respond to various ecological conditions over time (Nagamani and Mariappan, 2017; Kasampalis et al., 2018). In contrast to dynamic models, static models do not have time as the variable in the model. So over a given period, the value of both the dependent and independent parameters remains constant, regardless of whether the final output of the respective system has grown over a certain time period (Nagamani and Mariappan, 2017). Nevertheless, both these types of CMs can be used to explore historical and future conditions (i.e. changes in yield as a result of climate or management practice) (Zinyengere et al., 2014).
Simulation models

Simulation models (also known as crop simulation models, CSMs) are defined as computer models that are based on differential mathematical equations that represent real cropping system processes that are linked through physical, physiological, and biochemical laws. Therefore, they provide an empirical systematic understanding of both internal and external processes (and their relations) that influence crop production (Rauff and Bello, 2015). Generally, such models predict crop development, growth, and yield as a result of weather, soil and management conditions (Nagamani and Mariappan, 2017). They generally use differential equations to predict the rate and state of different variables over time (e.g. as short as daily intervals), which is usually from the planting to maturity period. Therefore, such models can be a combination of the above-mentioned crop model types. For example, DSSAT is a mechanistic, deterministic, dynamical field-based simulation model. CSMs enable researchers to evaluate multiple environmental constraints including the effects of droughts, crop management, and soil management (with or without climate changes or extreme events) on crop development and performance (Doraiswamy et al., 2004; Fang et al., 2008; Rauff and Bello, 2015). However, such models usually need extensive quantities of input data to sufficiently run and/or produce useful outputs. Moreover, these models simulate potential yield instead of actual yield and they also have difficulty capturing other processes such as pests, diseases, and weeds (Nagamani and Mariappan, 2017).

The advancement of computer technologies together with the increase in understanding of biophysical processes has led to a user-friendly development of various types of complex models. A summary of the development of some CMs as captured by Jin et al. (2018) is shown in figure 2.3. This timeline shows that DSSAT, WOFOST, MONICA, STICS, APSIM, AquaCrop, and DAISY CMs have improved the most to accurately simulate crop yield and crop growth. Although crop models can not completely represent the actual biophysical conditions during crop development, they still provide valuable scientific knowledge of certain crop biophysical processes, and particularly how these processes interact with each other. Thus, ultimately improving the understanding of the performance of cropping systems across many environmental constraints and crop management strategies.
Figure 2.3: The advancement of the fundamental crop models over time (Jin et al., 2018).

2.4.2. Uses of crop models

Researchers started using CMs in the 1960s and mainly to model the processes taking place at plant scale. According to Kasampalis et al. (2018), CMs can now be utilized as tools to inform important subjects, research as well as education, and technology transfer. For example, in crop management and decision making, CMs can be used as tools to obtain ideal planting dates and to explore the influence of weather-related risks on crop production (Murthy, 2004). Moreover, they can also be used to evaluate crop performance and suitability where crops have previously not been cultivated. Literature also shows that CMs have been utilized to create preparation maps for applying fertiliser (Werner et al., 2000). Such applications are particularly important in developing countries, like South Africa, as they are characterized by limited environmental and financial resources.

In general, researchers use CMs to study the relationship between the physiological crop processes and its surrounding environment (for instance, at daily intervals) to predict yield at maturity level (Asseng et al., 2013). For instance, Singels et al. (2010) reviewed the ability of major South African CMs, including SWAMP, PUTU, CANESIM, and SAPWAT, to model crop growth and crop water requirement in SA. While Schulze (2003) used ACRU to optimize maize planting dates across SA. Other researchers also use CMs to test plant breeding processes since these models include the interaction between crop development, environmental change, and genetic constraints. For example, In SA Singels (1992) used PUTU model to identify
optimal wheat cultivar traits and planting strategies for various environments. Yin et al. (2004) updated the model coefficients to understand the role of crop physiology (i.e. quantitative trait loci in the DNA) in estimating gene-to-phenotype relationships across the various environmental condition. More recently, Messina et al. (2011) used the Agricultural Production Systems sIMulator (APSIM) crop model in the USA to create a yield-trait performance in order to improve the breeding cycle of maize varieties that are tolerant to droughts.

Climate change is amongst the contemporary issues that significantly threaten global food production. For example, an increase in this environmental change may consequently lower or increase the productivity of some crops. As such, CMs have been utilized to evaluate the potential effects of climate change on crop growth, development, and yield across various temporal and spatial scales, including SA (Lobell et al., 2006; Knox et al., 2010; Thornton et al., 2011; Beleste et al., 2015; Jones et al., 2015; Schulze and Durand, 2016). Considering the effects of environmental change on crops very early is important as it can assist farmers as well as decision-makers reduce the associated risks, thus improve food security. Nevertheless, there are relatively few studies that have utilized crop models in SA.

2.4.3. Limitations of crop models

Modelling and monitoring crop production is an essential numerical step toward ensuring food security (Kasampalis et al., 2018). The fundamental advantage of CMs is that they can infer the temporal variation of crop growth, development, and yield beyond one experimental area (Nagamani and Mariappan, 2017). Nevertheless, CMs are just tools mostly used at research and policy level to understand various cross-scale crop production problems, so they have some limitations (Kasampalis et al., 2018). The fundamental constraint of CMs is linked with the quality and quantity of input data. Generally, the extent of input data needed depends on the CM used as well as the complexity of the system being modelled (Nagamani and Mariappan, 2017). For example, when working with a less complex system, an empirical model can be used because it is simple and requires less amount of input data (Kasampalis et al., 2018). As such, the accuracy of the outputs is sufficient. Whereas mechanistic models can better mimic complex systems, however, they need large amounts of data input (Nagamani and Mariappan, 2017). Unfortunately, some of these data are often either not available or very costly to acquire (Mishra et al., 2013, Kasampalis et al., 2018). This ultimately results in uncertainties in the simulated outputs. Although empirical models can be used as a backup in cases whereby data is hard to get, they are enormously limited in terms of simulating complex systems (e.g. soil-plant-atmosphere interactions) and information produced (Nagamani and Mariappan, 2017;
Kasampalis et al., 2018). Thus, ultimately producing outputs which are less useful. Moreover, incorrect model validation might result from relating the CMs outputs with the ones from more generic models (Di Paola et al., 2016). Therefore, researchers that use these models should ensure that they always adhere to the model’s initial conditions that were used to test and develop them (Bregaglio et al., 2015; Kasampalis et al., 2018).

Furthermore, CMs are limited by the shortage of spatial information, particularly at the regional scale. For example, after comparing eight different models for wheat yield Palosuo et al. (2011) found that field-based CMs cannot be used in regional-scale studies unless appropriate parameterization is maintained, or important input factors of the model are ignored. Crop models are also enormously limited in terms of the information they produce. For example, CMs simulate potential yield instead of actual yield. Generally, CMs are efficient at simulating mainstream crops and large-scale crop management (Nagamani and Mariappan, 2017). However, comparatively, they poorly represent uncommon crops and crop management alternatives used by smallholder farmers. Moreover, CMs are also limited in biophysical factors that they can account for (Nagamani and Mariappan, 2017; Mabhaudhi et al., 2018). For example, many CMs do not include essential biophysical factors like tillage, insects, diseases, weeds, and certain nutrients (e.g. phosphorus). Regardless of these known limitations, CMs still have a unique capacity to simulate crop growth, development, and yield under various conditions. Thus, they can also provide valuable scientific knowledge of diverse small-holder farming systems, particularly in remote and rural areas.

2.5. Remote sensing and agricultural monitoring

Remote sensing (RS) has been recognized as a valuable tool for various agricultural applications. As such, they have been used to monitor crop development and estimate yield production across various scales. This may be attributed to RS multispectral range, relatively low cost, quick and recurring nature in coverage as well as fine spatial and temporal resolution (Doraiswamy et al., 2004; Leroux et al., 2017; Chivasa, 2017; Kasampalis et al., 2018). As of late, the RS community has seen an enormous development of sensing technologies, including expanding spectral bands, radars, sensors, and laser-induced fluorescence (Yaping et al., 2008; Jin et al., 2018; Kasampalis et al., 2018). This has increased the potential of these tools to offer precise and consistent estimates of crop systems and soil properties at various scales (Jin et al., 2018). As such, RS can now be applied in agriculture to identify and approximate farming lands and growing stock (Chakrabarti et al., 2014). It can also be used to detect crop nutrients deficiency, to map soil properties (e.g. soil moisture; Chakrabarti et al., 2014), and estimate
leaf area index (LAI; Fang et al., 2008; Yao et al., 2015). While others use RS to monitor agricultural drought assessment by means of normalized difference vegetation index (NDVI) as well as predict crop yield production across different scales (Rao and Ranga, 2001; Doraiswamy et al., 2004; Maes and Steppe, 2012; Courault et al., 2017). RS can also be utilized to record climate parameters such as precipitation and temperature data, especially where weather stations are not available (Mishra et al, 2013). However, RS data generally does not account for the long-term impacts of the soil characteristics, climate, and surrounding environment on crop growth but rather represent the immediate state of a crop’s canopy cover (Wang et al., 2014). Moreover, only a partial measure of RS data could be recorded throughout the entire crop development cycle because of the restrictions forced by climatic conditions and time it takes for the sensor to pass the same spot on earth (Doraiswamy et al., 2004; Wang et al., 2014).

2.5.1. Remote sensing and soil moisture monitoring

Soil moisture (SM) is one of the important parameters within the earth system. It assumes a fundamental role in several processes and feedbacks that occur in the earth system (Fang et al., 2016). For example, it affects the relationship between the land surface and the surrounding environment (Peng and Loew, 2017). More specifically, SM undertakes a significant role in crop growth and development. It controls the amount of water that is available to the plant and drives photosynthesis, ecosystem dynamics, and soil respiration which then affect the optimal growth of the plant (Fu et al., 2003; Feng, 2016; Dorigo et al., 2017). The importance of SM was also recently acknowledged by the Global Climate Observing System when it was flagged as a second “Essential Climate Variable” after precipitation (Wagner et al., 2012; Dorigo et al., 2017).

Enormous improvement has been made on utilizing RS tools to retrieve near-surface SM across various scales. As such, for decades numerous microwave and optical remote sensing satellites have been successfully collecting SM data (Liu et al., 2012; Fang et al., 2016; Peng and Loew, 2017). SM observations from microwave satellites particularly have been greatly advanced, thus generating various high-quality SM global products. These include the advanced scatterometer (ASCAT, Naeimi et al., 2009), the Advanced Microwave Scanning Radiometer-EOS (AMSR-E, Owe et al., 2008), the Soil Moisture and Ocean Salinity (SMOS, Jacquette et al, 2010), the Soil Moisture Active Passive (SMAP, Entekhabi et al., 2010) or the European Space Agency’s Climate Change Initiative (ESA CCI, Wagner et al., 2012). The accuracy of these SM products has been extensively quantified and validated, either by intercomparing
various remotely sensed products or directly comparing them with *in situ* measures where they are available (Albergel et al., 2012; Peng et al., 2015; Dorigo et al., 2017). Moreover, such satellite SM outputs have been employed extensively in various disciplines including climate sciences, agriculture, and hydrology (Loew et al., 2013; AghaKouchak et al., 2015; Li et al., 2016).

In crop modelling, a good representation of SM estimation is required to detect the effect of moisture stress on crop growth, and at maturity to estimate yields (Mishra et al., 2013). However, obtaining accurate *in situ* SM is a challenge, especially in Africa where there is a dearth of relevant SM information (Jamali et al., 2011; Mishra et al., 2013). Consequently, CMs estimate SM based on precipitation data, but in data-limited regions as in most African countries obtaining accurate precipitation data can be difficult (Mishra et al., 2013; Zinyengere et al., 2015). Therefore, RS can bridge this gap by providing accurate and timely surface soil moisture even in data-limited areas, therefore, improve CMs outputs. Nonetheless, very few studies that have evaluated the use of remotely sensed SM data into CMs in African countries.

### 2.6. Combining remote sensing data with crop models

#### 2.6.1. Integration of remote sensing data into a crop model

Both CMs and RS tools have great potential to precisely monitor crop development and estimate crop yield (Yaping et al., 2008). Consequently, many researchers try to integrate these two numerical tools to predict crop growth, development and yield at various scales (Delecolle et al., 1992; Yaping et al., 2008; Mishra et al., 2013; Jin et al., 2018). Both tools have many similarities and together they have a large potential to better develop the capacity and accuracy of CMs simulations, especially in a data-scarce environment. Moreover, RS data can potentially be utilized to sufficiently set up the CMs where no data exits. Jin et al. (2018) argued that integrating RS data with crop models offer researchers and decision support groups an opportunity to utilize advanced and sophisticated tools that were formally developed for point-based analyses. Hence, improve the current understanding of many cropping systems.

There are mainly two approaches that can be used to integrate remotely sensed data into CMs: *forcing* and *recalibration* (Delecolle et al., 1992; Yaping et al., 2008; Jin et al., 2018). In *forcing*, the one or more model state variable is updated or replaced with the remotely sensed data estimates. This is the easiest approach to use but obtaining daily time steps of RS data that is required to drive the model is a challenge as the satellite can be blocked by clouds and only overpass repeat cycle (Yaping et al., 2008; Jin et al., 2018). Nevertheless, there are various
studies that have successfully forced remotely sensed data into crop models. For example, remotely sensed green leaf area index (GLAI) data was integrated with the CSM-CROPSIM-CERES-Wheat model to simulate yield, canopy weight, and evapotranspiration in Maricopa, Arizona (Thorp et al., 2010). While in the Punjab state of India, Tripathy et al. (2013) used a leaf area index (LAI) to drive World Food Studies (WOFOST) model to predict spatial wheat yield. A study by Mishra et al. (2013) firstly used thermal infrared RS to approximate total root zone SM in South-eastern U.S. The subsequent SM profile was then forced into the Decision Support System for Agrotechnology Transfer (DSSAT) model, instead of the precipitation data, to improve maize yield simulations. Yao et al. (2015) modified Remote-Sensing–Photosynthesis–Yield Estimation for Crops (RS–P–YEC) model using Moderate Resolution Imaging Spectroradiometer (MODIS) LAI data to quantitatively simulate maize yield in the Northeast China Plain. Nevertheless, very few studies have used this method in the Africa context (Moeletsi and Walker, 2012; Leroux et al., 2017).

The recalibration (also referred to as data assimilation) integration approach involves adjusting the model parameters or initial conditions with RS data during the development stages of the crop. The recalibration method is normally used to reduce the difference between the model’s simulated parameter and the RS data (Yaping et al, 2008; Jin et al., 2018). There are many studies that have successfully used this method to improve crop yield and biomass estimates. For example, Yaping et al. (2008) regionalized and adjusted the WOFOST model by reducing the difference between simulated and synthesized remotely sensed soil adjusted vegetation index (SAVI) data to monitor winter wheat growth in North China. In the same area and using the same model, Jin et al. (2015) recalibrated this model using remotely sensed LAI to evaluate the accumulation of heavy metals in rice crops. NEIRING et al. (2012) and Ines et al. (2013) integrated observed remotely sensed LAI and SM into the Decision Support System for Agrotechnology Transfer-CropSim-Ceres model (DSSAT-CERES) to respectively improve wheat and maize yield estimates. In Indiana (USA), the Cropping System Model (CSM)–Crop Environment Resource Synthesis (CERES)–Maize was coupled with the Markov Chain canopy Reflectance Model (MCRM), and the resulting LAI and vegetation index products were used to estimate maize yield (Fang et al., 2011). This method has also been used in other studies using various simulation models and crops across the world (Ma et al., 2013; Wang et al., 2014; Battude et al., 2016). However, to the best of the study’s knowledge, no studies have used this method in the Africa context.
Jin et al. (2018) proposed a third method of combining RS data and CMs (which is exclusive to monitoring), called updating methods. In this method, the crop model simulation input data is continuously being updated and Jin et al. (2018) assume “that a better simulation data at day \( t \) will improve the accuracy of the simulation data at succeeding days”. Ines et al. (2013) modified the DSSAT-CERES model such that, for any given growing season, the Ensemble Kalman Filter framework updated the model state variables (i.e. rainfall) as LAI and soil moisture RS data becomes available, to therefore simulate maize yield in Story Country, USA. While El Sharif et al. (2015) integrated Soil Moisture Active Passive (SMAP) SM data into DSSAT by updating the weather inputs to simulate regional agricultural yield and irrigation needs in Ames, Iowa.

Recalibration and updating are regarded as better methods to integrate RS data into a CM due to their flexibility and minimum errors (Jin et al., 2018). Whereas the forcing approach may bring about additional errors as certain values of the model parameters are replaced by RS observational data which generally have some errors. In Africa, some efforts have been made to combine RS data with biomass in SA (Moeletsi and Walker, 2012; Singels et al., 2014) and with/for maize yield prediction in a scarce field-data environment of Burkina Faso (Leroux et al., 2017). Nonetheless, these studies are very few to fully understand and evaluate the potential of integrating RS with CMs, especially in data-scarce areas like rural SA.

Most of the literature reviewed combined RS data with CMs to improve the accuracy and capacity of the model to simulate crop yield. Such studies were conducted in the areas whereby there was at least some data available to sufficiently calibrate the model and then evaluate its performance by comparing the results (i.e. yield) with the available observed national/district data. However, a problem may arise when there is poor-to-no input data (field data) to either calibrate or assess the performance of the model, which is the case for many (especially rural and remote area) locations in Africa (Zinyengere et al., 2015). Therefore, there is a need for studies that explore whether using RS data to improve poor model calibration can sufficiently improve the confidence in CM outputs to a level that is meaningful and useful, even when there is limited data to evaluate the model performance.

2.6.2. Improving remote sensing observations with crop model outputs

Although this approach is beside the aim of this study, crop model outputs can be used to improve remote sensing estimates. Accurate identification of the biophysical processes that are responsible for the soil and crop conditions are important for applying relevant management
However, these processes cannot be identified from remotely sensed data as it only represents the actual soil-crop status. Jin et al. (2018) suggest that CMs can be combined with multitemporal and/or multispectral remotely sensed data to improve the identification of appropriate processes and management. This means that CM outputs may be used to interpret and improve remote sensing data. Hence, in a case whereby RS data or images are not available, model-derived information on crop and soil parameters at various scales may be useful in filling the data gaps in remote sensing observations (Jin et., 2018). For example, soil conditions (e.g. SM) and crop characteristics (including LAI, biomass, evapotranspiration and canopy cover/structure) from CMs can potentially be utilized to fill the gaps in the remotely sensed data. The missing data could have been caused by unfavourable climatic conditions (i.e. clouds) and/or technical issues (Yaping et al, 2008; Jin et al., 2018). Thus, CMs can improve the accuracy of remote sensing data.

2.6.3. The advantages and limitations of combining remote sensing data with crop models

Generally, CMs sometimes need spatial input data to sufficiently run and produce useful outputs (Kasampalis et al., 2018). Therefore, a noteworthy advantage of combining RS data with CMs is that RS can provide additional spatial data, which is usually not available from non-dimensional models (Seidl et al., 2004; Launay and Guerif, 2005; Thorp et al., 2010). Spatial information is essential for many applications, such as to monitor and predict site-specific crop development and production across varying scales, in order to inform decision making (e.g. trading, logistics, and insurance; Kasampalis et al., 2018). Another advantage of combining RS data with CMs is that RS can quantify and provide missing crop information during the actual growing season (Delecolle et al., 1992; Doraiswamy, 2004; Courault et al., 2017; Kasampalis et al., 2018). This is because CMs tend to fail when the growing conditions change from the optimum, which can be a result of either biotic or abiotic stresses.

A reported limitation of using RS data is that satellites can provide ready-to-use products with a relatively high temporal resolution (hence they can easily be combined with CMs), but low spatial resolution (Rembold et al., 2013). As such, Kasampalis et al. (2018) proposed that high spatial resolution data, such as MODIS of PROBA-V, must be used. Another limitation of CMs, particularly process-based models, is that the model success (due to its complex nature), relies significantly on the capacity to set up the crop processes through the integration of connected variables (Kasampalis et al., 2018). This is mainly due to the complexity of process-based models. This means that, firstly, one must recognise that to produce useful outputs, it is very likely that more than one variable must be recalibrated (Rembold et al., 2013; Kasampalis
et al., 2018). Secondly, those multiple variables recalibration should be done in some sort of coherence to indeed improve the modelling of the crop processes. This is ultimately the key in process-based models in order to improve the confidence in model outputs.
Chapter three: Methodology

3.1. Introduction
Chapter three describes the data and methodology used in this study. Firstly, the characteristics and climate of the study area are presented. Then the Decision Support System for Agrotechnology Transfer (DSSAT) model is described in depth. The study then describes the methods used to achieve the aim of this thesis, including the recalibration procedure used to integrate remotely sensed soil moisture into DSSAT. The data inputs used to successfully run the DSSAT model are also highlighted. This chapter concludes with data analysis procedures which were employed to primarily assess the improvement of the key model outputs.

3.2. Study Area
3.2.1. The Free State Province
The Free State province (28.45°S, 26.80°E) is the third-largest province (out of nine provinces) in South Africa (SA). It is situated in the east-central part of SA and covers about 129 464 km², which is just over 10% of the SA’s entire land area (Davis et al., 2006; Free State Province, 2007; Beleste et al., 2015). In 2011, the population in this province was 2.7 million across one metropolitan municipality (Mangaung metropolitan) and four district municipalities, specifically Fezile Dabi, Lejweleputswa, Thabo Mofutsanyana, and Xhariep municipalities (Free State Province, 2007; StatsSA, 2011). Agriculture is the main sector that dominates this province’s land. Most of the agricultural production within the province is rain-fed with only about 10% irrigated (DAFF, 2017). About 32 000 km² of the land is covered by cultivated land while 87 000 km² accounts for the natural veld and grazing land (Beleste et al., 2015). Field crop production contributes about two-thirds of the province’s gross agricultural revenue, mainly through maize, soybeans, sorghum, sunflowers, and wheat production. This province produces about 40% of the country’s total white maize production, and 38% of the yellow maize (Beleste et al., 2015; DAFF, 2017). Hence, agricultural production in this province contributes significantly to the country’s economy.

3.2.2. Bloemfontein
Bloemfontein (29.07°S, 26.13°E) is the capital city of the Free State province and the sixth-largest city in SA. Bloemfontein forms part of the Mangaung metropolitan municipality and more than 50% of the population of this municipality is concentrated within this city. It has been estimated that by 2030 the population in this city will be 736 052, which is about a third above the 2011 census population count (IDP, 2018). Bloemfontein is the economic power hub of the local communities and a significant proportion of land remains dedicated to agricultural
production. This area is semi-arid with marginal and erratic rainfall, and it is exposed to excessive runoff and evaporation loss, and experiences low crop productivity if is not irrigated (Baiphethi et al., 2003; Beletse et al., 2015). Nevertheless, the major crops cultivated in this area are mostly maize, wheat, and sunflower. The other crops planted in this area include sorghum, soybeans, groundnuts, and potatoes. The community members also share communal pasture for livestock rearing, mostly sheep, cattle and horses (Baiphethi et al., 2003).

![Figure 3.1: The map showing the Free State province and Bloemfontein district.](image)

In terms of climate, Bloemfontein experiences hot and wet summers while winters are cold and dry (Figure 3.2). The highest average maximum temperature is recorded in January (31°C) and the lowermost mean minimum temperature is recorded in July (-2°C). In Bloemfontein, the highest monthly average rainfall is received in February averaging 96 mm, while the average annual precipitation is about 560 mm, with over 70% of precipitation falling during the summer months (i.e. October to April) as short thunderstorms in the afternoon (Moeletsi, 2010; Beletse et al., 2015).
Figure 3.2: The monthly climatology of Bloemfontein (1985-2015). The bars represent the average monthly total rainfall (mm) and lines represent the average maximum (dark red) and minimum (red) temperature. Data source: South Africa Weather Services (SAWS).

3.3. Model description

The study used the Decision Support System for Agrotechnology Transfer (DSSAT) crop model to explore the potential of integrating remotely sensed data in conditions of unavailable ground data. The study used this model as it has been extensively used and evaluated throughout the world (Neiring et al., 2012; Ines et al., 2013; Mishra et al., 2013), including in southern Africa (Thornton et al., 2011; Beleste et al., 2015; Zinyengere et al., 2015; Durand and Ferreira, 2017; Leroux et al., 2017). These studies vary from field to regional scale including climate impact and adaptation studies, water management plans, drought monitoring, as well as the estimation of maize yield in data-limited areas in southern Africa.

DSSAT is a suite of process-based crop models, for which it simulates various biophysical processes including daily crop growth, crop phenological development, and crop yield as a response to the crop management, soil and weather conditions (Jones et al., 2003; Mishra et al., 2013; Zinyengere et al., 2015; Nagamani and Mariappan, 2017). This crop models include, but are not limited to, CERES (for maize, sorghum, wheat, and rice), SubSor (for potatoes), Canegro (for sugarcane) or CROPGRO (for soybeans, cotton, peanut, and dry beans), and many more (Jones et al., 2003). For the model to initially run, it requires at least daily weather, layered soil characteristics, plant growth characteristics as well as the applied crop management...
practices. The model simulates several biophysical states of the plant and immediate environment throughout the growing season (e.g. soil moisture, leaf area index, nutrients stress, water stress, and other crop stresses), and harvest or maturity level yield (which most studies are interested in) (Jones et al., 2003).

The DSSAT's most important variable for this thesis is the soil moisture (SM), as the model was integrated with remotely sensed SM data. The model’s SM storage, as well as permeation characteristics, are founded on an easy vertical soil storage direction notion (Jones et al., 2003; Mishra et al., 2013). Moisture is stored in one layer until full saturation is reached, and then moisture infiltrates the next layer. The crop is then allowed to take up moisture till the soil wilting point is reached. Mishra et al. (2013) further state that as an essentially a point-based plant models DSSAT does not reflect sideways percolation of moisture.

3.4. Methods
The study used the DSSAT-CERES-Maize model (version 4.7), in sequential application to ensure that the model considers the previous climatic conditions at the beginning of each new year. The schematic flowchart of the overall method followed in this study is represented in Figure 3.3. Based on the key objective of the current study, which is to explore the potential of using remotely sensed data to model agricultural systems in areas with limited ground data, it was assumed that there is no physical access to- or existence of- reliable soil data. In-depth details of the input data used are discussed in section 3.4. Therefore, the study, firstly, calibrated the DSSAT-CERES-Maize model using the two generic soils; heavy clay soil and medium sandy soil that were selected based only on the previous literature, together with the weather information and crop management practices to estimate SM from 1985 to 2015 (i.e. Baseline experiment). The simulated SM was then compared to the corresponding European Space Agency’s (ESA) remotely sensed SM (hereafter referred to as observed SM). The intra- and inter-annual variation of SM produced by these two soils were used to guide assimilation of the observed remotely sensed data into the model. Specifically, the study then calculated the mean bias error (MBE) during the growing season (i.e. October to March) between the simulated and observed SM, with an aim to minimize it by adjusting the input parameters (Figure 3.4).

The study recalibrated the model by adjusting three parameters of the soil profiles, namely, the drainage lower limit (DLL), the drained upper limit (DUL), and the saturated upper limit (SAT). This was done with an aim to minimise the mean difference between the observed and
simulated SM during the growing season (Figure 3.4). The soil profile parameters were altered in such a way that the model retained less water for heavy clay soil (i.e. decreased DLL, DUL, and SAT) and retained more water for medium sandy soil (i.e. increased DLL, DUL, and SAT). Therefore, the study reduced or increased the plant available water (PAW) depending on the soil used (O’Green, 2013). Once the minimization threshold of MBE was satisfied (i.e. Final experiment), the study used the optimized soil profile parameters to simulate the improved SM. Finally, the study explored the impacts of this specific SM improvement and soil profile optimization on other model outputs, namely, evapotranspiration (ET) and maize yield.

Figure 3.3: The schematic flowchart of the methods followed in this study. The data assimilation process is represented by (a), (b) the model calibrated with actual ground data (Maize_control), and (c) represents the improvement assessment and comparison part of the study methods.
Figure 3.4: The mean bias error (MBE) between the observed and simulated soil moisture (m$^3$m$^{-3}$) for heavy clay (red) and medium sandy soil (blue).

Normally, the performance of a CM is assessed by comparing the results of the model with real data and, therefore, determine its suitability for the intended objective (Zinyengere et al., 2015). However, since the aim of this study is to assess how well the model assimilated with RM data compares with a CM calibrated with actual ground data, the study also calibrated the DSSAT-CERES-Maize model using extensive ground reference soil (i.e. five soil datasets) data (hereafter referred to as Maize_control). As such, the main difference between the data assimilated and Maize_control experiments set up was soil data, while the climate, crop variety, and crop management strategies were kept the same. The Maize_control experiment also simulated SM, ET, and maize yield. The study then mainly compared improved SM simulated by the data assimilated model (i.e. Final experiment) with that of Maize_control. Additionally, it also compared the ET and maize yield simulated by Final experiments and Maize_control experiment.

3.5. Data input

The minimum input data needed to run DSSAT include climate (i.e. temperature, rainfall, and solar radiation) data, soil characteristics for the study area, crop variety, and crop management strategies used. According to Zinyengere et al. (2015), such data is normally available at experimental levels, however, often not continuously available over long enough duration as
required by the model. Such challenges further increase with the extent of the study. The data used to complete this study was acquired from field experiments, remote sensing, grey literature, national government departments, and international records.

3.5.1. Climate

Minimum and maximum daily air temperature (°C) as well as total daily rainfall (mm) data (1985-2015) for Bloemfontein were acquired from the South Africa Weather Services (SAWS). On the days where the data was missing, it was obtained from the nearby station as advised by SAWS or interpolated based on the expert judgment of the available information. The details of the main weather station used to obtain this climate data are represented in Table 3.1. The SAWS stations do not record daily solar radiation (MJ/m²-day), therefore, the study obtained this data from the NASA Prediction of Worldwide Energy Resources (POWER) global agroclimatology database (NASA, 2014; https://power.larc.nasa.gov/data-access-viewer/). This data is freely available, and it estimates near-real-time radiation at 0.5x0.5 degrees resolution at a single point (latitude and longitude). The accuracy of solar radiation data has been validated at a large scale globally, although not necessarily in South Africa (El Sharif et al., 2015; Hoell et al., 2015).

Table 3.1: The characteristics of the weather station data for Bloemfontein – mean annual minimum (min) and maximum (max) temperature (°C) and total mean annual rainfall (mm). In the square brackets are the means over October to March growing season.

<table>
<thead>
<tr>
<th>District</th>
<th>Longitude (°S)</th>
<th>Latitude (°E)</th>
<th>Elevation (m)</th>
<th>Temperature (°C) Min</th>
<th>Temperature (°C) Max</th>
<th>Rainfall (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bloemfontein</td>
<td>-29.1</td>
<td>26.29</td>
<td>1354</td>
<td>7.3[12.8]</td>
<td>25[29]</td>
<td>561[450]</td>
</tr>
</tbody>
</table>

3.5.2. Crop variety and crop management

The study obtained the crop variety and crop management strategies used in Bloemfontein from datasets that were collected by Durand and Ferreira (2017) across five locations in the Bloemfontein area (mostly from commercial farmers). These data included planting dates, plant population density, crop variety, fertilizer application, irrigation, and timing of their application (Table 3.2). This data was supplemented with data from the independent and local experts’ agronomists from the University of the Free State (W Abraha 2018, personal communications, 14 March). Within the DSSAT-CERES-Maize module, the study used the 2650-2700 GDD maize cultivar with a medium growth period (i.e. 121-145 days). This is a representation of the PAN 6479 variety, which reaches maturity around 119-140 days after
planting, and it is usually planted in the Free State province (Beleste et al., 2015; Durand and Ferreira, 2017). The planting period ranged from the 1st of November to the 17th of December of each year, and a planting rule only proceeded when the temperature was between 10-36 °C and soil water content at 30 cm depth was between 85-100%. The plant population density was 15000 plants ha⁻¹. 50 kg ha⁻¹ nitrogen fertiliser was directly applied twice over the growing season, specifically, on 0 and 42 days after planting to improve nitrogen use efficiency and maize grain yield (Tadesse et al., 2013; Durand and Ferreira, 2017). Most of the maize cultivation within the district is generally produced under rain-fed condition, therefore, no irrigation was applied in the model.

Table 3.2: The crop variety and crop management practices used in the DSSAT-CERES-Maize model.

<table>
<thead>
<tr>
<th>Management practice</th>
<th>Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maize cultivar</td>
<td>2650-2700 GDD (Medium)</td>
</tr>
<tr>
<td>Fertiliser (N, kg ha⁻¹)</td>
<td>100</td>
</tr>
<tr>
<td>Plant population density (plant ha⁻¹)</td>
<td>15000</td>
</tr>
<tr>
<td>Planting date (Julian days)</td>
<td>1 Nov-17 Dec (305-351)</td>
</tr>
<tr>
<td>Irrigation</td>
<td>No</td>
</tr>
</tbody>
</table>

3.5.3. Soil

For the specific conditions of this study, it is assumed that there is no physical access to or the existence of reliable soil data or expertise of soil information. While expertise or field measurements will definitely improve this situation, the study proceeds with only a literature base definition of soil, knowing the limitation of this setup and purposefully dedicated this thesis to assess the capacity to improve this situation. Based on the literature, maize in South Africa is mainly cultivated under soils with low clay content (i.e. ≤ 10%) or heavy clay content that exceeds 30%, therefore, in sandy or clay soils respectively (du Plessis, 2003). On this basis alone, without any particular soil or crop expertise, and without soil information to calibrate further the soil module in DSSAT, the study picked two generic soils within the DSSAT soil database, based on their clay content and through their soil type and name. The two soils are medium sandy soil (i.e. Default-Medium sand soil) and heavy clay soil (i.e. Weakly self-mulching grey medium to heavy clay soil). Some of the chemical and physical characteristics of these soils before and after data assimilation are described in Table 3.3 and Table 3.4.

The study also used the soil data collected by Durand and Ferreira (2017) from five different locations within the Bloemfontein district, to represent the ground “truth” data. They used the
characteristics of the dominant soil in each land type, including the soil form and series from the 1977 edition of the South African Soil Classification System (MacVicar et al., 1977), the horizons occurring per soil profile, the average depth range (mm) of each horizon and the clay content range. The dominant soil forms ranged from Hutton (Hu), Swartland (SW) to Bainsvlei (BV) types. More detailed descriptions of these soil types may be acquired in MacVicar et al. (1977) and Fanourakis (2012). Furthermore, the land type data and expert knowledge were used to estimate organic carbon, bulk density, and pH. The rooting depth was taken as an average depth of the subsoil horizon. The soil water content characteristics were estimated using parameters given by Schulze et al. (1985), while the profile/plant available water (PAW) per horizon was estimated using the formula \((0.31 \times \text{estimated silt + clay \%}) - (0.03 \times 10 \text{ cm depth index}) + 7.93\) given by Boedt & Laker (1985). The soil runoff curve numbers were based on information from the Soil Conservation Service in the USA, which is freely accessible on the web (http://age-web.age.uiuc.edu/classes/). The land type data was also used to estimate the soil albedo fraction. The authors also assumed that 0.1 represents very light and reflective soil, while 1.0 represents a very dark to black soil. The key chemical and physical characteristics of these reference soils that were used in the study are defined in Table 3.5.
### Table 3.3: The chemical and physical characteristics of the generic soils (Baseline set up) used in the study.

<table>
<thead>
<tr>
<th>Soil type</th>
<th>DBL (cm)</th>
<th>BD (g cm(^{-3}))</th>
<th>OC (%)</th>
<th>CL (%)</th>
<th>SI (%)</th>
<th>ROC (%)</th>
<th>pH (water)</th>
<th>DLL (cm cm(^{-3}))</th>
<th>DUL (cm cm(^{-3}))</th>
<th>SAT (cm cm(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heavy clay</td>
<td>5-130</td>
<td>-99</td>
<td>-99</td>
<td>-99</td>
<td>-99</td>
<td>60</td>
<td>-99</td>
<td>0.153-0.180</td>
<td>0.288-0.256</td>
<td>0.273-0.414</td>
</tr>
<tr>
<td>Medium sandy</td>
<td>5-120</td>
<td>1.66</td>
<td>0.11-0.29</td>
<td>5</td>
<td>5</td>
<td>70</td>
<td>6.5</td>
<td>0.018-0.039</td>
<td>0.091-0.097</td>
<td>0.345-0.347</td>
</tr>
</tbody>
</table>

### Table 3.4: The chemical and physical characteristics of the optimized soil profile of the generic soils (Final set up) used in the study.

<table>
<thead>
<tr>
<th>Soil type</th>
<th>DBL (cm)</th>
<th>BD (g cm(^{-3}))</th>
<th>OC (%)</th>
<th>CL (%)</th>
<th>SI (%)</th>
<th>ROC (%)</th>
<th>pH (water)</th>
<th>DLL (cm cm(^{-3}))</th>
<th>DUL (cm cm(^{-3}))</th>
<th>SAT (cm cm(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>HClay</td>
<td>5-130</td>
<td>-99</td>
<td>-99</td>
<td>-99</td>
<td>-99</td>
<td>60</td>
<td>-99</td>
<td>0.115-0.135</td>
<td>0.171-0.192</td>
<td>0.205-0.311</td>
</tr>
<tr>
<td>Sandy</td>
<td>5-120</td>
<td>1.66</td>
<td>0.11-0.29</td>
<td>5</td>
<td>5</td>
<td>70</td>
<td>6.5</td>
<td>0.032-0.045</td>
<td>0.164-0.175</td>
<td>0.621-0.623</td>
</tr>
</tbody>
</table>

### Table 3.5: The chemical and physical characteristics of the reference soils used to calibrate the Maize_control experiment (Reference set up).

<table>
<thead>
<tr>
<th>Soil type</th>
<th>DBL (cm)</th>
<th>BD (g cm(^{-3}))</th>
<th>OC (%)</th>
<th>CL (%)</th>
<th>SI (%)</th>
<th>ROC (%)</th>
<th>pH (water)</th>
<th>DLL (cm cm(^{-3}))</th>
<th>DUL (cm cm(^{-3}))</th>
<th>SAT (cm cm(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1-Hu33/34</td>
<td>30-120</td>
<td>1.55</td>
<td>0.8</td>
<td>-99</td>
<td>-99</td>
<td>65</td>
<td>7.2</td>
<td>0.071-0.082</td>
<td>0.175-0.190</td>
<td>0.184-0.200</td>
</tr>
<tr>
<td>S2-Sw31/41/42</td>
<td>30-60</td>
<td>1.35-1.45</td>
<td>0.8</td>
<td>-99</td>
<td>-99</td>
<td>85</td>
<td>7.2</td>
<td>0.132-0.244</td>
<td>0.236-0.345</td>
<td>0.248-0.362</td>
</tr>
<tr>
<td>S3-Hu36</td>
<td>30-80</td>
<td>1.45-1.55</td>
<td>0.8</td>
<td>-99</td>
<td>-99</td>
<td>70</td>
<td>7.2</td>
<td>0.104-0.142</td>
<td>0.208-0.247</td>
<td>0.218-2.59</td>
</tr>
<tr>
<td>S4-Hu33/34 + Bv36</td>
<td>30-120</td>
<td>1.50-1.55</td>
<td>0.8</td>
<td>-99</td>
<td>-99</td>
<td>65</td>
<td>7.2</td>
<td>0.070-0.082</td>
<td>0.175-0.190</td>
<td>0.184-0.200</td>
</tr>
<tr>
<td>S5-Hu33/36</td>
<td>30-120</td>
<td>1.40-1.55</td>
<td>0.8</td>
<td>-99</td>
<td>-99</td>
<td>75</td>
<td>7.2</td>
<td>0.082-0.148</td>
<td>0.184-0.556</td>
<td>0.193-0.584</td>
</tr>
</tbody>
</table>

Legend: DBL = depth of the base layer, BD = bulk density, OC = organic carbon, CL = clay content, SI = silt content, ROC = runoff curve, DLL = drainage lower limit, DUL = drainage upper limit, and SAT = saturation.
3.5.4. Remotely sensed soil moisture

Soil moisture (SM) is the main parameter in the data assimilation process. For this study, surface volumetric SM (m$^3$m$^{-3}$) was obtained from the European Space Agency’s Climate Change Initiative (ESA CCI) passive and active sensors for the duration of the study period (Liu et al., 2012; Dorigo et al., 2017; Gruber et al., 2017). The data was obtained from the http://www.esa-soilmoisture-cci.org/ (v04.2) website and only the data for Bloemfontein (26.29ºE, -29.1ºS) was extracted. This global data is freely available and has a length of over 30 years. The satellites have a spatial resolution of 25 km and a grid spacing of 0.25 degrees (Dorigo et al., 2017). The data meet the accuracy (0.04 m$^3$m$^{-3}$) standards of the satellite-based SM products. Although the satellites have a revisit time of shorter than 3 days, the data sometimes had missing values for over 20 consecutive days (particularly between 1985 and mid-1990s) which may potentially be a result of unfavourable conditions (i.e. cloud cover) or technical errors. As such, the study used average soil moisture (i.e. monthly climatology and growing season average) to handle missing values.

![Graph showing annual variation of remotely sensed soil moisture for Bloemfontein district (1985-2015).](image)

**Figure 3.5:** Average annual variation of remotely sensed soil moisture for Bloemfontein district (1985-2015).
3.6. Data analysis

The study mainly assessed the improvement made by assimilating remotely sensed data into a crop model primarily through the lens of SM simulation improvement from the original, coarse, knowingly generic, set up to the final RS informed soil profile set up. Therefore, the study compared both the baseline and final improved SM to the observed remotely sensed SM, using monthly climatology and growing season interannual variation, as well as the standard goodness of fit statistics that are described below. The study also gave some measure of comparison with a model calibrated with sufficient field data (Maize_control), and finally explored impacts of this specific soil moisture improvement, on other indicators; e.g. evapotranspiration (ET) and maize yield. As such, the simulated SM, ET, and yield from the Maize_control experiment were averaged, respectively, and compared the same results from the data assimilation (Baseline and Final) process. The performances of the baseline and final experiments were evaluated by using the following statistical measures: the Mean bias error (MBE, equation 1), the Root Mean Square Error (RMSE, equation 2), the Coefficient of determination ($R^2$, equation 3) and Pearson correlation ($R$, equation 4). The study also used the $D$ value from the Kolmogorov-Smirnov Tests (equation 5) to qualify the distance and difference between the probability distribution function (PDF) of the Maize_control and data assimilation experiments. This is because this nonparametric statistical method is also sensitive to the shape and location of the empirical PDF of two samples (Marrozi, 2013). These statistical variables were respectively calculated as follows:

\[
MBE = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i) \tag{1}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{n}} \tag{2}
\]

\[
R^2 = \frac{SSR}{SST} = 1 - \frac{SSE}{SST} \tag{3}
\]

\[
r = \frac{n(\sum \hat{y}_i y_i) - (\sum \hat{y}_i)(\sum y_i)}{\sqrt{[n \sum \hat{y}_i^2 - (\sum \hat{y}_i)^2][n \sum y_i^2 - (\sum y_i)^2]}} \tag{4}
\]

\[
D_n = \sup_{\hat{y}_i, y_i} \left| F_{1,n}(\hat{y}_i) - F_{2,n}(y_i) \right| \tag{5}
\]
Where \( n \) is the number of years (i.e. number of observations), \( \bar{y}_i \) and \( y_i \) are the output simulated by Maize\_control and data assimilation experiments, respectively. In the case whereby the model simulations were compared with the observed datasets (i.e. remotely sensed SM or district recorded maize yield), the \( \bar{y}_i \) and \( y_i \) represented the simulated and observed outputs, respectively. According to Wilks (1995) parameters used to calculate \( R^2 \) respectively represent:

\[
SST = \text{total sum of squared deviations of the simulated outputs from their average},
SSR = \text{regression sum of squares},
\text{and } SSE = \text{sum of squared differences between the residuals and their averages}.
\]

\( F_{1,n} \) and \( F_{2,n} \) represents the empirical PDF of the Maize\_control and data assimilation respectively, and \( = \sup_{\bar{y}_i,y_i} \) is the supremum function.
Chapter four: Results and discussion

4.1. Temporal variation of soil moisture before and after data assimilation

4.1.1. Monthly variation

Figure 4.1 shows the model’s ability to simulate monthly volumetric soil moisture (SM) before and after assimilating remotely sensed data over the Bloemfontein district. The crop model without data assimilation, regardless of the soil type, captured the monthly variation of SM very well (Figure 4.1a). However, when heavy clay soil was used, the model overestimated SM specifically between October and April and underestimated it between May and September. These periods, respectively, correspond with the extended growing season and non-growing seasons of maize within the district (DAFF, 2019). On the other hand, when the medium sandy soil was used, the model generally underestimated SM. Complementary to heavy clay soil results, the crop model with medium sandy soil also maintained relatively higher moisture during the maize growing season and relatively lower moisture during the non-growing season (Figure 4.1a).

Guided by minimizing the mean bias error (MBE) during the growing season, assimilating remotely sensed data with the crop models improved the simulated soil moisture between October and April (Figure 4.1b). As such, the difference between the observed and simulated monthly SM during the growing season was reduced. Nevertheless, when heavy clay soil was used, the model slightly overestimated SM during the first five months (October to February) of the growing season and slightly underestimated it over the last two months (March to April) of the season. On the other hand, the model with medium sandy soil also overestimated SM at the beginning of the growing season (October to December) and underestimated it during the last four months of the season (January to April).
Figure 4.1: Performance of DSSAT in simulating monthly volumetric soil moisture (m$^3$m$^{-3}$) before (a) and after (b) data assimilation. The black line represents observed remotely sensed SM while red and green lines represent SM simulated by the model when heavy clay soil and medium sandy soils are respectively used.
4.1.2. Interannual variation of soil moisture before and after data assimilation

Figure 4.2 shows how well the model simulates the interannual variation of volumetric soil moisture (SM) over the years. Regardless of the soil used, the crop model without data simulation already captured the year-to-year variation of growing season SM very well (Figure 4.2a). For example, the model was able to capture the growing seasons with the lowest (i.e. 1996, 2002, 2008, 2013) and highest SM (i.e. 1995, 1997, 2001, 2003 and 2007). However, the model with heavy clay soil generally overestimated the average seasonal SM when compared to the observed remotely sensed SM (0.178 and 0.135 m$^3$m$^{-3}$, respectively). While with medium sandy soil profile, the model underestimated the growing season moisture (0.082 m$^3$m$^{-3}$). Moreover, the model had a higher range of seasonal SM with heavy clay soil when compared to the observed SM as well as SM simulated with medium sandy soil (0.150-0.218, 0.112-0.163, and 0.051-0.115 m$^3$m$^{-3}$, respectively).

Data assimilation improved the model’s ability to simulate seasonal SM (Figure 4.2b). This process significantly reduced the mean difference between the observed and simulated seasonal SM. Nevertheless, overall the model with heavy clay soil slightly overestimated the seasonal SM (Mean = 0.137 m$^3$m$^{-3}$) while the model with medium sandy soil slightly underestimated it (Mean= 0.131 m$^3$m$^{-3}$). The model, regardless of the soil, better captured the year-to-year variation of seasonal SM. For example, the model captured better the low SM that was recorded during the 1996 and 2013 growing season as well as the relatively high SM during the 2001 growing season, respectively. While the model with medium sandy soil captured better the relatively low SM that was recorded during the 2002 and 2006 growing season as well as the relatively high SM during the 1997 and 2003 growing season, respectively. Assimilating remotely sensed data also improved the range of simulated moisture over the years. For example, the range of SM during the growing season is 0.118-0.160 m$^3$m$^{-3}$ for heavy clay soil and 0.083-0.170 m$^3$m$^{-3}$ for medium sandy soil, respectively.
Figure 4.2: DSSAT simulated seasonal volumetric soil moisture (m$^3$m$^{-3}$) before (a) and after (b) data assimilation (1986-2015). The black line represents observed remotely sensed SM while red and green lines represent moisture simulated by the model when heavy clay soil and medium sandy soils are respectively used.
4.2. Assessing the improvement of model representation

Due to the data-scarce context of this study, the aim is not to improve the accuracy of a poorly calibrated model but to improve confidence in model simulations by recalibrating it using remotely sensed soil moisture (SM). Thereafter, assess how well the model assimilated with remotely sensed data compares with a model that is traditionally calibrated with ground data (Maize_control). In that context, the robustness of assimilating remotely sensed SM with the crop model was evaluated by mainly comparing the growing season volumetric soil moisture simulated from generic heavy clay and medium sandy soil experiments with a version calibrated with extensive ground data (Maize_control). The study also gave a measure of comparison beyond soil moisture, by exploring the impacts of the above specific soil moisture improvement, on other indicators; evapotranspiration (ET) and maize yield.

4.2.1. Soil moisture

Data assimilation significantly improved the mean comparison between the soil moisture (SM) simulated by the heavy clay (i.e. final set-ups) and Maize_control experiments (Table 4.1, Figure 4.3a, and Figure 4.4a). As such, the MBE (-0.009 m$^3$m$^{-3}$) and RMSE (0.009 m$^3$m$^{-3}$) were significantly reduced compared to the baseline MBE and RMSE (-0.05 and 0.05 m$^3$m$^{-3}$, respectively). Moreover, the final experiment captured better the interannual variation of average growing season SM as simulated by Maize_control ($R = 0.99$, Table 4.1 and Figure 4.3a). For instance, during the 1991 and 2001 growing season, the final experiment simulated the same amount of SM as that of Maize_control, respectively (Figure 4.3a). Nevertheless, compared to Maize_control, the final experiment generally simulated a relatively higher SM. Complementary to the baseline experiment, the final experiment simulated above-normal SM in 1987 and 1999 growing season while the opposite is true for Maize_control. Moreover, the final experiment did not simulate SM during the 1990 growing season. This indicates that the model’s planting rule conditions (temperature and soil water) were not met during that season.

Assimilating remotely sensed data with the model also improved the variability comparison between the SM simulated by the final heavy clay and Maize_control experiments ($R^2 = 0.99$, Table 4.1, Figure 4.4a). For example, data assimilation improved the comparison between the location and the shape of the distribution of the simulated SM from the two experiments (Table 4.1 and Figure 4.4a). As such, the difference (D) between the location of the heavy clay and Maize_control distributions were reduced from 0.98 to 0.3. While, the peak of SM simulated using heavy clay soil improved from 20 to 27.5, which is very close to that of Maize_control (27). Unlike the range of the baseline experiment (0.13-0.24 m$^3$m$^{-3}$), the range of the final
simulated SM (0.10-0.17 m$^3$m$^{-3}$) is well within that of the Maize_control (0.09-0.15 m$^3$m$^{-3}$), although some moisture was still located at the higher end of the distribution.

**Table 4.1:** The statistical analysis between simulated volumetric soil moisture (m$^3$m$^{-3}$) from Maize_control and heavy clay soil or medium sandy soil.

<table>
<thead>
<tr>
<th>Statistical measure</th>
<th>HClay Baseline</th>
<th>HClay Final</th>
<th>Sandy Baseline</th>
<th>Sandy Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBE</td>
<td>-0.049</td>
<td>-0.009</td>
<td>0.047</td>
<td>-0.003</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.05</td>
<td>0.009</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>R</td>
<td>0.98</td>
<td>0.99</td>
<td>0.91</td>
<td>0.78</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.96</td>
<td>0.97</td>
<td>0.84</td>
<td>0.79</td>
</tr>
<tr>
<td>KS.test (D)</td>
<td>0.93</td>
<td>0.30</td>
<td>0.89</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Assimilating remotely sensed data with the crop model also improved the mean difference between the growing season SM simulated by final medium sandy and Maize_control experiment. Therefore, the final MBE (-0.003 m$^3$m$^{-3}$) and RMSE (0.01) were significantly reduced, compared to the baseline MBE and RMSE (0.047 and 0.05 m$^3$m$^{-3}$ respectively, Table 4.1). Data assimilation also led to a more comparable location of the moisture distribution (Table 4.1 and Figure 4.4b). As such, the difference between the medium sandy and Maize_control SM distributions was reduced from 0.89 to 0.27 (baseline and final experiment, respectively). Hence, a substantial range of the final simulated SM fall within that of Maize_control, unlike the baseline experiment which only had a small portion of the higher end of the SM distribution falling within that of Maize_control.

Assimilating remotely sensed data into a model with medium sandy soil, however, resulted in a mismatch in the variability of the simulated SM. Therefore, SM variability was compromised to increase the fit in the overall mean. As such, the shape of the distribution of the final experiment becomes flattened (peak density of 15) and widespread (range of 0.05-0.22 m$^3$m$^{-3}$, Figure 4.4b). This increase in variability of the SM may have led to a reduction in the correlation and coefficient of determination ($R = 0.78$ and $R^2 = 0.79$ respectively, Table 4.1) between the two experiments. Moreover, although this experiment also substantially captured the interannual variation of SM, the year-to-year variations of SM were relatively higher than that of the Maize_control experiment (Figure 4.3b). The discrepancy in simulated SM is particularly noticeable during the 1989, 2010, and 2011 growing season. Moreover, during the 1991, 1999, and 2004 growing season, the final experiment simulated above-normal SM when Maize_control simulated below-normal SM, respectively. This suggests that the SM from the
baseline medium sandy soil model was more comparable, in terms of variability, to one produced using the Maize_control (R = 0.91 and R² = 0.84). For example, there is very little difference between the year-to-year variation of SM that is simulated by these experiments, the highest difference being 0.02 m³m⁻³ which was recorded during the 1991 growing season. In fact, during 1992, 1993, 2003, 2013 growing seasons, these experiments respectively simulated the same amount of SM.
Figure 4.3: The interannual variability of volumetric soil moisture anomaly averaged over the growing season (1985-2015) for Maize_control (black), baseline (red), and final (blue) for heavy clay soil (top) and medium sandy soil (bottom). *In 2009 soil moisture anomaly Maize_control is zero.
Figure 4.4: The probability density function of the simulated volumetric soil moisture (m$^3$ m$^{-3}$) for Maize_control (black), heavy clay soil (a), and medium sandy soils (b) before (red) and after (blue) the data assimilation.
4.2.2. Evapotranspiration

Assimilating remotely sensed SM data into the model significantly improved both the mean and variability comparison between simulated evapotranspiration (ET) from the Maize_control and heavy clay soil experiments (Table 4.2, Figure 4.5a and Figure 4.6a). For example, it led to a relatively lower MBE (-48.83 mm) and RMSE (66.01 mm) compared to results from the baseline experiment (MBE = -62.26 mm and RMSE = 115.38 mm). Furthermore, the location and variability of the final experiments’ distribution were also more comparable to that of Maize_control (D = 0.33, Table 4.2, and Figure 4.6a). As such, the variability in Maize_control ET can be explained by heavy clay soil ET which improved from 53% to 85%. Moreover, a greater proportion of ET distribution from the final experiment (Range = 80-580 mm) falls well within that of Maize_control (Range = 100-400 mm), even though a certain portion of its range fall on the higher end of the scale. Hence, the final experiment captured better the low to medium values of ET.

The main peak of the ET distribution from the heavy clay soil (final experiment) was also improved and got closer to that of Maize_control (0.0047 and 0.0068, respectively). Moreover, a greater proportion of ET distribution from the final experiment fell well within that of Maize_control, even though a certain portion of the range of final experiments’ distribution falls on the higher end of the scale. The final experiment captured better the year-to-year variation of ET as simulated by Maize_control (R = 0.92). Nevertheless, overall it generally simulated relatively higher ET values compared to Maize_control (Figure 4.5a). This was particularly pronounced during the 1993 and 2002 growing seasons, respectively. Moreover, during the 1990 and 2004 growing season, this experiment maintained an above-normal ET, while the Maize_control simulated the opposite.

Table 4.2: The statistical analysis between the simulated evapotranspiration (mm) from Maize_control and heavy clay soil or medium sandy soil before and after data assimilation.

<table>
<thead>
<tr>
<th>Statistical measure</th>
<th>HClay</th>
<th>Sandy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBE</td>
<td>Baseline</td>
<td>Final</td>
</tr>
<tr>
<td>RMSE</td>
<td>115.38</td>
<td>66.01</td>
</tr>
<tr>
<td>R</td>
<td>0.73</td>
<td>0.92</td>
</tr>
<tr>
<td>R²</td>
<td>0.53</td>
<td>0.85</td>
</tr>
<tr>
<td>KS.test (D)</td>
<td>0.40</td>
<td>0.33</td>
</tr>
</tbody>
</table>
On the other hand, assimilating remotely sensed soil moisture data to the model with medium sandy soil improved neither the mean nor the variability comparison between the simulated ET by this model and the Maize_control experiment (Table 4.2, Figure 4.5b and Figure 4.6b). For example, it led to a relatively higher MBE (-103.71 mm) and RMSE (130.97 mm, Table 4.2). The ability of the model to capture the year-to-year variation of ET as simulated by Maize_control was also reduced. For instance, the correlation between the simulated ET from medium sandy soil and Maize_control decreased from 0.90 to 0.79, while the coefficient of determination decreased from 81% to 63% (for baseline and final experiment, respectively). Moreover, the final experiment simulated ET with higher variability (wider spread) and flatter distribution compared to the one from the Maize_control and baseline experiment (range = 0-680 mm and peak density of 0.0039, Figure 4.6b). As such, the difference in the location of the final experiment and Maize_control ET distributions was increased to 0.57.

The results show that the ET simulated by medium sandy soil experiment without data assimilation (baseline) was more comparable, in terms of both mean and variability, to the one simulated by Maize_control (Table 4.2, Figure 4.5b, and Figure 4.6b). For instance, even though the baseline experiment was poorly calibrated it simulated ET that is better correlated to that of Maize_control (R = 0.90). Moreover, it captured better the interannual variation of ET as simulated by Maize_control (Figure 4.5b). As such, the MBE (-75.89 mm) and RMSE (85.08 mm, Table 4.2) were relatively lower. Furthermore, about half of the range of the distribution of ET, with a peak of 0.0052, fell within that of Maize_control (D = 0.43, Table 4.2 and Figure 4.6b). Therefore, 81% of the variability in ET from Maize_control can be explained by the changes in ET from the baseline experiment.
Figure 4.5: The interannual variability of evapotranspiration anomaly averaged over the growing season (1985-2015) for Maize_control (black), baseline (red), and final (blue) for heavy clay soil (top) and medium sandy soil (bottom).
Figure 4.6: The probability density function of the simulated evapotranspiration (mm) averaged over the growing season (1985-2015) for Maize_control (black), heavy clay soil (a), and medium sandy soils (b) before (red) and after (blue) the data assimilation.
4.2.3. Maize yield

The study also gave a measure of comparison with a model calibrated with extensive field data, by exploring the impacts of the above specific soil moisture improvement on maize yield. Regardless of the soil type used, data assimilation generally had great difficulty in improving the comparison between the simulated yield from final and Maize_control experiments (Table 4.3, Figure 4.7, and Figure 4.8). For example, when heavy clay soil was used, the model generally simulated yield that is relatively lower than the one simulated for the Maize_control and further maintained the same mean. As such, there is little difference between the MBE (1.75 and 1.73 ton/ha) and RMSE (2.28 and 2.03 ton/ha) for the baseline and final experiment, respectively (Table 4.3). Although, data assimilation slightly improved the variability of the simulated yield and captured better the interannual variation of yield (R = 0.67 and R² = 0.45), the final experiment of the model with heavy clay soil still maintained a broader spread and relatively low yield, with small range of yield falling within that of Maize_control (D = 0.63; Figure 4.8a).

Table 4.3: The statistical analysis between the simulated maize yield (ton/ha) from Maize_control and heavy clay soil or medium sandy soil before and after data assimilation.

<table>
<thead>
<tr>
<th>Statistical measure</th>
<th>HClay</th>
<th>Sandy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Final</td>
</tr>
<tr>
<td>MBE</td>
<td>1.75</td>
<td>1.73</td>
</tr>
<tr>
<td>RMSE</td>
<td>2.28</td>
<td>2.03</td>
</tr>
<tr>
<td>R</td>
<td>0.58</td>
<td>0.67</td>
</tr>
<tr>
<td>R²</td>
<td>0.34</td>
<td>0.45</td>
</tr>
<tr>
<td>KS.test (D)</td>
<td>0.60</td>
<td>0.63</td>
</tr>
</tbody>
</table>

On the other hand, assimilating remotely sensed soil moisture data into the model with medium sandy soil improved neither mean nor variability comparison between the maize yield simulated by final and Maize_control experiment (Table 4.3, Figure 4.7b and Figure 4.8b). Rather, it led to a relatively higher MBE (0.09 ton/ha) and RMSE (1.16 ton/ha) compared to the baseline MBE (-0.02 ton/ha) and RMSE (0.71 ton/ha). The difference between the location of the final and Maize_control experiments’ yield distributions did not change (D = 0.23). Nevertheless, the final experiment still captured the interannual variability of yield as simulated by Maize_control (R= 0.61, Figure 4.7b) and a significant portion of its distribution falls well within the range of the Maize_control (Figure 4.8b). However, the distribution of the yield
from the final experiment has a broader spread, which possibly resulted in a decrease of the

correlation between the maize yield from the medium sandy soil and Maize_control (from 0.76
to 0.61 for baseline and final experiment, respectively) and the coefficient of determination
(from 0.57 to 0.37 for baseline and final experiment, respectively). These results further suggest

that the maize yield estimates from the generically calibrated medium sandy soil model
(without data assimilation) were more comparable to the one produced by Maize_control.
Figure 4.7. The interannual variability of maize yield (ton/ha) anomaly averaged over the growing season (1985-2015) for Maize_control (black), baseline (red), and final (blue) for heavy clay soil (top) and medium sandy soil (bottom).
Figure 4.8. The probability density function of the simulated maize yield (ton/ha) averaged over the growing season (1985-2015) for Maize_control (black), heavy clay soil (a), and medium sandy soils (b) before (red) and after (blue) the data assimilation.
4.3. Discussion

The results show that the model experiments that were calibrated with generic soils (i.e. without the data assimilation) captured both the monthly and interannual variability of the observed remotely sensed volumetric soil moisture (SM) very well. Specifically, the crop model simulated relatively higher SM, regardless of the soil type, during the maize growing season and relatively low SM during the non-growing season (Figure 4.1). According to the O’Green (2013) and USDA (1999) global soil moisture regime classification, when the “soil is moist during most of the growing season and then followed by the prolonged dry season”, it falls under the ustic SM regime. Therefore, the model was able to capture that the Bloemfontein district has an ustic SM regime as illustrated by global SM regime classification (Appendix A). Moreover, the results show that the model simulated relatively high soil moisture content between October and April, which corresponds to the months whereby the district receives most of its rainfall (Figure 3.2). This is because the SM dynamics (i.e. amount, availability, and flow) are influenced by the amount as well as the timing of rainfall. As such during the rainy season, a surplus in SM may occur when soils become saturated (O’Green, 2013).

Overall, the baseline model (without data assimilation) with heavy clay soil generally overestimated SM, thus leading to a relatively high MBE (-0.042 m³m⁻³) and RMSE (0.045 m³m⁻³, Table 4.4, Figure 4.9a). Whereas the medium sandy soil, overall, underestimated SM (MBE = 0.049 and RMSE = 0.053 m³m⁻³, Table 4.4, Figure 4.9b). These results are expected because according to O’Green (2013) fine-textured soils, like clay soils, have a more noteworthy capacity to hold water as they have a high distribution of small pore sizes (i.e. micropores). While sandy soils have a coarse texture and high distribution of large pore sizes, which ultimately limit the retention of water. Therefore, the model captured the differences in the properties of the two soils very well. Nevertheless, the overall correlation between the observed and simulated seasonal SM, from both soils, was 0.63 (Table 4.4).

Even though the model calibrated with two generic soils had produced opposite initial conditions, the study successfully improved the model calibration by assimilating remotely sensed SM. As such, the model captured better both the monthly and interannual variability of the observed SM. Moreover, regardless of soil type data assimilation significantly improved the model’s ability to capture the overall observed growing season mean of SM (Table 4.4, Figure 4.9). Furthermore, the difference between the baseline and final SM for both soils was statistically significant (p-value= 2.85x10⁻¹⁴, respectively). The final experiment for both heavy clay soil and medium sandy soil also had a relatively low MBE (0.002, 0.003 m³m⁻³) and RSME
(0.012, 0.018 m\(^3\)m\(^{-3}\)), respectively. Moreover, data assimilation improved the ability of the model with medium sandy soil to represent low to medium values of SM, while it was biased (underestimated) at capturing higher values.

The results from this study further showed that assimilating remotely sensed data into a crop model can possibly improve certain key model simulations. For example, when compared with an experiment that was calibrated with extensive ground-data (Maize_control), data assimilation in this study significantly improved SM. Moreover, this assimilation of SM had a larger effect on improving ET assimilation of only heavy clay soil was used. The poor improvement of ET for sandy soil may be attributed to the limited capacity of such a coarse-textured soil to retain water (i.e. moisture; O’Green, 2013). Regardless of the soil used, this study also struggled to improve maize yield comparisons. A study by Thorp et al. (2010) also found that assimilating remotely sensed data into a crop model can potentially improve certain model outputs, in their case, it was canopy weight and ET while the model had great difficulty at improving maize yield. This confirms that other simulated outputs, particularly yield, the importance of factoring more variables besides soil moisture which was used to adjust certain soil profile parameters. Furthermore, the study only changed three parameters of the soil profile (i.e. drainage lower limit (DLL), the drained upper limit (DUL), and the saturated upper limit (SAT)), hence adjusting other soil parameters such as the depth of the base layer, drainage rate, and runoff curve number and many other non soil parameters could have produced refined impacts. The other model outputs could have also been affected by the errors in remotely sensed SM data used in the study. For example, the spatial and temporal resolution of remotely sensed SM used to recalibrate the model (Son et al., 2016). As such, the greatest improvement was observed with SM comparison, and marginally with ET simulation for only heavy clay soil.

When compared to outputs simulated by Maize_control, assimilating remotely sensed data with the model generally improved the overall growing season mean of the outputs. However, it did not necessarily improve the model’s ability to represent the variability of the outputs. This is particularly noticeable in the model’s ability to represent SM. For example, the model with the heavy clay soil overall maintained relatively the same correlation (R = 0.62) and coefficient of determination (R\(^2\) = 0.39) and reduced the MBE to 0.002 m\(^3\)m\(^{-3}\) (Table 4.4; Figure 4.9). While assimilating remote sensing data into the model with medium sandy soil slightly improved the ability of this experiment to represent variability (R = 0.66 and R\(^2\) = 0.44) while it reduced MBE to 0.003 m\(^3\)m\(^{-3}\).
Figure 4.9: The relationship between the observed and simulated seasonal volumetric soil moisture (m$^3$m$^{-3}$) from the model with heavy clay soil (a) and medium sandy soil (b). The red and green dots and lines represent the baseline and final experiment for each soil type. While blue dots and line represent the Maize_control experiment.
Table 4.4: Statistical analysis of the relationship between observed and simulated volumetric soil moisture (m³m⁻³).

<table>
<thead>
<tr>
<th>Statistical measure</th>
<th>Maize_control</th>
<th>HClay</th>
<th>Sandy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Baseline</td>
<td>Final</td>
</tr>
<tr>
<td>MBE</td>
<td>0.007</td>
<td>0.042</td>
<td>0.002</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.015</td>
<td>0.045</td>
<td>0.012</td>
</tr>
<tr>
<td>R</td>
<td>0.57</td>
<td>0.63</td>
<td>0.62</td>
</tr>
<tr>
<td>R²</td>
<td>0.33</td>
<td>0.40</td>
<td>0.39</td>
</tr>
</tbody>
</table>

These results were expected as the data assimilation approach was intended to minimise the mean bias error between the simulated and observed SM during the growing season. Similarly, one would have observed an improvement in variability if the study minimised a variability index. Therefore, the approach used in this study can be utilized to help improve the model’s ability to capture long-term variations (i.e. mean) of certain outputs, including understanding long-term historical trends and/or the effect of predicted climate change on certain crop development and biophysical processes (i.e. ET). Furthermore, although a crop model integrated with remotely sensed data may not necessarily improve all the outputs (e.g. yield), it can still be used to disaggregate valuable knowledge embedded in the model. For example, there could be a high value in using the SM modelling capacity that was observed in this study, even though one would not have full confidence in the model’s ability to simulate yield. Thus, allowing one to explore the influence of environmental change or crop management strategies on SM. Moreover, the improved SM simulations from this study can be used to inform other research as it can be used as input data in other models.

It is also important to note that even though Maize_control was calibrated with extensive field data; it still has its own biases. For example, when the simulated yield of the Maize_control experiment was compared to the observed district yield, it was found that the model generally overestimated maize yield (MBE = -1.85 and RMSE =2.10 ton/ha, Appendix B). However, this was likely anticipated because the crop model does not incorporate the yield-limiting factors, including weeds, pests, and diseases (Durand and Ferreira, 2017; Nagamani and Mariappan, 2017). Therefore, the simulated yield from the model is rather a reflection of potential yield other than actual yield. Furthermore, the soil moisture (SM) simulated from the Maize_control experiment also had some biases as well (Table 4.4 and Figure 4.9). Overall, this model slightly underestimated the observed SM (MBE = 0.007, RMSE = 0.015 m³m⁻³). More specifically, it
relatively overestimated low-to-medium and underestimated the high values of SM. Contrary to the relationship between the observed and the simulated SM from the two soils (regardless of the experiment type), the correlation between Maize_control and observed SM is slightly lower (R= 0.57, Table 4.1). Moreover, only 33% of the total variance of the observed SM can be described by the SM simulated from the Maize_control experiment.
Chapter five: Conclusion

Crop models can be a key component in addressing issues of global food security as they can be utilized to monitor and improve crop production. However, their use, particularly in isolated and rural areas, is commonly limited by the lack of sufficient and reliable field data. This data scarcity increases uncertainties in crop simulations, therefore, the outputs produced can be of limited value to agricultural advisors. However, some of this uncertainty can be mitigated by using remotely sensed data. As part of the continuing efforts to explore the potential of using remote sensing data to calibrate and validate crop models, as well as to integrate the two to improve model simulations, especially in data-limited areas, the study assessed how well a crop model assimilated with remotely sensed (RS) data performed compared with one calibrated with actual ground data. This was achieved by calibrating the DSSAT-CERES-Maize model using two generic soils (i.e. heavy clay soil and medium sandy soils), to firstly, measure soil moisture from 1985 to 2015 in Bloemfontein, before improving soil profile with RS data. The two generic soils were selected only on a literature basis and assuming a no field data condition, recognising that in South Africa, maize is mainly cultivated under sandy soil or clay/clay-loam soils. Intra- and inter-annual soil moisture served to guide the assimilation of the observed RS data into the model. The improvement was assessed primarily through the lens of SM simulation improvement from the knowingly generic set up to the final RS informed soil profile set up. The study also gave some measure of comparison with a model calibrated with extensive field data (Maize_control), and finally explored impacts of this specific soil moisture improvement, on other indicators; evapotranspiration (ET) and maize yield.

5.1. Summary of the key findings

Even though the model was calibrated with generic soil (baseline), it still captured both the monthly and interannual variation of soil moisture (SM) very well. However, overall the model with heavy clay soil overestimated SM, while the medium sandy soil underestimated SM during the growing season (October to March). This is because heavy clay soils have a higher capacity to hold water than sandy soils since they are fine-textured and have a higher distribution of micropores.

The study successfully improved the model calibration using remotely sensed SM, even though the two soils had produced opposite initial conditions. When compared to the observed data, assimilating remotely sensed data with the model significantly improved the intra- and inter-annual as well as the overall growing season mean of SM while maintaining the model’s
capacity to represent the variability of SM. Furthermore, when the simulated SM from the two soils was compared with a model calibrated with sufficient field data (Maize_control), it was found that data assimilation also significantly improved the model’s ability to represent the growing season mean of SM. However, it did not improve the model’s capacity to represent the variability of SM. This is an expected result as the approach was intended to minimise the mean base error between the simulated and observed SM during the growing season.

When the study evaluated how SM driven improvement impacted other key model outputs, it was found that the ability of data assimilation procedure to improve ET simulations depended on the soil type used. For example, data assimilation improved the comparison between the model with heavy clay soil and Maize_control, in terms of both mean and variability. However, when medium sandy soil was used, the comparison with Maize_control was reduced both in mean and variability. Furthermore, regardless of the soil type used, data assimilation did not improve the maize yield comparison in terms of both mean and variability (although a slight improvement in variability was observed when heavy clay soil was used). This confirms that yield and ET were influenced by other factors aside from soil moisture or the soil profile parameters.

Overall, the simple assimilation of remotely sensed data into a crop model method used in this study has the potential to improve and capture long-term variations (i.e. mean) of certain key model outputs (i.e. SM), while it is relatively poor at representing variability. Overall, the SM from the crop model which was assimilated with remotely sensed data compares very well with one calibrated with actual ground data, particularly in terms of the overall mean. As such, this approach can be adopted to understand historical and/or further effects of environmental change on crop production in data-limited areas. Hence, it can be concluded that RS data can be used together with a crop model to bias correct model inputs or improve the calibration of the model in the absence of observed field data. However, the biases of the RS data used must be carefully considered.

5.2. Recommendations for future studies
The study acknowledges the complexity of the model used, the cropping system being modelled, as well as the possible errors in the RS data used. Thus, to provide more vigorous and useful information to the agricultural policymakers, the study acknowledges that the current results can be improved in multiple ways. For example, one of the limitations of this study is that it only used one remote sensing data, which may have impacted the results.
Therefore, it recommends that similar future studies should use multiple remotely sensed data sets to complement these results (e.g. LAI, NDVI, etc.) in order to potentially consider the operationalization possible with higher resolution. Another limitation of this study is that it only adjusted the three soil parameters to reduce the mean bias error between the observations and simulations. As such, the study improved SM and the confidence in the SM produced, however, it improved marginally ET and did not improve yield. Hence, if one is interested in more than SM, one would need to recalculate multiple variables. As a result, in the future, this study recommends that a sensitivity analysis test of the input parameters is conducted to identify the multiple variables that are very critical in determining the final output of interest (e.g. crop yield, evapotranspiration, water stress, nutrient stress, etc.). For example, according to a study by Fang et al. (2008), users can input multiple combinations of ecological conditions and crop management strategies into the DSSAT model, thus allowing them to test the sensitivity of intended output to certain parameters. The other limitation of this study is that it used a manual approach to recalculate the model which is generally time-consuming and can be erroneous. Hence, the study recommends that the use of a more robust optimization process or algorithm (e.g. Powell or the particle swarm optimization) to adjust these initial parameters.

5.3. The importance of this study

This study showed that assimilating remotely sensed data into a generically calibrated CM can produce some model outputs that are comparable to those obtained using the traditional ground data calibration (particularly SM). As such, this piece of work can potentially open the opportunity to democratise the use of CMs and improve the capacity of local experts to use these models. Therefore, this approach can improve the meaning, relevance, and confidence of CMs outputs, even in data-limited areas. Even though field data will always be better at a small-scale level (e.g. the plant, its processes and the field management), remote sensing could bring so much in terms of spatial and temporal variability as well as administrative monitoring. Hence, regardless of the limitations of each of these methods, playing at each strength there is so much that can be achieved. Nevertheless, this framework can offer rural agricultural advisors decision support that is currently pending on high data for input, making it unavailable in many places. Thus, igniting an interest to access and use crop models, particularly in local small and rural agricultural communities where field data is inconsistently available.

The use of crop models is very important to better understand the local cropping systems and how they are affected by environmental conditions as well as management strategies. Currently, crop models are immensely useful and do very well in cases whereby
they deal with western or commercial studies but could also benefit so much from being to handle small-holder farming systems and process. Thus, integrating these models with remote sensing data can attract and improve the use of CMs by small-holder farmers, extension offers, and researchers in data-limited area such as rural and remote areas.
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Figure A: Global soil moisture regimes. Data source USDA (1999).
Appendix B

Table A: The statistical relationship between the Bloemfontein district observations and Maize_control model simulation maize yield.

<table>
<thead>
<tr>
<th>Statistical measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBE</td>
<td>-1,85</td>
</tr>
<tr>
<td>RMSE</td>
<td>2,1</td>
</tr>
<tr>
<td>R</td>
<td>0,33</td>
</tr>
<tr>
<td>R²</td>
<td>0,11</td>
</tr>
</tbody>
</table>

Figure B: The regression analysis of maize yield from the Bloemfontein district observations and Maize_control model simulation (1985-2015). Data source: South African Department of Forestry and Fisheries (DAFF).