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ABSTRACT

INTRODUCTION

Since 2008, 43 renal transplants have been performed from HIV positive deceased donors to HIV positive recipients with renal failure predominantly due to HIV-associated Nephropathy (HIVAN). Recipients received Anti-thymocyte globulin (ATG) induction therapy and maintenance immunosuppression. Despite transplantation across Human Leukocyte Antigen (HLA) mismatches, there were few rejection events in the first year post-transplant (PT). Recipient CD4 counts did not decrease and HIV viral load also remained undetectable at one year PT. To gain insight into immune homeostatic mechanisms after ATG induction, immunosuppression and transplantation, a subset of 10 transplant recipients were investigated. This dissertation examined levels of peripheral inflammatory and regulatory cytokines. A polychromatic flow cytometry panel was also developed to measure the phenotypic T cell proportions of T regulatory cells (Tregs) in the blood circulation.

METHODOLOGY

A multiplexed Luminex assay was used to measure the concentrations of 67 inflammatory and regulatory plasma cytokines immediately pre-transplant, at 1, 3, 6 and 12 weeks PT. Two separate manufacturers of Luminex panels were used and a series of statistical analyses were employed to identify intra- and inter-plate variation. Firstly, data was cleaned up by excluding analytes for which
>90% of measured values were outside of the observable range of the standard curve. Secondly, the measurable values were assessed for differences between replicates (intra-plate variation). A Bland-Altman plot was used to identify and exclude highly divergent replicates of the same sample. Thirdly, a Paired T-test/Wilcoxon Signed Rank Test was used to investigate differences between inter-plate controls (inter-plate variation). Fold change from baseline was calculated for all values to correct for inter-plate variability.

After correcting for variability, fold change trends in all included analytes were examined for each recipient. Trends in recipients with rejection events (rejectors) and recipients without rejection events (non-rejectors) were also compared. Fold change from baseline was assessed to identify single analytes that differed over time using a Paired T-test/Wilcoxon Signed Rank Test. A hierarchical clustering analysis (HCA) was used to identify groups of analytes for which fold change may have been significantly influenced by age, sex, baseline CD4 count at transplantation (TP), number of HLA matches, or time. A mixed effect generalised linear model (MEGLM) was constructed to calculate differences between participants for each cytokine.

A polychromatic flow cytometry panel was devised to measure Treg CD4+ T cells consisting of the following antibodies: CD3-BV650, CD4-PE/Cy5.5, CD8-HorizonV500, CD27-PE/Cy5, CD45RA-PerCP/Cy5.5, CD25-BV421, CD127-PE/CF594, and FoxP3-Alexa647. Antibody concentrations in the panel were optimised by titrating each marker on resting, or Phytohaemagglutinin (PHA)
stimulated, peripheral blood mononuclear cells (PBMCs). The median fluorescent intensity (MFI) of the positive and negative populations for each marker was used to calculate the signal:noise ratio for all titrating volumes. The optimal volumes were determined by the highest signal:noise ratio for each marker.

RESULTS

In all recipients, when compared to baseline, IL-2, IFN-α2 and IFN-γ were significantly decreased at 12-weeks PT. IL-35 was significantly decreased at weeks 1, 3, 6 and 12 PT, whilst IL-10 increased significantly at 1-week PT in 5 recipients. Hierarchical clustering showed no association with analyte fold changes due to age, sex, CD4 count, or number of HLA matches. It did show a decrease over time in IL-35, IFN-γ, IL-20, IL-28A, and IL-11 for all 10 recipients.

A mixed-effects generalized model (MEGLM) was used to identify analytes with variable concentrations between recipients. It showed that the concentrations of IL-28A, IL-6Rα, IL-6Rβ, sTNFR1, Pentraxin-3 and IFN-γ varied the most between recipients. IL-35 and TNFSF12 were shown to vary the least between recipients. These data suggest heterogeneity in the highly variable analytes, none of which were shown to differ over time. The heterogeneity is likely due to genetic diversity, history of opportunistic infections and relevant prophylaxis.
The concentrations of IL-35 did not vary between recipients, but it was shown to decline over time in all recipients. This data suggests a consistent decline in the concentration of IL-35 in all recipients over the first 12-weeks PT.

An 8-colour Regulatory T cell (Treg) flow cytometry panel was designed based on the Luminex results and optimised to phenotype peripheral T-cell subsets. It distinguished between different T-cell phenotypes, namely naïve and memory, CD4 or CD8, and activated and regulatory T cells. Antibody titrations identified the optimal volume of each marker to use in a combination cocktail. Due to time constraints, the panel was not used on patient material, but the panel and its optimisation has been described in detail.

CONCLUSIONS

Statistical investigations into the Luminex results identified variability between replicates and between plates. These differences needed to be accounted for before combining data between plates and kits to arrive at biological conclusions. By using stringent analysis, this dissertation shows that multiplex data is highly variable and a series of statistical approaches should be employed to avoid including erroneous data.

A decrease in both inflammatory and regulatory proteins was shown in the 12 weeks after transplantation and ATG induction. The transient increase in IL-10 suggested the induction of effector T-cells to become IL-10 producing Tregs.
(Tr1), known to occur in response to ATG induction. Combined with the consistent decline in IL-35 in all recipients, these results suggested that there was preferential secretion of IL-10 over IL-35 in some patients early after transplantation.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-MP</td>
<td>6-mercaptopurine</td>
</tr>
<tr>
<td>ABMR</td>
<td>antibody mediated rejection</td>
</tr>
<tr>
<td>ACD</td>
<td>anticoagulant citrate dextrose</td>
</tr>
<tr>
<td>ACTH</td>
<td>Adrenocorticotropic Hormone</td>
</tr>
<tr>
<td>AICD</td>
<td>activation induced cell death</td>
</tr>
<tr>
<td>AIDS</td>
<td>acquired immunodeficiency syndrome</td>
</tr>
<tr>
<td>Alexa647</td>
<td>Alexa Fluor® 647</td>
</tr>
<tr>
<td>ALS</td>
<td>antilymphocyte serum</td>
</tr>
<tr>
<td>APOL1</td>
<td>Apolipoprotein 1</td>
</tr>
<tr>
<td>AR</td>
<td>acute rejection</td>
</tr>
<tr>
<td>ART</td>
<td>anti-retroviral therapy</td>
</tr>
<tr>
<td>Atg</td>
<td>Anti-thymocyte globulin</td>
</tr>
<tr>
<td>AZT</td>
<td>3'-azido-3'-deoxythymidine</td>
</tr>
<tr>
<td>BAFF</td>
<td>B-cell activating factor</td>
</tr>
<tr>
<td>BCC</td>
<td>basal cell carcinoma</td>
</tr>
<tr>
<td>BP</td>
<td>band pass</td>
</tr>
<tr>
<td>BV</td>
<td>brilliant violet</td>
</tr>
<tr>
<td>cART</td>
<td>combination antiretroviral therapy</td>
</tr>
<tr>
<td>CD</td>
<td>cell differentiation marker</td>
</tr>
<tr>
<td>CF594</td>
<td>CF®594</td>
</tr>
<tr>
<td>CI</td>
<td>confidence interval</td>
</tr>
<tr>
<td>CKD</td>
<td>chronic kidney disease</td>
</tr>
<tr>
<td>CMV</td>
<td>cytomegalovirus</td>
</tr>
<tr>
<td>CNS</td>
<td>central nervous system</td>
</tr>
<tr>
<td>CTLA-4</td>
<td>Cytotoxic T lymphocyte-associated molecule-4</td>
</tr>
<tr>
<td>Cy</td>
<td>Cyanine</td>
</tr>
<tr>
<td>DCs</td>
<td>dendritic cells</td>
</tr>
<tr>
<td>ddC</td>
<td>zalcitabine</td>
</tr>
<tr>
<td>ddI</td>
<td>didanosine</td>
</tr>
<tr>
<td>EBV</td>
<td>Ebstein-Barr Virus</td>
</tr>
<tr>
<td>ELISA</td>
<td>enzyme-linked immunosorbent assay</td>
</tr>
<tr>
<td>ESRD</td>
<td>end-stage renal disease</td>
</tr>
<tr>
<td>ESRF</td>
<td>end-stage renal failure</td>
</tr>
<tr>
<td>FCS</td>
<td>fetal calf serum</td>
</tr>
<tr>
<td>FDR</td>
<td>false discovery rate</td>
</tr>
<tr>
<td>FI</td>
<td>Fusion inhibitor</td>
</tr>
<tr>
<td>FI</td>
<td>fluorescent intensity</td>
</tr>
<tr>
<td>FoxP3</td>
<td>Forkhead box Protein 3</td>
</tr>
<tr>
<td>FSC</td>
<td>forward scatter</td>
</tr>
<tr>
<td>FSGS</td>
<td>focal segmental glomerulosclerosis</td>
</tr>
<tr>
<td>GFR</td>
<td>glomerular filtration rate</td>
</tr>
<tr>
<td>GRID</td>
<td>Gay-related Immune Deficiency</td>
</tr>
<tr>
<td>Gro-α</td>
<td>Growth-related oncogene-α</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>GVHD</td>
<td>Graft-versus host disease</td>
</tr>
<tr>
<td>HAART</td>
<td>Highly Active Retroviral Therapy</td>
</tr>
<tr>
<td>HCA</td>
<td>Hierarchical clustering algorithm analysis</td>
</tr>
<tr>
<td>HIV</td>
<td>human immunodeficiency virus</td>
</tr>
<tr>
<td>HIVAN</td>
<td>HIV-associated Nephropathy</td>
</tr>
<tr>
<td>HIVCK</td>
<td>HIV immune complex kidney disease</td>
</tr>
<tr>
<td>HIVDD</td>
<td>HIV deceased donors</td>
</tr>
<tr>
<td>HLA</td>
<td>human leukocyte antigen</td>
</tr>
<tr>
<td>HOPE</td>
<td>health omnibus programs extension</td>
</tr>
<tr>
<td>HorizonV</td>
<td>Horizon Violet</td>
</tr>
<tr>
<td>HTLV</td>
<td>Human T Lymphocyte Virus</td>
</tr>
<tr>
<td>IFN</td>
<td>interferon</td>
</tr>
<tr>
<td>IL</td>
<td>interleukin</td>
</tr>
<tr>
<td>IL-1RA</td>
<td>IL-1 receptor antagonist</td>
</tr>
<tr>
<td>INSTI</td>
<td>integrase inhibitor</td>
</tr>
<tr>
<td>IP-10</td>
<td>Interferon-inducible Protein-10</td>
</tr>
<tr>
<td>IQR</td>
<td>interquartile range</td>
</tr>
<tr>
<td>LP</td>
<td>long pass</td>
</tr>
<tr>
<td>MAF</td>
<td>macrophage activation factor</td>
</tr>
<tr>
<td>MCP-1</td>
<td>Monocyte Chemoattractant Protein-1</td>
</tr>
<tr>
<td>MDR</td>
<td>multi-drug resistant</td>
</tr>
<tr>
<td>MEGLM</td>
<td>Mixed effects generalised linear model</td>
</tr>
<tr>
<td>MFI</td>
<td>median fluorescent intensity</td>
</tr>
<tr>
<td>MIF</td>
<td>macrophage inhibitory factor</td>
</tr>
<tr>
<td>MIP-1β</td>
<td>Macrophage Inflammatory Protein 1β</td>
</tr>
<tr>
<td>MLR</td>
<td>mixed lymphocyte reaction</td>
</tr>
<tr>
<td>MMF</td>
<td>mycophenolate mofetil</td>
</tr>
<tr>
<td>MMP</td>
<td>Matrix Metalloproteinases</td>
</tr>
<tr>
<td>NADIs</td>
<td>non-AIDS-defining illnesses</td>
</tr>
<tr>
<td>NGAL</td>
<td>Neutrophil gelatinase-associated lipocalin</td>
</tr>
<tr>
<td>NNRTI</td>
<td>non-nucleoside reverse transcriptase inhibitor</td>
</tr>
<tr>
<td>NRC</td>
<td>National Research Conference</td>
</tr>
<tr>
<td>NRTI</td>
<td>nucleoside reverse transcriptase inhibitor</td>
</tr>
<tr>
<td>NVP</td>
<td>Nevirapine</td>
</tr>
<tr>
<td>OOR</td>
<td>outside of observable range</td>
</tr>
<tr>
<td>PBMCs</td>
<td>peripheral blood mononuclear cells</td>
</tr>
<tr>
<td>PBS</td>
<td>phosphate buffered saline</td>
</tr>
<tr>
<td>PCD</td>
<td>passive cell death</td>
</tr>
<tr>
<td>PCP</td>
<td>Pneumocystis carinii pneumonia</td>
</tr>
<tr>
<td>pDCs</td>
<td>plasmacytoid DCs</td>
</tr>
<tr>
<td>PE</td>
<td>phycoerythrin</td>
</tr>
<tr>
<td>PerCP</td>
<td>Peridinin Chlorophyll Protein Complex</td>
</tr>
<tr>
<td>PHA</td>
<td>Phytohaemagglutinin</td>
</tr>
<tr>
<td>PI</td>
<td>protease inhibitor</td>
</tr>
<tr>
<td>PID</td>
<td>patient identifier</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMTCT</td>
<td>prevention of mother to child treatment</td>
</tr>
<tr>
<td>PT</td>
<td>post-transplant</td>
</tr>
<tr>
<td>PTPRC</td>
<td>Protein tyrosine phosphatase, receptor type, C</td>
</tr>
<tr>
<td>QC</td>
<td>quality control</td>
</tr>
<tr>
<td>RANTES</td>
<td>Regulated on Activation, Normal T cell Expressed Secreted</td>
</tr>
<tr>
<td>RBCs</td>
<td>red blood cells</td>
</tr>
<tr>
<td>RF</td>
<td>renal failure</td>
</tr>
<tr>
<td>ROS</td>
<td>reactive oxygen species</td>
</tr>
<tr>
<td>RRT</td>
<td>renal replacement therapy</td>
</tr>
<tr>
<td>RT</td>
<td>room temperature</td>
</tr>
<tr>
<td>SCC</td>
<td>squamous cell carcinoma</td>
</tr>
<tr>
<td>SD</td>
<td>standard deviation</td>
</tr>
<tr>
<td>SDF-1α</td>
<td>Stromal cell Derived Factor 1 α</td>
</tr>
<tr>
<td>SNP</td>
<td>single nucleotide polymorphism</td>
</tr>
<tr>
<td>SSC</td>
<td>side scatter</td>
</tr>
<tr>
<td>STI</td>
<td>Sexually transmitted infection</td>
</tr>
<tr>
<td>TBI</td>
<td>total body irradiation</td>
</tr>
<tr>
<td>TCMR</td>
<td>T-cell mediated rejection</td>
</tr>
<tr>
<td>TCR</td>
<td>t-cell receptor</td>
</tr>
<tr>
<td>TEC</td>
<td>tubular epithelial cells</td>
</tr>
<tr>
<td>Teff</td>
<td>effector T cell</td>
</tr>
<tr>
<td>TF</td>
<td>transcription factor</td>
</tr>
<tr>
<td>TGF</td>
<td>transforming growth factor</td>
</tr>
<tr>
<td>Th</td>
<td>T-helper</td>
</tr>
<tr>
<td>TNF</td>
<td>tumour necrosis factor</td>
</tr>
<tr>
<td>TNFSF</td>
<td>TNF stimulating factor</td>
</tr>
<tr>
<td>TP</td>
<td>transplant</td>
</tr>
<tr>
<td>Tr1</td>
<td>IL-10 producing Tregs</td>
</tr>
<tr>
<td>TRAIL</td>
<td>TNF Related Apoptosis Inducing Ligand</td>
</tr>
<tr>
<td>Treg</td>
<td>Regulatory T cells</td>
</tr>
<tr>
<td>TSLP</td>
<td>Thymic stromal lymphopoietin</td>
</tr>
<tr>
<td>TWEAK</td>
<td>TNF-like weak inducer of apoptosis</td>
</tr>
<tr>
<td>UNOS</td>
<td>United Network for Organ Sharing</td>
</tr>
<tr>
<td>VEGF</td>
<td>Vascular Endothelial Growth Factor</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organisation</td>
</tr>
<tr>
<td>wksPT</td>
<td>weeks PT</td>
</tr>
<tr>
<td>XDR</td>
<td>extensively-drug resistant</td>
</tr>
<tr>
<td>yrsPT</td>
<td>years PT</td>
</tr>
</tbody>
</table>
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CHAPTER 1: LITERATURE REVIEW

1.1 Transplantation History: pre-20th Century Landmarks

The first reported case of transplantation was in the 16th century by Tagliacozzi, who introduced the Indian technique of skin flap transplants to Europe in Venice, Italy in 1597. At this time there was no differentiation between grafts between different individuals (homografts) and grafts from the same individual (autografts). Tagliacozzi suspected that autografts would be more successful as he used skin from the same individuals’ arm to graft onto their nose. This was not confirmed until the 20th century.

In the 18th century the experimental surgeon, John Hunter, reported human teeth transplants as well as experimental animal transplants, seemingly unaware that homografts would be more likely to fail.

During the 19th century, the French surgeon, Jacques Louis Reverdin, improved upon Tagliacozzi’s skin flap by showing that small, thin, split thickness skin grafts would be successful as this promoted wound healing by encouraging angiogenesis, the growth of new blood vessels in the tissue. Two years later the first successful such skin transplant was performed in the UK based on Reverdin's work. Differences between homografts and autografts were noted, as homografts were reported to have “soon disappeared”. Most transplants at this time were largely unsuccessful due mainly to poor surgical technique, unsterile working conditions and a lack of knowledge regarding transplant rejection.
1.2 Transplantation History: early 20th Century Landmarks

The Lyon Chief of Surgery Mathieu Jaboulay, German surgeon Julius Dörfle and a young surgeon, Alexis Carrel, developed a technique of vascular anastomosis that allowed the suturing together of full-thickness blood vessels. The first solid organ transplants attempted, were kidney transplants. By 1906, kidney transplants had been trialled in dogs and goats by Emerich Ullmann but as a result of the new vascular anastomosis technique, Jaboulay attempted the first two renal transplants in humans. Both were xenotransplants, transplants from one species to another; one kidney was transplanted from a goat and another from a pig. The kidneys were not implanted in the pelvic region; instead they were attached to more accessible vessels in the neck. Neither graft survived for more than a few hours and all the participants died. By 1910 Ernst Unger, who had performed more than 100 kidney transplants in animals, attempted two renal heterotransplants in humans, using monkey kidneys. These too did not survive most likely due to the surgeons’ lack of knowledge, and prevention, of transplant rejection.

Alexis Carell had left France for Chicago via Montreal and teamed up with physiologist, Charles Guthrie, to make some of the greatest advances in transplant surgery in the year they worked together. They successfully transplanted kidney, thyroid, ovary, heart, lung, and small bowel in dogs, averaging a publication every 14 days. Carrell’s success was partly due to the surgical technique he helped develop under Jaboulay, but further aided by his
use of finer needles and suturing material, as well as an obsession with sterile technique in the operating theatre. His successes highlighted the role that infections played in graft loss, however the role of cellular immune responses in these rejections was not known at the time. Figure 1.1 a) shows the landmarks in transplantation between 1597 and 1912.
**Figure 1.1a) Timeline of Landmark Events in the history of Transplantation**

Colours indicate event association: In vitro (green); animal (purple); human (red); transplantation technology/ networks (orange)
1.2.1 First Transplantation Immunologist

Georg Schöne is regarded as the first transplant immunologist, and in 1912 observed in mice that skin homografts always failed and that subsequent grafts from the same donor failed more rapidly. He coined the term ‘Second-Set Response’ to describe the phenomenon but did not relate it to cellular immune responses. In 1924, the “Second Set Response” was identified again. Others had hinted at cellular involvement. As early as 1899, Élie Metchnikoff had proposed that antiserum could be developed and used therapeutically to mitigate cellular immunity. At the time though the accepted dogma was that transplant rejection was solely the result of a humoral or antibody-mediated response, and did not involve a cellular component. It was only in 1914, that James B. Murphy showed that the lymphocyte was central to immunity. He showed that graft rejection was reliant on lymphocytes and that by removing or inactivating lymphocytes (using irradiation, splenectomies, or immunosuppressants, such as benzol) rejection could be prevented or graft survival extended. In the same year, Alexis Carrell showed that by irradiating skin graft recipients, their risk of rejection and loss of graft diminished, but this was largely a forgotten finding.

1.2.2 Cellular Nature of Rejection

In the 1930’s, the German Leo Loeb dismissed the importance of lymphocyte involvement in skin graft rejection in inbred mice. However, a decade later in the UK, Peter Medawar demonstrated in rabbit skin grafts the histological,
morphological and immunological nature of rejection\textsuperscript{19}. Loeb retracted his own conclusions regarding the nature of rejection by showing that the strength and timing of homograft rejection was determined by the genetic disparity of donor and recipient lymphocytes\textsuperscript{20}.

1.2.3 First Human Renal Transplant

Despite the advances in identifying the causes of rejection and graft failure, little was done to prevent it in experimental transplants performed around the same time. It was well-known during the early 20\textsuperscript{th} century that autografts were more successful than homografts but there was no consensus as to the mechanism. This did not prevent the Russian transplant surgeon, Yurii Voronoy, from attempting the first human to human renal transplants in 1933\textsuperscript{21}. The transplant was performed across blood group mismatches and the donor organ was harvested 6 hours after death – both factors contributed to its rapid failure. In the USA, Richard Lawler performed what seemed to be the first successful human renal transplant\textsuperscript{22}. However, his findings were misleading, as the transplant was performed on a patient whom had impaired but not terminal renal function. When the graft failed, the kidney was found to have been necrotic and shrivelled, indicative that the graft had been rejected.
1.2.4 Chimerism and Graft Acceptance

Continuing their work in skin homografts, Medawar,Billingham and Brent, investigated a phenomenon initially observed in fraternal cow twins, where homografts were far less likely to be rejected than in other transplants\textsuperscript{23}. Their work was based on the observation in 1945 by Ray Owen, who showed that Freemartin fraternal twin cows, who shared a placenta in utero exchanged red blood cells and stem cells between each other\textsuperscript{24}, and existed in a state of chimerism, where genetically disparate cells co-existed, and did not reject homografts. This lead to the conceptual understanding by Medawar and Billingham, that chimerism explained the acceptance of skin homograft between fraternal twins because the recipient had developed tolerance to the twin in utero. At the time though it did not seem likely that chimerism could be induced in humans and there was no apparent clinical application of chimerism in humans\textsuperscript{18}. Figure 1.1 b) shows the landmarks in transplantation between 1914 and 1951.
Figure 1.1b) Timeline of Landmark Events in the history of Transplantation

Colours indicate event association: In vitro (green); animal (purple); human (red); transplantation technology/ networks (orange)
1.2.5 Methods of Preventing Rejection

The nature of tolerance, at least in chimeric animal models was known but it was still not clear how either a chimeric state in animals could be induced or how to suppress rejection. One approach was to remove lymphocytes through ablative total body irradiation (TBI). TBI would deplete cell function rendering them unable to act in a host versus graft response. Carrel had already shown as early as 1914 that full body irradiation would improve skin homograft outcomes\textsuperscript{17}.

By 1951, Medawar and Billingham began investigating rodents to identify whether cortisone, which had previously been shown to have a profound influence on the activity of cells that mediate immune responses as well as those that are involved in wound healing, could improve homograft acceptance. They showed that this was indeed the case\textsuperscript{25}.

William J. Dempster used both irradiation and cortisone in dog renal recipients but neither seemed to show any improvement in graft survival or acceptance\textsuperscript{26,27}. He concluded that neither treatment had much effect on graft survival and advised against further transplants in humans. Others were not of the same opinion; in 1951, Küss and Bomget separately performed 9 renal homografts in Paris\textsuperscript{28}. Of the donors, 8/9 were guillotined criminals – the other was a living-related donor. They used irradiation as a means of reducing the cellular immune response to the homografts and implanted the organs retroperitoneally in the pelvis, re-vascularised with the iliac vessel – a technique
that is still in use today. Unfortunately the majority of the organs had little function and all the recipients died within days or weeks\textsuperscript{29}. At the same time in Boston, USA, a similar transplant program was underway. David Hume performed 9 kidney transplants between 1951 and 1953\textsuperscript{30}. The donors were all recently deceased during surgery, or in some cases, the organ had been removed from a patient with hydrocephalus whose ureter was needed to drain excess cerebrospinal fluid to the bladder. The majority of the organs were implanted in the thigh with the ureter protruding from the skin. Some, but not all of the recipients, were treated with Adrenocorticotropic Hormone (ACTH)/Testosterone in an effort to improve renal function, and cortisone to improve graft survival. Generally, the transplants were not successful; only 4/9 showed any function and in three of those, the function was very brief. One transplant did however function for 5.5 months before rejection. Joseph Murray performed a similar successful transplant in 1954 between identical twins\textsuperscript{31,32}. The scientific success of this transplant was insignificant and it was already known that identical twins would tolerate a homograft – this added very little to the major problem in transplantation at the time: rejection. It was also not a practical advance as receiving an organ from such a donor was only an option for a very small proportion of the population. However, this transplant following on from the less successful performed in Boston and Paris maintained the slim hope that solid organ homografts could be successful in humans.
In 1955 Joan Main and Richmond Prehn induced experimental chimerism by irradiating mice and then inoculating the recipient of a skin graft with bone marrow from the donor\textsuperscript{33}, which was also later confirmed in dogs\textsuperscript{34}.

The “Main-Prehn” technique was later used in human renal transplants for the first time\textsuperscript{35,36}. Murray et al (1958) transplanted two patients using this chimeric technique and a further ten who were only treated with TBI. Over 90\% (11/12) of patients died within a month, and the one who survived received bone marrow from his semi-allogeneic fraternal twin. This was the first time the genetic barrier had been breached. The recipient survived for more 20 years.

Shortly after Murray’s transplants, Jean Hamburger used the same irradiation treatment in another fraternal twin donor-recipient pair – the recipient also survived for more than 20 years and died of unrelated causes\textsuperscript{37}. To show that these fraternal twin cases were not caused by chimerism induced in utero, Hamburger & Küss (1962) performed a further four irradiation-conditioned renal transplants with non-related donors\textsuperscript{38}. These findings justified the continuation of solid organ transplant research and also demonstrated that chimerism was not a requirement for a successful transplant.

1.2.6 Graft-Versus Host Disease

The mechanisms leading to transplanted tissue and cell rejections were becoming clearer at this time. In the late 1950s Billingham and Brent first
identified Graft-Versus Host Disease (GVHD) in mice in which they had induced chimerism through bone marrow inoculation in neonates. They identified certain chimeric mice as sickly runts and found that this was because immunocompetent cells in the neonatal inocula had migrated to, and attacked, the hosts' lymphoid tissue. Shortly thereafter, Simonsen demonstrated how GVHD occurred in chickens in which he had injected allogenic lymphoid cells as embryos. He also demonstrated that lymphocytes, previously thought to remain static in tissue, were in fact mobile. Gowans later showed that not only were lymphocytes mobile, but they recirculated from the blood to the lymph and back. This was the first report showing that cells from the donor graft, namely stem cells, could recognize and reject the host.

The mechanism by which cells recognised allogeneic antigen was later discovered to be due to the Human Leukocyte Antigen (HLA) system. These “transplantation antigens” were discovered by Jean Dausset, building on the work of Rose Payne and Jon van Rood using leukocyte agglutination in human sera from pregnant women. These serological HLA phenotyping techniques, which were used for decades, have now been superseded by DNA technologies.

**1.2.7 Immunosuppressant Advances**

Cortisone had been shown to be ineffective in preventing rejection and there was no other more effective immunosuppressant available in 1958. In an effort
to induce immune tolerance in a rabbit model, Schwartz and Dameshek found that 6-mercaptopurine (6-MP) was effective in reducing the antibody response to bovine albumen\textsuperscript{46}. They went on to show that 6-MP extended the survival of skin homografts\textsuperscript{47}. Calne and Hume then both independently tested the effect of 6-MP on the rejection of renal homografts in dogs\textsuperscript{48,49}. They found that 6-MP significantly prolonged graft survival. It was still not clear how best to make use of this new immuno-suppressant in human transplants though. Figure 1.1 c) shows the transplantation landmarks between 1951 and 1959.
Figure 1.1c) Timeline of Landmark Events in the history of Transplantation

Colours indicate event association: In vitro (green); animal (purple); human (red); transplantation technology/ networks (orange)
1.3 Transplantation History: late 20th Century landmarks

1.3.1 First National Research Conference on Transplantation

In 1963 the first National Research Conference (NRC) on transplantation took place and the majority of research showed poor results for solid organ transplantation. Hundreds of transplants had been performed yet less than 10% of the recipients had survived for up to 3 months\textsuperscript{50}. Of all the recipients who had been treated with an irradiation conditioning regimen, only 6 had approached or achieved 1 year survival\textsuperscript{51}; of the ten recipients that Murray et al had treated with a combination of 6-MP and azathioprine (a new immunosuppressant) instead of irradiation, only one survived for a year and at the time of the conference, the graft was failing – others all died within 6 months\textsuperscript{52}.

1.3.2 Starzl's Immunosuppressant Protocol Success

Tom Starzl then described a new immunosuppressant protocol that had resulted in 70% graft survival at 1 year\textsuperscript{53}. He had more surviving transplant recipients than the rest of the 1963 NRC attendees combined\textsuperscript{51}. Starzl had observed that rejection usually occurred in patients on azathioprine alone. He had found that this rejection was reversible when the patients were treated with prednisone and in most patients on the combination therapy, drug doses could be diminished without provoking rejection. His findings were initially met with scepticism but as the inquiries progressed, more and more people became
convinced that the results were believable\textsuperscript{18,51}. Many of the conference attendees promptly visited Starzl in Denver to learn how to adopt the new immunosuppressant protocol\textsuperscript{54}. The new protocol allowed the success of future transplants in many centres globally.

**1.3.3 Technical Advances in Transplant Services**

The success of transplantation was not due only to surgical and immunosuppressive advances. Many other discoveries were needed in order for transplantation to become practical, and for organ procurement and transplantation networks to be established. The first of these was an invention by Charles Lindbergh\textsuperscript{55}. He invented an oxygen perfusion pump originally to be used for open heart surgery\textsuperscript{55}. The pump allowed for the reperfusion of donor organs, so making organ transportation a possibility. The advent of infusing organs with cold solution in order to preserve tissue from necrosis improved the viability of organs and prolonged transplant survival\textsuperscript{56} and in 1969, this was accepted as common practice. Donor organs could now be preserved and transportation between locations was possible\textsuperscript{57}. Figure 1.1 d) shows the landmarks in transplantation between 1960 and 1964.
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1.3.4 Organ Sharing Networks

Within a year of Starzl’s new immunosuppressive protocol being introduced, 50 new transplant programs had begun in the United States alone. In 1967, Paul Terasaki started the first organ-sharing network, meaning that donors from one hospital could supply organs to a recipient at another – this increased the numbers of organs available to potential recipients. Shortly after, Harvard Medical School made the recommendation that loss of brain function in an irreversible coma should be accepted as death – not only did this further increase the number of available donors but it was much easier to successfully harvest organs from donors whose vitals were still functioning. By 1969 the South Eastern Organ Procurement Foundation was established. This was to be precursor for the national network in the United States, the United Network for Organ Sharing (UNOS).

1.3.5 Histocompatibility in Transplantation Success

In 1964, Paul Terasaki developed the first microcytotoxicity assay. This assay mixed donor lymphocytes with recipient serum in micro-wells to test for the presence of donor-specific antibodies. It improved upon the cumbersome and inconsistent agglutination assays previously used. The assay could identify donor-specific antibodies in the serum that could predict hyper acute rejection as well as aiding the identification of optimal living-related donors. At the time it was thought that histocompatibility (matches between the different HLA alleles)
between donor and recipient was necessary for optimal graft survival. Terasaki later showed that when examining his database of kidney transplant recipients (1216 transplants across 52 centres) that there was no correlation with matching tissue types and allograft survival\(^{59}\) during the first 3 months. Later studies showed that long-term (>10 years) graft survival is related to the number of HLA matches\(^{63,64}\). The more mismatches in between donor and recipient in either class I or II, and in HLA-B and HLA-DR in particular, the poorer is long-term acceptance\(^{63-65}\).

**1.3.6 T-cell Depletion Therapies**

There are numerous factors that lead to the rejection of an allograft. These are initiated during the revascularisation of the graft, where ischemia-reperfusion injury induces the production of cytokines and chemokines as well as the activation of both donor and recipient APCs\(^{66}\). These processes not only attract allo-specific memory T cells to the graft, but also cause the differentiation of naive T cells to become allo-specific effector T cells. These cells can act to reject the allograft and the initial response is large, polyclonal, local and systemic and predominantly T-cell mediated\(^{66}\).

Antilymphocyte serum (ALS) had been proposed as a solution to cellular immunity by Metchnikoff\(^3\) but was ignored at the time of initial reporting. However, in 1966, Woodruff et al\(^{67}\) reported that ALS was remarkably effective in extending the survival of skin allografts in rodents. Later that year, Starzl was
the first to demonstrate that ALS could improve the outcomes of solid organ transplants by using it in renal and liver transplants in canines\textsuperscript{68}. He credited ALS for allowing him to perform the first successful human liver transplant\textsuperscript{69}. In 1981, Cosimi et al, introduced the use of monoclonal derivatives of ALS that were first directed at all T lymphocytes (marked by CD3) and CD4+ and CD8+ subsets\textsuperscript{70}. This laid the platform for the use of antithymocyte globulins (ATG), polyclonal antibodies directed at thymocytes, as a means of preventing GVHD in bone marrow transplant recipients\textsuperscript{71} or treating those experiencing cellular rejection\textsuperscript{72}.

ATG therapy is now used as a means of depleting lymphocytes in order to avoid early rejection in the majority of heart, lung, pancreas and renal transplants\textsuperscript{73,74}. The antibodies are primarily directed at T-cells but due to its polyclonal nature, ATG has also been shown to deplete NK cells, B cells, and plasma cells\textsuperscript{75–77}. Figure 1.1 e) shows the landmarks in transplantation between 1964 and 1978.
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1.3.7 First Heart Transplant

In addition to the first human liver transplant, in 1967 the first human heart transplant was performed in South Africa at Groote Schuur Hospital. Chris Barnard performed the transplant, but the recipient only survived 18 days. Barnard also performed a second heart transplant which was far more successful; this recipient survived for several years.

1.3.8 Immunosuppressive Protocols Improvements

During the 1970s two new immune-suppressive drugs also came to the market. Cyclosporine A, a fungal derivative, was first identified by Jean-François Borel in 1976 to have immunosuppressive qualities, and then used by Calne as a single agent in the treatment of 34 human kidney transplant recipients in 1979. Calne found it to be more potent than azathioprine but it was also toxic in higher doses, leading to infections, lymphoma and renal failure.

Starzl improved his own immunosuppressive protocol by using cyclosporine, instead of azathioprine, combined with prednisone. Of the first time kidney transplant recipients, 17/18 survived for at least a year; only one patient died, due to a cardiac failure. The new protocol improved the outcomes of kidney transplant recipients. Using the same protocol he also improved the outcomes of human liver, heart and lung transplants. Solid organ transplants were
brought to the level of a practical clinical service and became a viable treatment option for various organ failures\textsuperscript{51}.

In the late 1980s, Starzl further improved immunosuppressive drug protocols. He found that some solid organ transplant recipients experiencing rejection did not respond to treatment by cyclosporine, steroids or ATG and that by using a new more potent immunosuppressive drug, FK 506 (Tacrolimus), the rejection in these patients could be reversed\textsuperscript{87}. Tacrolimus soon replaced cyclosporine as the standard baseline immunosuppressive agent. Figure 1.1 d) shows the landmarks in transplantation between 1979 and 2008.
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1.3.10 Mechanisms of Tolerance

In the 1990s solid organ transplantation programs were routine throughout the world. Starzl identified that patients who had maintained successful kidney or liver grafts for up to 27-29 years had a level of donor chimerism. He postulated that chimerism was a cause and not a consequence of prolonged allograft survival. He proposed a hypothesis that a two-way mechanism existed for inducing tolerance; successful engraftment is the result of the responses of co-existing donor and recipient cells each to the other, causing reciprocal clonal exhaustion followed by peripheral clonal deletion. This was rebutted by Kathryn Wood and David Sachs, who argued that persistent microchimerism induced by the donor organ, as observed in long-term survivors, is likely to cause tolerance.

1.4. Human Immunodeficiency Virus (HIV) and Transplantation

1.4.1. Discovery of Acute Immunodeficiency Syndrome (AIDS)

In the 1980s, of large number of otherwise healthy young men were dying of rare diseases such as a Kaposi’s sarcoma, and Pneumocystis carinii pneumonia (PCP). Other opportunistic infections were often also found in these patients such as the bacteria, *Mycobacterium tuberculosis, Mycobacterium avium-intracellularare, Klebsiella pneumonia*, and other gram-negative aerobic bacteria as well as fungi such as *Candida albicans*, and *Cryptococcus neoformans*, and
protozoans *Toxoplasma gondii* and *Entamoeba histolytica*. This was concerning as a healthy, intact immune system would normally protect against these infections. Many of these men were drug users and all were homosexual. As a result, the condition afflicting this group was initially given the clumsy title of ‘Gay Compromise Syndrome’ and later the New York Times started referring to it as “Gay-related Immune Deficiency (GRID)” The CDC started using the term “Acquired Immunodeficiency Syndrome” or AIDS to describe the condition.

Initially, the only links between the patients suffering from AIDS were that they were mostly homosexual, engaging in risky sexual behaviour, as evidenced by the high numbers of sexually transmitted infections (STIs) found in combination with AIDS; many were drug users and all lived in metropolitan areas. Patients presented with a decrease in T lymphocyte numbers, which seemed to be the basis of AIDS. A year after it was first identified, more than 278 patients had died as a result of AIDS in the USA and one to three new cases were reported per day. Amongst these new cases, there were also heterosexual men and women (mostly intravenous drug users), Haitians who had recently immigrated to the USA and haemophiliacs. In 1982, there was the first case of a 20-month infant contracting AIDS from a blood transfusion. These epidemiologic findings indicated that the causal agent of AIDS was likely a blood borne infection.

The disease was not restricted to the USA either. There were reports of homosexual men with AIDS appearing in Europe in France, Denmark and
the UK, some, but not all of whom, had sexual partners in the USA. Reports also started appearing for cases in Uganda of a new wasting disease called 'slim disease' which was later to be shown to be AIDS\textsuperscript{108}, and later reports of AIDS in Zaire\textsuperscript{109} and Rwanda\textsuperscript{110}. The first reports of AIDS in South Africa were in 1983\textsuperscript{111}. With the growing number of cases worldwide, it became evident that the disease was an epidemic and could soon develop into a global pandemic. In order to combat the disease, the causal agent needed to be identified.

1.4.2 Identifying the causal agent of AIDS

Between 1983 and 1984, three separate groups independently showed that it was a retrovirus - an RNA virus that inserts a DNA copy of its genome into the host cell - later called the Human Immunodeficiency Virus (HIV), that caused AIDS\textsuperscript{112–114}. Françoise Barré-Sinoussi, working in Luc Montagnier’s group at the Pasteur Institut in Paris, suspected the causal agent of AIDS to be a similar retrovirus to the Human T Lymphocyte Viruses (HTLV-I & HTLV-II)\textsuperscript{115,116}. They confirmed the presence of a retrovirus, in a culture of cells from a lymph node of a patient with AIDS-like symptoms\textsuperscript{117}. They showed that this retrovirus was serologically different to HTLV-I & HTLV-II\textsuperscript{114}. Robert Gallo’s group used their already existing system of human T-cell cultures and antibodies to HTLV to detect, isolate and continuously produce a new retrovirus from a patient who had been identified as having pre-AIDS; they called the new virus, HTLV-III\textsuperscript{113}. They later showed that this was the same retrovirus that had been identified by Barré-Sinoussi under Montagnier\textsuperscript{118}. Jay Levy’s group confirmed what Gallo’s
group found, as well as confirming that Lymphadenopathy Associated Virus (LAV) and HTLV-III were the same retrovirus\textsuperscript{112} – they named it AIDS-associated retrovirus.

Gallo’s group managed to grow three different strains of the virus in a continuous culture\textsuperscript{119} - as a result, they developed the first blood test for the virus and methods for its continuous production, isolated the new retrovirus, performed analyses of its proteins, and provided evidence to show that it was the cause of AIDS\textsuperscript{119}. By 1985, blood tests were patented and developed so that patients, as well as donated blood, could now be tested for the virus\textsuperscript{119}.

A panel of experts in retrovirology was assembled by Harold Varmus to settle the naming of the virus\textsuperscript{120}. Montagnier, Gallo and Levy were included in the panel. Only by May 1986, did the panel formally declare that the virus would be known as Human Immunodeficiency Virus (HIV)\textsuperscript{121}.

1.4.3 The State of the Epidemic in the 1980s

The United States CDC published a report in 1986 detailing their goals for dealing with the AIDS epidemic. At the time, there were >19,000 cases reported, and >9,000 deaths that had been attributed to AIDS in the USA\textsuperscript{122}. They estimated that there were 1 – 1.5 million people infected with the virus. Cases had been identified in 50 different states and numerous countries worldwide. They were confident that they could eliminate the transmission of the virus causing AIDS by
the year 2000\textsuperscript{122}. There was growing public fear and hysteria surrounding the disease and those infected with it, in particular due to its associations with sex, homosexuals, drug use and immigrants\textsuperscript{123}.

1.4.4 Antiretroviral Drug Discoveries

In 1987, the anti-retroviral therapy (ART) for the treatment of HIV was brought to market, 3’-azido-3’-deoxythymidine (AZT)\textsuperscript{124}. The drug acted by inhibiting the action of the viral reverse transcriptase. It was rushed through the standard safety protocols to meet the demands of the epidemic\textsuperscript{125}. Single therapy with AZT was found to be largely ineffective due to short generation time of HIV and its high mutagenicity resulting in the appearance of drug-resistant variants\textsuperscript{126–128}. It was also shown to be toxic and many reports suggested it was safer not to take AZT\textsuperscript{127}. Although AZT increased survival rates at 24 weeks\textsuperscript{126} as well as increased CD4 counts\textsuperscript{129}, at 48 weeks the plasma RNA viral loads were comparable to placebos\textsuperscript{129}. Only when AZT started being used in combination with other ART drugs was it found to be effective in preventing disease progression without the development of drug resistance\textsuperscript{130}. The invention of AZT started an era in which HIV infection became a treatable chronic disease\textsuperscript{131}.

In 1992, didanosine (ddI), a new nucleoside reverse transcriptase inhibitor (NRTI) was approved by the FDA and made available to the public\textsuperscript{132,133}. An alternative to AZT was needed due to the toxic effects of AZT\textsuperscript{127}. Patients failing AZT could switch to ddI treatment\textsuperscript{132}. In 1994, another NRTI, zalcitabine (ddC),
was introduced to the market. Alternating AZT with ddC was shown to reduce the toxicity associated with either drug, while still maintaining a strong antiretroviral activity\textsuperscript{134}.

\textbf{1.45 The Highly Active Retroviral Therapy (HAART) Era}

In 1996 a double-blind randomized trial of AZT monotherapy versus combination NRTI therapy of AZT plus ddl or ddC\textsuperscript{135} demonstrated that combination regimens prolonged life and delayed disease progression. The 1996 AIDS conference saw the introduction of combinatorial ART therapy and a turning point in the management of HIV/AIDS\textsuperscript{131}. In the following years, several new antiretrovirals were put into trial and FDA approved, including the new classes of protease inhibitors (PIs), non-nucleoside reverse-transcriptase inhibitors (NNRTIs), integrase inhibitors (INSTIs), Fusion inhibitors (FIs) and chemokine receptor antagonists (CCR5 antagonists)\textsuperscript{136}. Highly active antiretroviral therapy (HAART) was introduced when two NRTIs could be combined with a PI\textsuperscript{137-139}, although it has been continually updated based on the most effective combinatorial ART available\textsuperscript{136}. HAART has been shown to be the most effective treatment for HIV\textsuperscript{131}.
1.4.6 The Impact of HIV on Transplantation Services

There were a number of safeguards established to prevent the unintentional spread of HIV through public health services, such as preventing high risk individuals from donating blood/plasma, and screening donated blood/plasma for HIV-specific antibodies\textsuperscript{140} using an enzyme-linked immunosorbent assay (ELISA). This ELISA was not highly sensitive, and as a result there were still transmissions observed in blood transfusions from HIV-antibody negative donors\textsuperscript{141}. In 1988, a public health service act was passed in the United States known as the Health Omnibus Programs Extension (HOPE) Act of 1988 – also known as the AIDS Amendment Act. It outlined research programs, changes to health services, HIV prevention programs and the establishment of a national commission on AIDS\textsuperscript{142}. This act also made it illegal to transplant organs from an HIV-positive donor. Transplantation requires that the recipient receive chronic immunosuppression in order to prevent the loss of immune suppression. HIV infection can cause the reactivation of many other viruses, such as cytomegalovirus (CMV) and Epstein-Barr Virus (EBV). These viruses can lead to transplant rejection. These factors, combined with life-long ART and the implications of the HOPE Act of 1988, meant that HIV-positive patients were ineligible for organ donation, as well as considered to be poor candidates for organ transplantation\textsuperscript{143–145} – and in the case of renal transplantation, it was recommended that HIV-seropositive patients with ESRD would be better treated with dialysis than transplantation\textsuperscript{145,146}. If transplantation was absolutely necessary, it should only be performed in centres that had extensive experience
in organ transplantation and HIV/AIDS management\textsuperscript{145,146}, of which at the time, there were almost none. These changes effectively made organ transplantation impossible for HIV-positive patients.

1.4.6 HIV-related Kidney Pathologies

HIV has been shown to affect many organs, such as the kidney, liver, heart and brain\textsuperscript{147–150}. In 1985, 5.4% of AIDS patients had organ failure and it one of the leading causes of death in patients with late-stage AIDS\textsuperscript{151}. These deaths were often attributed to secondary infections, which occurred due to the immunocompromise caused by HIV. HIV was known to affect the kidney’s functioning as early as 1984\textsuperscript{152}. Multiple causes for kidney failure in HIV infection have since been identified, these are summarised in Table 1.1
Table 1.1 Differential diagnosis of kidney disease in HIV-infected patients

<table>
<thead>
<tr>
<th>Acute kidney injury</th>
<th>Chronic kidney disease</th>
<th>Fluid and electrolyte disorders</th>
<th>Antiretroviral nephrotoxicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common HIV non-specific causes</td>
<td>HIV-specific glomerulopathies</td>
<td>Disorders of osmolality</td>
<td>AKI: abacavir, atazanavir, didanosine, indinavir, ritonavir, saquinavir, tenofovir</td>
</tr>
<tr>
<td>Opportunistic infections&lt;sup&gt;a&lt;/sup&gt;</td>
<td>HIV-associated nephropathy (HIVAN)</td>
<td>Potassium disorders</td>
<td>CKD: abacavir, atazanavir, indinavir, lopinavir, tenofovir</td>
</tr>
<tr>
<td>Kidney hypoperfusion and ischaemia</td>
<td>HIV immune complex kidney disease (HIVICK)</td>
<td>Acid-based disorders</td>
<td>Acute interstitial nephritis: abacavir, atazanavir, indinavir</td>
</tr>
<tr>
<td>Acute interstitial nephritis</td>
<td>Immune complex-mediated glomerulonephritis</td>
<td></td>
<td>Fanconi syndrome: tenofovir, didanosine, abacavir</td>
</tr>
<tr>
<td>Rhabdomyolysis</td>
<td>Post-infectious glomerulonephritis</td>
<td></td>
<td>Renal tubular acidosis: lamivudine, stavudine,</td>
</tr>
<tr>
<td>Urinary tract obstruction: blood clots, fungus balls or crystalluria&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Immunoglobulin A nephritis</td>
<td></td>
<td>Crystalluria, lithiasis: indinavir, atazanavir and (rare): nelfinavir, amprenavir</td>
</tr>
<tr>
<td>HIV-specific glomerulopathies&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Mixed sclerotic/inflammatory disease</td>
<td></td>
<td>Nephrogenic diabetes insipidus: didanosine, tenofovir</td>
</tr>
<tr>
<td>Drugs&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Membranous glomerulopathy</td>
<td>Others</td>
<td></td>
</tr>
</tbody>
</table>
| | Lupus-like disease | | HIV, human immunodeficiency virus; HCV, hepatitis virus C; FSGS, focal segmental glomerulosclerosis; AKI, acute kidney injury; CKD, chronic kidney disease. <sup>a</sup>Less common since combination antiretroviral therapy (cART) introduction. <sup>b</sup>More common since cART introduction. <sup>c</sup>Including antiretroviral drugs listed in Antiretroviral nephrotoxicity.
After the introduction of HAART, there were sustained reductions in AIDS-related deaths and opportunistic infections across diverse patient populations\textsuperscript{157-163}. HAART also resulted in prolonged disease-free survival, durable HIV virologic suppression (as determined by reduced plasma viral load), immunologic (CD4\textsuperscript{+} T cell) recovery, and reductions in hospitalization rates\textsuperscript{164}. Between 1996 and 2004 there was a decrease in HIV-positive patients dying from AIDS-related causes, and as a result, proportionately more HIV-infected patients were dying from more non-AIDS-defining-illnesses (NADIs)\textsuperscript{131}; the percentage of deaths due to NADIs rose from 13.1\% pre-HAART (1996) to 42.5\% in 2004\textsuperscript{131}. Renal and hepatic diseases were both NADIs that proportionately increased during this period. The treatment for end-stage renal and hepatic disease in the general population was transplantation and there was a rapidly increasing population on both kidney and liver transplant waiting lists as a result of comorbidities associated with HIV\textsuperscript{165}.

1.4.7 Renal Transplantation in HIV-positive Patients

A 1990 study investigating the outcomes of transplant recipients who were undiagnosed as HIV-positive or seroconverted as result of transplantation, indicated that transplantation in the HIV-positive population would be possible once deaths due to AIDS-related complications were reduced\textsuperscript{166}. Further studies showed that both patient and graft survival were similar in HIV-negative and HIV-positive transplant recipients\textsuperscript{167}. Due to these findings and the advances in HAART, Peter Stock, a transplant surgeon at the University of California San
Francisco initiated a pilot study\textsuperscript{168} and eventually a multi-centre, prospective trial to examine the safety and efficacy of renal transplantation between HIV-negative donors and HIV-positive recipients. Between 2003 and 2009, 150 participants underwent HIV-negative to HIV-positive renal transplants\textsuperscript{169}. The outcomes indicated that these transplants were safe and effective as mean graft-survival rates fell between those reported in the national database for older kidney-transplant recipients (≥65 years) - who are offered transplantation selectively because they are at increased risk for graft loss or death - and those reported for all kidney-transplant recipients. Transplant recipients also showed no acceleration in their HIV disease progression profiles despite the immunosuppression and drug interactions\textsuperscript{169}. They did however find that there were higher rates of rejection in the HIV-positive population as compared to the HIV-negative control transplants in this study as well as their pilot study\textsuperscript{167,169}. They therefore recommended a T-cell depletion induction therapy (anti-thymocyte globulin, ATG) in patients at very high risk of immunologic rejection as well as close monitoring of, and swift response to, potential rejection events.

1.4.9 HIV Epidemic In South Africa

As mentioned in Section 1.4.1 (pg. 25), the first patients with AIDS in South Africa were reported in 1983. During the 1980s the majority of HIV cases were only found in homosexual males. By the end of 1989 surveillance studies showed high rates of HIV infection in the heterosexual population, predominantly mine workers\textsuperscript{170} and blood donors\textsuperscript{171}. Between 1990 and 1994 it became apparent
that the heterosexual epidemic was exceeding the homosexual epidemic in South Africa. The National HIV prevalence rates, based on annual antenatal surveys, increased from 0.76% in 1990, to 10.44% in 1994 and to 22.4% by 2000. Age categorized prevalence data from antenatal clinics gave an indication of incidence in sexually active women. The first South African household survey of HIV prevalence, incidence and behavioural risks of men, women and children older than two years, was performed in 2002. It reported that the HIV prevalence in the general population in 2002 was 11.4% (Confidence Interval [CI] 10.0% - 12.7%). The report also showed that was a higher HIV prevalence in adult (15-49 years old) females (17.7%) than males (12.8%).

By 2000, the epidemic was spread throughout Africa, with Sub-Saharan Africa bearing the burden of disease – there were an estimated 36.1 million people living with HIV of which 25.3 million were in Sub-Saharan. Sub-Saharan Africa differed from the rest of the world in that there was a higher prevalence of women with HIV, and dying from AIDS-related illnesses, than men – this may be due to the main source of prevalence data coming from antenatal surveys. 2000 was the first year that the regional HIV incidence in Sub-Saharan Africa was stabilizing, with an estimated 3.8 million new infections as opposed to 4 million the year before. This was largely due to education campaigns and the initiation of HAART in most countries.
1.4.10 Delay of HAART and PMTCT in South Africa

Many Sub-Saharan African countries initiated public HAART and Prevention of Mother to Child Treatment (PMTCT) programs between 2000 and 2007 - South Africa delayed these interventions. According to UNAIDS, by 2007 South Africa had the highest number of people living with HIV in the world with 5.7 million people [4.9 million–6.6 million]\(^1\), an increase from 4.7 million [4 million – 5.0 million] from 2001\(^2\).

The South African HIV/AIDS/STD National Strategic Plan for 2000 – 2005 included investigating the potential use of antiretrovirals only for PMTCT and occupational exposure (e.g. needle stick injuries), but not as a treatment option for people living with HIV\(^3\). In 2001, South Africa announced that it would make ART available to pregnant mothers as part of PMTCT\(^4,5\). Initially PMTCT consisted of single therapy with Nevirapine (NVP). Only in 2008 did the South African government announce that it would provide HAART to people with late stage HIV-related complexes (WHO stage 3 or 4)\(^6\) and expand combination ART to the PMTCT program\(^7\). At the time the prevalence of HIV in the general population was 10.9\% (CI: 10.0\% – 11.9\%)\(^8\). This had increased to 12.2\% (CI: 11.4\% – 13.1\%) by 2012\(^9\).
1.4.11 HIVAN and HIV-related Kidney Disease in South Africa

As a probable result of the delay in providing HAART, South Africa still has the highest HIV prevalence in the world\textsuperscript{183}. There are also a large number of patients suffering from secondary conditions related to HIV infection of which HIV-Associated Nephropathy (HIVAN) is of particular importance. HIVAN is by far the most common kidney complication in people living with HIV\textsuperscript{184–186}. It is the result of viral infection and replication in the kidney\textsuperscript{187–189}. Characteristic focal segmental glomerulosclerosis (FSGS) and tubular interstitial disease is diagnosed by biopsy\textsuperscript{186,190}. Clinically, it presents as a rapid decrease in the glomerular filtration rate (GFR), heavy proteinuria and rapid progression to End-Stage Renal Disease (ESRD)\textsuperscript{191}. HIVAN is particularly problematic in the African context as there is evidence to suggest that people of African descent are genetically more susceptible to developing HIVAN\textsuperscript{190,192} due to a specific single-nucleotide polymorphism (SNP) in the Apolipoprotein L1 (APOL1) gene, found in a high prevalence in West African descendants\textsuperscript{193,194}. A biopsy study at the Chris Hani Baragwanath Hospital in Soweto, South Africa showed that HIVAN was present in 27.3% (27/99) of biopsied patients with HIV\textsuperscript{195}. This does not account for other forms of non-collapsing FSGS nor other chronic kidney diseases. At present, the standard treatment for HIVAN is HAART.
1.4.12 HIV-positive to HIV-positive Renal Transplants

Patients with HIV and kidney failure require dialysis for continued renal function and eventually require Renal Replacement Therapy (RRT). In a resource-limited setting such as South Africa, the availability of dialysis as well as RRT is very limited. Spurred on by the outcomes of the pilot study by Stock et al\textsuperscript{168}, Elmi Muller, a transplant surgeon at Groote Schuur Hospital in Cape Town, South Africa made history by performing the first 4 renal transplants between HIV positive deceased donors and HIV positive recipients\textsuperscript{196} in November 2008. The rationale behind the study and some immunological results of the follow-ups of these transplants will be explored in this dissertation.

1.5 Aim of the dissertation

Transplantation success is determined by a balance between inflammation and tolerance. This balance needs to be maintained in order to achieve graft acceptance without inducing dysfunctional immunity. In operational tolerance (tolerance in the absence of immunosuppression) regulatory T cells have been suggested to control the effect of allo-reactive T cells, preventing rejection without immunosuppression\textsuperscript{197–199}. In HIV positive patients a balance is also required between regulatory and effector cells so that the viral load can be controlled while maintaining a functional immune system. Regulatory T cells have been shown to be involved in maintaining this balance\textsuperscript{200}. There is little known about the impact of T-cell depletion therapy on HIV disease progression.
but it has been shown to reduce the risk of acute rejection in HIV-positive kidney transplant recipients\textsuperscript{201}. ATG has been shown to alter the proportions of different T-cells populations in such a way that a higher proportion of regulatory T cells to effectors T cells exists at post treatment\textsuperscript{202–204}. There is however no evidence as to what effect T-cell depletion will have in a HIV-positive patient receiving renal transplantation on the T-cell repertoire and Regulatory T cells in particular.

The aim of this dissertation is to investigate the impact of T-cell depletion therapy combined with maintenance immunosuppression and renal transplantation on the relative proportion of peripheral regulatory T cells in HIV-positive patients receiving renal transplants from HIV-positive donors.

This aim was achieved by completing several objectives:

1) Use a Luminex assay to measure the concentrations of inflammatory and regulatory peripheral proteins in plasma over the first 3 months post ATG and transplantation
   a. Investigate the changes in inflammatory and regulatory proteins in selected recipients over time
   b. Compare the changes in the inflammatory and regulatory peripheral proteins in selected recipients with acute rejection to those with no acute rejection
c. Identify proteins that changed in concentration over time in all recipients
d. Correlate the concentrations of the inflammatory and regulatory proteins with clinical and biological factors of the recipients
e. Identify which of the inflammatory and regulatory proteins differed between patients and to what extent

2) Build a polychromatic flow cytometry panel to phenotype T cells in the periphery post-transplant based on the results from the Luminex assay
   a. Phenotype T cell subsets at one year post-transplant
   b. Phenotype T cell subsets at baseline
   c. Compare changes in the T cell proportions at baseline to one year post transplant.
CHAPTER 2: Details of the HIV+-to-HIV+ transplant cohort and selected patients

2.1 Background and Aims

The increased coverage of anti-retroviral therapy (ART) in South Africa has been successful in extending the lives of individuals living with HIV\textsuperscript{131,205}. HIV-infected patients now live longer than before\textsuperscript{206} as a result they are at a greater risk of developing chronic conditions long term ART and prophylactic medications use, or causes unrelated to HIV\textsuperscript{207}. South Africa has the highest prevalence of HIV in Africa\textsuperscript{183,208} and as much as 22\% of the HIV-infected population may develop chronic kidney diseases (CKD)\textsuperscript{185,209,210}. Biopsy studies have reported that ±30\% of CKD in HIV-infected patients is attributed to HIV-associated Nephropathy (HIVAN)\textsuperscript{211–213} which can lead to end-stage renal disease (ESRD) and death particularly in resource-limited settings where dialysis treatment options are limited. Stock et al., showed that renal transplants from an uninfected donor to a HIV-infected recipient are safe and successful in treating ESRD\textsuperscript{169}. However, an increasing number of HIV-infected patients are waiting for transplants\textsuperscript{214}.

Organs from HIV-infected deceased donors (HIVDD) can create a new source of expanded organ availability for HIV-infected patients in need of a transplant. The use of these organs, that would otherwise be discarded, could also benefit the HIV-uninfected population by removing HIV-infected individuals from transplant waiting lists. An exploratory study to assess the safety and efficacy of HIV-
positive to HIV positive renal transplants was started in 2008 in South Africa at Groote Schuur Hospital. To date, 43 HIV-infected individuals have been transplanted with kidneys from HIVDD. The preliminary data as well as the 3-to-5 year follow-ups show that these transplants are safe and effective\textsuperscript{196,215}

This chapter describes the cohort and which samples from the deceased donors and transplant recipients were used in this dissertation.

### 2.2 Inclusion and Exclusion Criteria

#### 2.2.1 Inclusion Criteria

To be a candidate for the Renal Replacement Program at GSH, HIV-infected patients must have been diagnosed with CKD and approaching Stage V of the disease. The candidate needed to be on a stable HAART regimen for at least 6 months prior to screening, unless there had been changes made due to toxicity/drug-drug interactions in which case the candidate needed to be show excellent adherence for at least 3 months. Their viral load needed to be undetectable (<50 copies/ml) and CD4\textsuperscript{+} T cell counts greater than 200 cells/\mu L at 16 weeks prior to transplantation. If the candidate had opportunistic infections or neoplasms (see Table 1.1 for details) then they needed to be on appropriate acute and maintenance therapy with no sign of active disease.
### Table 2.1 Opportunistic infections/Neoplasms and treatment required for inclusion

<table>
<thead>
<tr>
<th>Opportunistic Infection/</th>
<th>Treatment Required for Inclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Candidiasis of Esophagus or Vagina</td>
<td>Response to treatment with no recurrence in the last 6 months on HAART.</td>
</tr>
<tr>
<td>Encephalopathy (HIV related)</td>
<td>Diagnosed prior to HAART, resolved on HAART and no evidence of progression.</td>
</tr>
<tr>
<td>Isopsoriasis (chronic intestinal)</td>
<td>Good response to treatment without history of recurrence in the last 6 months on HAART</td>
</tr>
<tr>
<td>Mycobacterium tuberculosis</td>
<td>Completed treatment with clinical, radiological and microbiological response. Must be on INH secondary prophylaxis.</td>
</tr>
<tr>
<td>Non-tuberculosis Mycobacteria</td>
<td>Completed treatment with clinical, radiological and microbacterial response, with no recurrence in the last 6 months on HAART.</td>
</tr>
<tr>
<td>Pneumocystis pneumonia (PCP)</td>
<td>Completed treatment with clinical and radiological response. Must be on / restart secondary cotrimoxazole prophylaxis</td>
</tr>
<tr>
<td>Recurrent bacterial infections</td>
<td>Completed treatment with clinical, ±radiological and microbacterial response with no recurrence in the last 6 months on HAART</td>
</tr>
<tr>
<td>Non-typhodial Salmonella Septicemia</td>
<td>Completed treatment with clinical response and no recurrence in the last 6 months on HAART</td>
</tr>
<tr>
<td>Toxoplasmosis (CNS)</td>
<td>Completed therapy and CT/MRI shows signs of resolution without active disease and is on secondary cotrimoxazole prophylaxis</td>
</tr>
</tbody>
</table>

#### 2.2.2 Exclusion Criteria

Candidates were not considered for inclusion into the study cohort if they had any opportunistic infections or malignancies that are not included in Table 2.1 or...
treated as in Table 2.1. If the candidate had the following
malignancies/opportunistic infections then they were not considered for
inclusion: Kaposi’s sarcoma, lymphoma, or other EBV- or HHV8-associated
Lymphoproliferative diseases; any other neoplasm except for anogenital
carcinoma in situ, adequately treated basal/squamous cell carcinoma (BCC/SCC)
or SCC of skin, or solid tumour disease free at 5 years; cytomegalovirus disease:
retinitis or disseminated infection; deep fungal infection (Cryptococcus;
histoplasmosis; candidiasis at a site other than the esophagus or vagina
sporotrichosis, aspergillosis, fusariosis); any other disseminated fungal
infections; Disseminated Herpes Simplex virus infection; Multi-drug resistant
(MDR) or extensively-drug resistant (XDR) tuberculosis; Progressive multifocal
leukoencephalopathy; Chronic intestinal cryptosporidiosis of > 1 month
duration; Untreated hepatitis B or hepatitis C co-infection with active viral
replication, where treatment for hepatitis B or C should be considered first. No
candidates with advance cardiac or pulmonary disease were considered. If
candidates had documented HIV resistance to all 3 antiretroviral classes (NRTIs,
NNRTIs and PIs) or an inability to comply with the immunosuppressive protocol
or advanced cardiac or pulmonary disease then they were also not included in
the study.

2.3 Details cohort of all HIV* to HIV+ Recipients

Since 2008, there have been a total of 43 recipients from 24 deceased donors. All
recipients met the inclusion criteria. All recipients received ATG induction
therapy for 5 days post transplant due to the increased risk of rejection in HIV positive renal transplant recipients\textsuperscript{201} and were placed on maintenance immunosuppression of prednisone, mycophenolate mofetil and Tacrolimus. The summary of the numbers of recipients, donors, and their sex, age, pre-transplant CD4 count and the median follow up time was recorded (Table 2.2). Viral loads were undetectable for all recipients at TP. The number of patients that lost their grafts or died with a functional graft was included as was the number of recipients that had biopsy-confirmed T-cell mediated rejection (TCMR) and Antibody mediated rejected (ABMR). The number of recipients in which HIVAN was the cause of renal failure (RF) before transplantation (pre-TP), as well as the number of recipients that developed HIVAN after transplantation (post-TP) was also included.

<table>
<thead>
<tr>
<th>Table 2.2. Summary Data for all participants in HIV+ to HIV+ transplants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of recipients</td>
</tr>
<tr>
<td>Number of donors</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Median Age (IQR)</td>
</tr>
<tr>
<td>Median Baseline CD4 count/μL (IQR)</td>
</tr>
<tr>
<td>Median months followed up (IQR)</td>
</tr>
<tr>
<td>Number of grafts lost</td>
</tr>
<tr>
<td>Died with functional graft</td>
</tr>
<tr>
<td>TCMR</td>
</tr>
<tr>
<td>ABMR</td>
</tr>
<tr>
<td>HIVAN as cause of RF (pre-TP)</td>
</tr>
<tr>
<td>HIVAN post-TP</td>
</tr>
</tbody>
</table>
2.4 Sample Collection

Samples were collected shortly before transplantation (Visit 000) then at regular intervals during the first year post-transplant (Visit 101 – 126). At Visit 000, blood was drawn from the recipient as well as the donor. From this blood, plasma and peripheral blood mononuclear cells (PBMCs) were isolated and stored. Two renal biopsy cores were removed from the donor kidney; one was sent for pathological scoring and the other saved for further work. At the other visits during the first year, blood was drawn from the recipients from which plasma and PBMCs were isolated and cryopreserved. At annual visits thereafter in years 2 – 5 (Visit 200 – Visit 500), the recipients had blood drawn and protocol biopsies performed. Non-protocol biopsies were also taken when a change in renal function was indicated.

**Figure 2.1.** Sequence of Events for Sample Collection. The visit time codes showing the time at which samples were collected are shown in Figure 2.1. Any
pre-transplant timepoints is designated Visit 000. Visits in the first year are named according to the weeks post transplant (PT) as V101 – V126. The post-transplant (PT) timepoints are designated as weeks PT (wksPT) or years PT (yrPT). The different samples collected and saved at each visit are shown.

**2.5 Clinical Details of Selected Recipients and Donors**

Of the 43 recipients, 10 were selected for investigation in this dissertation to identify changes in the peripheral immune and regulatory factors within the first 12 weeks post-transplant. These recipients were selected because there was both stored plasma and PBMCs available for Visits 000, 101, 103, 106 and 112. Table 2.3 shows the clinical details for these participants. This table uses the patient identifier (PID) for the study, the KID-PID, for the 10 selected recipients as well as their donors. There were 6 donors for these 10 recipients. The majority of the selected participants (8/10) were black, one was mixed race, and one white. There was an equal split of male (5/10) and female (5/10) participants. Their median age at transplant was 34.5 years (range: 27 to 52 years). CD4 counts were recorded in the week prior to transplantation for 9/10 participants. The median CD4 count was of 441 cells/μl (range: 233 to 973 cells/μl). The participants had protocol renal core biopsies taken as indicated in Figure 2.1 (pg. 48), as well as when the clinical signs suggested a decrease in renal function. From these biopsies, acute and chronic rejection was diagnosed. Recipients in which acute rejection was clinically indicated were treated with additional Tacrolimus and plasmapheresis. Only 2/10 of the recipients (KID-131
and KID-132) experienced acute rejection during the 12-week period. KID-131 had ABMR and KID-132 had a borderline change related to TCMR. There were no cases of graft loss or death in the 10 participants. The HLA-serotypes for the recipients are also included. Not all of the HLA-genes were sequenced for all recipients or donors. The HLA allele genotypes (indicated by ‘*’) and serotypes (indicated by no ‘*’) are displayed – where a dash is shown neither the genotype nor serotype is available for the HLA allele. It is not routine practice at GSH to HLA match deceased donors with recipients due to the small donor pool and large numbers of patients awaiting kidney transplants. The trigger for transplant allocation is based on being crossmatch negative using the most recent patient serum and two historical samples from the preceding 12 months. In the 10 patient samples selected, there were, however, a number of HLA matches between donors (highlighted in green), which was by chance. The numbers for the total matched HLA–alleles between the recipients and donors are summarised for each recipient.
<table>
<thead>
<tr>
<th>Table 2.3 Clinical details of Luminex-assayed patients</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recipient KID PID</strong></td>
</tr>
<tr>
<td><strong>Donor KID PID</strong></td>
</tr>
<tr>
<td><strong>Race</strong></td>
</tr>
<tr>
<td><strong>Sex at Tx</strong></td>
</tr>
<tr>
<td><strong>Age at Tx</strong></td>
</tr>
<tr>
<td><strong>Pre-op CD4</strong></td>
</tr>
<tr>
<td><strong>AR &lt;12wkPT</strong></td>
</tr>
<tr>
<td><strong>ART Rx1</strong></td>
</tr>
<tr>
<td><strong>ART Rx2</strong></td>
</tr>
<tr>
<td><strong>ART Rx3</strong></td>
</tr>
<tr>
<td><strong>HLA-A1</strong></td>
</tr>
<tr>
<td><strong>HLA-A2</strong></td>
</tr>
<tr>
<td><strong>HLA-B1</strong></td>
</tr>
<tr>
<td><strong>HLA-B2</strong></td>
</tr>
<tr>
<td><strong>HLA-DR1</strong></td>
</tr>
<tr>
<td><strong>HLA-DR2</strong></td>
</tr>
<tr>
<td><strong>HLA-DQ1</strong></td>
</tr>
<tr>
<td><strong>HLA-DQ2</strong></td>
</tr>
<tr>
<td><strong>HLA Matches (total)</strong></td>
</tr>
</tbody>
</table>
CHAPTER 3: MATERIALS AND METHODS

3.1 Standard Procedures

3.1.1 Plasma isolation from whole blood

As mentioned in Chapter 2 (Section 2.4, page 48), blood was collected at various study visits. For each participant, a total of 80ml of blood was collected in ten 8ml Anticoagulant Citrate Dextrose (ACD) tubes. In a Class II Biological safety cabinet, the blood was pooled and then layered onto a 50ml Leucosep™ tubes containing 15ml of Histopaque solution. The Leucosep™ tubes were then centrifuged at 2200 rpm for 18 min with the brakes off. When the spin was complete, separate layers were visible (Figure 3.1).

The plasma layer was first removed using a sterile serological pipette. Twenty 1ml aliquots of plasma were dispensed into labelled 2ml “o-ring” screw cap tubes. These were frozen at -80°C and their positions recorded.
A total of 25ml of whole blood was added on top of the barrier and centrifuged to separate the blood into layers of plasma, PBMC, Histopaque and Red Bloods Cells (RBCs).

### 3.1.2 PBMC isolation from whole blood

The PBMC layer in the Leucosep™ was carefully removed using a sterile Pasteur pipette. This was added to a 50ml polypropylene tube and topped up to 30ml with a wash buffer consisting of Phosphate Buffered Saline (PBS) solution and 2% Fetal Calf Serum (FCS). The PBMCs were washed twice. Each wash step included centrifugation of the PBMC solution at 1500 rpm for 10min with brakes on, discarding the supernatant and re-suspension of the pellet by the re-addition
of 30ml of the wash buffer for the next wash. After the second wash was completed, the PBMC pellet was resuspended in 10ml of wash buffer for counting. The count was performed by first mixing 10μl of the wash buffer cell suspension with 10μl of trypan blue in a 96-well plate well. A total of 10μl of this mixture was added to an automatic cell counting slide compatible with the TC20 Automatic Cell Counter and counted twice. For each count, the viability and live cells/ml was recorded. The total live cells in 10ml were calculated and a mean viability and live cells numbers was calculated for the sample. The cell suspension was topped up to 20ml with wash buffer and centrifuged at 1500 rpm for 10min again. The pellet was resuspended at a concentration of 20x10^6 cells/ml in cold FCS. Into cold, labelled cryovials, 500μl of the FCS cell suspension was added. A total of 500μl of 20% DMSO in FCS was added drop by drop while gently swirly each cryovial on ice to make the cell density 10 x 10^6 cells/ml. The cryovials containing 1x10^6 PBMCs in 1ml of 10% DMSO and FCS were moved to a Mr. Frosty™ Freezing Container (Thermo Scientific). The Mr Frosty™ Freezing Container was moved to the -80°C freezer overnight and the following day, the cryovials were moved to Liquid Nitrogen and their positions recorded.

3.1.3 Thawing PBMCs

When thawing PBMCs, the cryovials were removed from liquid nitrogen and 75% thawed in a 37°C water bath. Drop by drop, warm RPMI containing 10% FCS (R10) was added to the cryovials while gently shaking. This was transferred to a 50ml polypropylene tube and topped up to 30ml with warm R10. The R10
cell suspension was centrifuged at 1500 rpm for 10 min with the brakes on. The pellet was resuspended in 2% FCS in PBS (wash buffer) and centrifuged at the same speed again. This wash step was then repeated after which the pellet was resuspended in 10 ml wash buffer and counted as during freezing. The cell suspension was centrifuged as before and the pellet resuspended in a 2% FCS in PBS solution at a concentration of 20x10^6 cells/ml.

3.2 Luminex Assay Procedures

3.2.1 Luminex Concept

In order to determine the changes in peripheral proteins in plasma related to inflammation, regulatory activities of T cells and kidney-related injury, a luminex assay was developed to measure the concentrations of these proteins over time.

Luminex is a multiplex bead-based assay, similar to an enzyme-linked immunoassay (ELISA). It uses micro-beads linked to multiple antibodies specific to proteins of interest attached to the beads. The capture antibodies are located on a specific area of the bead, known as the bead region. The sample is incubated with the beads in a 96-well plate, in order for the proteins of interest to adhere to the capture antibodies attached to the beads. After an incubation period, the unbound sample is washed from the beads. A secondary detection antibody linked to biotin is incubated with the beads, where the addition of the secondary detection antibody greatly increases the specificity and sensitivity of the assay.
After washing, the beads are incubated with a Streptavidin-Phycoerythrin (PE) reporter. Each biotin molecule can bind up to five Streptavidin-PE molecules, amplifying the signal generated. A laser of 488nm excites the Streptavidin-PE. The median fluorescence intensity (MFI) of the emitted light is measured for each bead region using The Luminex 200 system (Luminex Corp., Austin, TX, USA). This can identify each of the unique bead regions to which specific antibodies are attached. By using a serially diluted standard of known concentrations of all the proteins of interest, one can determine the concentration of each analyte from the MFI.

Figure 3.2. Schematic representation of multiplexed microbead-based Luminex Assay. The figure shows the step-by-step procedure of the Luminex assay. Step one shows the samples added to the 96-well plates used for the luminex assay. Step two shows the inside of the well with the capture that bind the protein of interest. Step three shows the addition of the sandwich antibody
that binds to capture antibody/protein. In Step four, a reporter dye is added. The laser shown in Step five excites and the fluorescent intensity is recorded.

### 3.2.2 Luminex Assay Design

The Luminex 200 system was used to measure the concentrations of 67 different plasma proteins using two different kits for the selected recipients outlined in Chapter 2 (table 2.2, section 2.5, page 47). The plasmas assayed were isolated from blood drawn at different visits; Visit 000, 101, 103, 106 and 112 (Figure 3.3).

**Figure 3.3. Study visits where plasma protein concentrations were measured for 10 participants.** The visits used for the Luminex assay are shown in the figure. These included the visits prior to transplantation (V000), 1 week post-transplant (V101), 3 weeks post-transplant (V103), 6 weeks post-transplant (V106) and 12 weeks (V112) post-transplant where the Luminex assay was
performed. At each visit, blood was drawn and plasma extracted and stored.

These time-points were selected to give an indication of the acute changes in inflammatory and regulatory proteins in response to ATG treatment for 5 days immediately after transplantation and then maintenance immunosuppression. Plasma samples were thawed overnight at 4°C on ice to minimize heat shock to the plasma proteins and maximise protein recovery. Once thawed, the plasma was divided into 200μl aliquots and refrozen to ensure that assayed samples would have the same number of freeze-thaw cycles; in this case each had been through 2 freeze-cycles, the maximum permitted cycles before loss of cytokine protein concentration has been observed\textsuperscript{217}.

Two separate Luminex kits were used. The first was the Bio-Rad 37-plex Inflammation Panel (Bio-Rad, Hercules, California, USA). The analytes of which are shown in in Table 3.1 along with the classification of their mode of action as either Inflammatory, Regulatory of Dual Action, which was used for downstream analysis. The second panel was a custom 30-plex kit (Table 3.2) from eBioscience (San Diego, California, USA) that included inflammatory and regulatory proteins not included in the 37-plex kit as well as markers of tissue damage and remodelling. There were 3 cytokines (IL-2, IL-10 and IFN-γ), which were common between the two plates. These acted as inter-kit controls.
Table 3.1. Bio-Rad 37-plex Panel grouped according to primary mechanism of action

<table>
<thead>
<tr>
<th>Inflammatory</th>
<th>Regulatory</th>
<th>Inflammatory/Regulatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>APRIL/TNFSF13</td>
<td>IL-8</td>
<td>IL-10 gp130/sIL-6Rbeta</td>
</tr>
<tr>
<td>BAFF/TNFSF13B</td>
<td>IL-12(p40)</td>
<td>IL-20 sIL-6Ralpha</td>
</tr>
<tr>
<td>sCD30/TNFRSF8</td>
<td>IL-12(p70)</td>
<td>IL-35 IL-11</td>
</tr>
<tr>
<td>sCD163</td>
<td>IL-26</td>
<td>sTNF-R1 IL-19</td>
</tr>
<tr>
<td>Chitinase 3-like1</td>
<td>IL-27</td>
<td>sTNF-R2 IL-22</td>
</tr>
<tr>
<td>IFN-a2</td>
<td>IL-28A/IFN-λ2</td>
<td>TSLP MMP-1</td>
</tr>
<tr>
<td>IFN-beta</td>
<td>IL-29/IFN-λ1</td>
<td>MMP-2</td>
</tr>
<tr>
<td>IFN-γ</td>
<td>IL-34</td>
<td>MMP-3</td>
</tr>
<tr>
<td>IL-2</td>
<td>LIGHT/TNFSF14</td>
<td>TWEAK/TNFSF12</td>
</tr>
<tr>
<td></td>
<td>Osteocalcin</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Osteopontin</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pentraxin-3</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2. eBioscience 30-plex Panel grouped according to primary mechanism of action

<table>
<thead>
<tr>
<th>Inflammatory</th>
<th>Regulatory</th>
<th>Inflammatory/Regulatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL-1α</td>
<td>IL-2</td>
<td>IL-1RA IL-9</td>
</tr>
<tr>
<td>IL-1β</td>
<td>IL-23</td>
<td>IL-10 IL-13</td>
</tr>
<tr>
<td>IL-4</td>
<td>IP-10</td>
<td>IL-21 MIF</td>
</tr>
<tr>
<td>IL-6</td>
<td>BLC</td>
<td></td>
</tr>
<tr>
<td>IL-15</td>
<td>MCP-1</td>
<td></td>
</tr>
<tr>
<td>IL-16</td>
<td>sCD40L</td>
<td></td>
</tr>
<tr>
<td>IL-17</td>
<td>MIP-1β/CCL4</td>
<td></td>
</tr>
<tr>
<td>IL-18</td>
<td>Eotaxin</td>
<td></td>
</tr>
<tr>
<td>Gro-α</td>
<td>Fractalkine</td>
<td></td>
</tr>
<tr>
<td>IFN-γ</td>
<td>TNF-α</td>
<td></td>
</tr>
<tr>
<td>VEGF-α</td>
<td>SDF-1 α</td>
<td></td>
</tr>
<tr>
<td>sFAS-L</td>
<td>TRAIL</td>
<td></td>
</tr>
</tbody>
</table>
3.2.3 Luminex Plate Layout

For both kits, the samples from each participant were divided into 2 plates so that all visits from one participant were on one plate (Figure 3.4). The same plate layout was used for both Luminex kits. In order to control for variability between 2 plates of the same kit, 10 samples were chosen at random to serve as interplate controls, and from which interplate variability for each analyte could be measured. The samples were tested in duplicate on every plate and these were randomly assigned to wells on the plate to avoid assay bias. The procedure was performed according to the protocols provided by the manufacturer. Data were analysed using five-parametric-curve fitting with Bio-Rad Analyst software. The concentration of each cytokine was determined by the mean fluorescence intensity (MFI), which was subsequently converted to a cytokine concentration (ng/ml) using a simultaneously generated standard curve.
## Figure 3.4. Plate Layout for Luminex Assays

The plate layout shows the wells in which samples on the 96-well plate in the Luminex assay. The wells are coloured according to the key. The recipients’ plasma is shown in green. The 3-digit KID-PID is included for these samples, followed by the visit code loaded into that well (V000 – V112). The serially diluted standards are indicated in dark blue as S1 to S8 where S1 is the neat standard protein cocktail and it is diluted 1:2 until S8. The blanks are indicated in white as B. The Quality Controls provided with the kit are indicated in orange as QC1 or QC2. The samples highlighted in yellow are the interplate controls and appear on both plates. The samples in turquoise are the control plasmas included from either an HIV negative cohort in Barcelona, Spain or an HIV positive cohort in Lima, Peru.
3.3 Development of a Regulatory T cell Flow Cytometry Panel

3.3.1 Flow Cytometry Antibodies and Fluorochromes

An 8-colour flow cytometry panel was developed with the intention of phenotyping the Tregs in the periphery. The panel was designed to assess what proportion of T cells (CD3⁺), CD4⁺ or CD8⁺, which of these were memory cells (CD27/CD45RA), activated (CD25⁺) and which of these had a T regulatory cell phenotype (CD4⁺, CD25\text{high}, CD127\text{low}, FoxP3⁺). The final panel included a live/dead marker (Zombie-NIR) as well for the discrimination of live cells.

Table 3.3 shows all the surface markers and Table 3.4, all the intracellular markers used in the panel.
### Table 3.3. Surface markers of Treg Flow Cytometry Panel

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Fluorescence</th>
<th>Clone</th>
<th>Isotype</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zombie-NIR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Biolegend</td>
</tr>
<tr>
<td>Anti-human CD3</td>
<td>BV650</td>
<td>OKT3</td>
<td>Mouse IgG2a,k</td>
<td>Biolegend</td>
</tr>
<tr>
<td>Anti-human CD4</td>
<td>PECy5.5</td>
<td>S3.5</td>
<td>Mouse IgG2a</td>
<td>Invitrogen</td>
</tr>
<tr>
<td>Anti-human CD8</td>
<td>V500</td>
<td>RPA-T8</td>
<td>Mouse IgG1,k</td>
<td>BD Biosciences</td>
</tr>
<tr>
<td>Anti-human CD25</td>
<td>BV421</td>
<td>M-A251</td>
<td>Mouse IgG1,k</td>
<td>BD Biosciences</td>
</tr>
<tr>
<td>Anti-human CD27</td>
<td>PECy5</td>
<td>O323</td>
<td>Mouse IgG1,k</td>
<td>eBiosciences</td>
</tr>
<tr>
<td>Anti-human CD45RA</td>
<td>PerCP-Cy5.5</td>
<td>HI100</td>
<td>Mouse IgG2b,k</td>
<td>BD Biosciences</td>
</tr>
<tr>
<td>Anti-human CD127</td>
<td>PE-CF594</td>
<td>HIL-7R-M21</td>
<td>Mouse IgG1,k</td>
<td>BD Biosciences</td>
</tr>
</tbody>
</table>

### Table 3.4. Intracellular markers of Treg Flow Cytometry Panel

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Fluorescence</th>
<th>Clone</th>
<th>Isotype</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-human FoxP3</td>
<td>Alexa647</td>
<td>259D/C7</td>
<td>Mouse IgG1</td>
<td>BD Biosciences</td>
</tr>
</tbody>
</table>
3.3.2 Staining PBMCs

In a 96 well plate, $1 \times 10^5$ of thawed PBMCs (50μl) was added to a well for each staining condition. Each well was topped up with 150μl of staining buffer (2% FCS in PBS) and centrifuged at 2200 rpm for 3 min. After centrifugation, the supernatant was discarded, and the cells resuspended in 50μl of staining buffer containing the titrated optimal volume of Zombie-NIR. The plate was covered with foil and incubated at room temperature (RT) for 30 min. After incubation, 150μl staining buffer was added to each well and the plate centrifuged as before. The cell pellet was then resuspended in a surface marker mix containing the conjugated-antibodies for all the surface markers at their titrated volumes in a total of 50μl. The plate was covered and incubated at 4°C for 30-45 min. After incubation the plate was washed as before. The pellet was resuspended in 100ul of cold stain buffer and transferred to a 5ml Polystyrene FACS tube. An additional 1.9ml of cold stain buffer was added to the tube, which was then centrifuged at 1500rpm for 10min and the supernatant aspirated off. The pellet was resuspended in 1ml Transcription Factor (TF) Fixation/Permeabilisation (fix/perm) buffer (BD Biosciences), added while vortexing. This was incubated at 4°C for 45 min and then 1ml of the TF Permeabilisation/Wash (perm/wash) buffer (BD Biosciences) was added and the tube was centrifuged as before. Another 1ml perm/wash buffer was added and the tube centrifuged again. After aspirating the supernatant, the titrated volumes of the intracellular markers were added in 100ul of the perm/wash buffer and the tube incubated at 4°C for 45 min. Two washes were performed with 2ml of the perm/wash buffer,
centrifuging in between and the pellet was resuspended in 350μl and was ready for acquisition.

3.3.3 Acquisition on the LSRII Flow Cytometer

The samples were acquired on the LSRII Flow Cytometer. The configuration of the detectors and their Band pass (BP) and Long Pass (LP) filters are shown in Figure 3.5. For each fluorochrome included in the panel, a compensation tube was included with anti-mouse compensation beads and the relevant antibody. Compensation tubes were acquired to correct for the spill-over of emission spectra of some fluorochromes into other channels. After the compensation tubes and the samples were acquired, the data were exported as FCS files and analysed on FlowJo software v9.9.4 (TreeStar, Oregon, USA).
**Figure 3.5. Configuration of the Detection filters on the LSRII Flow**

**Cytometer:** The detection filters for the different lasers are shown in the figure. The long pass (LP) filters shown in green only allow light above the specific wavelength and reflects all light that is below. The band pass (BP) filters highlighted in blue allow light between a set wavelength to pass through and reflects light above and below the set wavelength – the wavelength range is equal to the first number ± the number after the slash. The detection filters for all the markers excited by the different colour lasers are shown in i-iv; (i) the blue laser (488nm) as well as the Side Scatter detector (SSC); (ii) the red laser (633nm); (iii) the green laser (532nm) as well as the Forward Scatter detector.
(FSC); (iv) the violet laser (405nm). The commonly used fluorescent markers detected by each filter are also shown.

3.4 Statistical Analysis

3.4.1 Luminex Data Clean Up

The data generated from the Bio-Rad software was an MFI and calculated concentration based on the automatically generated standard curve for each analyte in the kit. This was produced in an excel sheet for each sample shown in Figure 3.4. These data also indicated if an MFI fell Outside of the Observable Range (OOR) of the Standard Curve for a particular analyte. For all values that were OOR it was also indicated if they were above (>OOR) or below (<OOR) that analyte's range. Clean-up of Luminex data commenced by excluding all analytes for which >90% of measured values were <OOR. As all samples from each patient were run as duplicates on the plate, the variability between duplicates (intra-plate variability) was initially assessed.

3.4.2 Intra-plate variability

The intra-plate variability was assessed to identify replicates that were outliers. This was done to control for excessive variability between replicates on the same plate. This was assessed using a Bland-Altman plot, also known as a difference plot, a graphical method for determining the difference of two values from the
mean. The difference between the two duplicates was plotted on the Y-axis, and the average of the two measurements on the X-axis.

The Bland Altman plots were generated using the raw concentrations for a single analyte. The analysis was performed using Graphpad Prism 5 by Graphpad Software (Graphpad Software Inc, California, USA). The software provides a 95% Confidence Interval (>2 Standard Deviations [SD] from the mean) and if a duplicate fell outside of that range, then that duplicate was excluded as an outlier. New datasets were generated of all analytes excluding the outliers. The mean was taken of duplicates and normality assessed by means of a histogram and Shapiro-Wilks test.

3.4.3 Inter-plate variability

Five recipients were plated on one plate (plate 1), and the other five, on a second plate (plate 2). For each recipient, plasma from all visits was included on the same plate. This was true for both kits. Inter-plate controls were included on both plates 1 and 2 for both panels. There were 9 inter-plate controls, plated in duplicate on both plates. In order to test whether the measured values on plate 1 were comparable with those on plate 2, the difference between the inter-plate controls was assessed. A Paired T-test or Wilcoxon signed rank (depending on distribution of the analyte) was used to test the difference between the inter-plate controls on the two plates for each analyte. If the difference was significant, the plates were analysed separately.
3.4.4 Inter-panel variability

The two panels used to measure plasma protein concentrations differed except for 3 analytes, IL-2, IL-10 and IFN-γ, which were included as inter-panel controls. The concentrations of these analytes were used as controls for the variability between the two panels in order to assess whether the panels could be combined for analysis. This difference was tested using a t-test or Wilcoxon Rank Sum Test based on the distribution of each analyte. If there were significant differences in the inter-panel controls, then the panels were analysed separately.

3.4.5 Fold Change from Baseline

In order to compare highly variable data between plates, the fold change from baseline (V100) was calculated for each visit. For each participant, fold change was determined as the fold-difference at V101, V103, V106, or V112 from V100 and expressed as a decimal of V100 per analyte; a fold change of 1 had the same concentration as baseline; a fold change of 2 had double the concentration of baseline; and fold change of 0.5 was half the concentration of baseline. Fold change data was assessed for normality as before and if not normally distributed, it was log-transformed and reassessed.
3.4.6 Difference in Fold Change over Time

The fold change from baseline at each visit was assessed for significant change, on a per plate and per panel basis. This was tested using a t-test or Wilcoxon-Rank-Sum Test based on distribution of the log-transformed fold change data and corrected for multiple comparisons using a Bonferroni Correction. The difference was considered significant when p-value < 0.5 after multiple comparison correction. The median for the different modes of action groups (inflammatory, regulatory and dual action) was also taken and fold change for each mode of action was also calculated.

3.4.7 Hierarchical Clustering Algorithm (HCA) Analysis

Qlucore Omics Explorer software was used to apply a hierarchical clustering algorithm to the data and visualise it as a heat map. HCA groups the most similar pairs of objects together according to their measurements. In this case the most similar participants’ visits were paired together based on the fold changes (log₂ transformed) of the different analytes. The goal of the clustering algorithm is to partition the participants’ visits into homogeneous groups, such that the within-group similarities are large compared to the between-group similarities. This is represented as a dendogram as well as heat map. The relative increase or decrease from baseline for each analyte was represented as a colour change in the heat map; red indicated an increase, green, a decrease and the median for that analyte was represented by black. The HCA was also used to test which
analytes differed for all participants according to the clinical variables, time (visit), age, gender, ethnicity, pre-operative CD4 count, and the number of HLA-matches between recipient and donor. For this analysis, a two-group test (T-test) is used for dichotomous or binary variables and a multi-group comparison (F-test) is used for categorical or continuous variables. The final heat map is then filtered to display only those analytes that had a false discovery rate (FDR) of 10% (q-value < 0.1). The FDR is the probability of type I errors in the null hypothesis and it controls the expected proportion of analytes being falsely identified as differing between participants.

3.4.8 Mixed Effects Generalized Linear Model (MEGLM)

The Mixed Effect Generalised Linear Model (MEGLM) is a regression analysis for which certain covariates are modelled as fixed effects and other covariates are modelled as random effects. The covariates that are modelled as fixed effects are those that are assumed to have the same influence on all measured values. The variables that are modelled as random effects are those that are assumed to vary between subjects.

In this analysis an MEGLM was built for each analyte. The model was used to quantify the difference in concentration between recipients for that analyte. Visit was modelled as a fixed effect. The effect of visit on concentration was assumed to be equal for all recipients in the model. The recipients' unique identifier, the KID-PID, was modelled as a random effect. The effect of KID-PID on
concentration was assumed to vary for all recipients in the model. The results from the MEGLM were used to calculate the percentage of variation between recipients for a specific analyte. This differed from the previous analyses which all investigated differences over time - the MEGLM calculated differences in the concentrations of one analyte, between recipients, irrespective of time. A MEGLM was used instead of an ANOVA as it allowed for the identification of inter-subject differences while including missing values. It was also more reliable for the analysis of such a small number of subjects.

The concentrations were used instead of fold changes to avoid having the same value for all recipients at baseline. The models could therefore not use the combination of both plates and were built on a per plate basis - five participants were included in each model. Normality of the raw concentrations was assessed using a histogram. The means of the replicates were taken, and distribution re-assessed. Non-normally distributed analytes were log-transformed, and normality reassessed. The model could only be fitted to normally distributed data. A line graph was generated to visualise the log concentration over time. The model was then fitted to the data. The goodness-of-fit was checked by plotting the predicted linear model with the mean log concentrations over time, and ensuring that the distribution of the residuals was normal. The output from the model was recorded, in particular the variance of the level-two errors (random intercept) and the variance of the level-one errors (residuals). The values for the random intercept and the residual could be used to calculate the percentage of the inter-subject variability for a particular analyte.
The percentage calculated gave an indication of how different recipients’ concentrations were from each other. A large variability (>65%) between recipients indicated that there were substantial differences in concentration between recipients for that analyte. A small variability (<10%) between recipients indicated that there were minimal differences in concentration between recipients for that analyte. The model was built in STATA SE 12 (StataCorp, Texas, USA).
CHAPTER 4: Changes in Peripheral Plasma Inflammatory and Regulatory Cytokines

4.1 Introduction

Cytokines are small, secreted, signalling proteins released by cells that have specific effects on the interaction and communication between cells\textsuperscript{218}. They can act on the cells that secrete them (autocrine), on nearby cells (paracrine) or on distant cells (endocrine)\textsuperscript{218} and are crucial mediators of inflammatory and anti-inflammatory (regulatory) processes\textsuperscript{219}.

Several studies have outlined the roles that cytokines can play in various forms of chronic kidney diseases (CKD), kidney transplant rejection and tolerance. This introduction will outline cytokines, and other proteins, found in the blood plasma that are associated with renal disease progression, renal function/dysfunction, renal transplant rejection and tolerance, and the effect of ATG and immunosuppression on those cytokines. Changes in inflammatory and regulatory cytokines can be used to gain insight into the changes in the T cell repertoire as a result of ATG, immunosuppression and transplantation.

4.1.1 Cytokines in Chronic Kidney Disease

Chemotactic cytokines (chemokines) are a family of cytokines that predominantly induce the migration of monocytes, lymphocytes and other cells
to the site of inflammation. Inflammatory processes in kidney disease stimulate various cell types to release chemokines. Chemokines such as Interleukin-8 (IL-8), Growth-related oncogene-α (Gro-α), Interferon-inducible Protein-10 (IP-10), Monocyte Chemoattractant Protein-1 (MCP-1), Fractalkine, Stromal cell Derived Factor 1 α (SDF-1α), Eotaxin, Macrophage Inflammatory Protein 1β (MIP-1β) are secreted by renal tissue, and in plasma can attract monocytes, lymphocytes and other innate immune cells to the kidney\textsuperscript{220,221}.

The Matrix Metalloproteinases (MMP) are a family of enzymes that are involved in the remodelling of the extra-cellular matrix and cleavage of a number of surface proteins\textsuperscript{222}. MMP-2 and MMP-3 are produced in the kidney and serum levels of MMP-2 has been correlated with kidney function in CKD\textsuperscript{222,223}.

sTNFR1 is one of the soluble receptors for the TNF cytokines. It is considered an anti-inflammatory cytokine as it binds TNF and limits its pro-inflammatory activity\textsuperscript{224}. It has been indicator of the progression of chronic kidney disease (CKD)\textsuperscript{225} and in these recipients the variable concentrations between them may be related to the progression of their CKD pre-transplant.

Pentraxin-3 is an acute phase protein produced during inflammation that activates the classical complement pathway\textsuperscript{226}. Plasma levels of Pentraxin-3 are increased when glomerular filtration rate (GFR) declines in chronic kidney disease\textsuperscript{227} and much the same as sTNFR1, the concentration is related to the severity of CKD.
One of the consequences of end-stage renal disease (ESRD) is the calcification of vascular structures, which significantly increases the risk factor of cardiovascular mortality in these patients. Vascular calcification is the result of various factors but one of significance is the reduced clearance of circulating non-collagenous bone matrix proteins including, Osteocalcin and Osteopontin\textsuperscript{228}. High plasma levels of Osteocalcin and Osteopontin are indicative of ESRD. Osteopontin has also been shown to be upregulated in proximal and distal renal tubules in glomerulonephritis\textsuperscript{229} and plasma levels of Osteopontin have been shown to have an inverse relationship with glomerular filtration rate (GFR) and can be used to monitor kidney dysfunction\textsuperscript{230}.

Soluble TNF-like weak inducer of apoptosis (TWEAK) is a pleiotropic cytokine and its receptor (Fn-14) is found on a variety of organs. TWEAK plasma levels are correlated with a decrease in GFR due to its effect on endothelial cells in the kidney\textsuperscript{231} and is therefore also a marker for renal dysfunction.

CD163 is a haptoglobin-haemoglobin scavenger receptor molecule that is found on the surface of monocytes and macrophages\textsuperscript{232}. The soluble form is shed in plasma by activated macrophages\textsuperscript{232}. In HIV positive patients with a high level of sCD163, the risk of developing chronic kidney disease is 11-times higher compared to patients with a low level\textsuperscript{233}. 
4.1.2 Cytokines in Transplant Rejection and Tolerance

Several studies have investigated cytokines in plasma as early predictors of rejection in renal transplantation: Neutrophil gelatinase-associated lipocalin (NGAL) and IP-10 in serum have been identified in as predictors of acute rejection at day 1 post-transplant\(^{234}\); a combination of IL-1RA, IL-20 and sCD40L in serum was shown to predict acute cellular rejection with >90% sensitivity and specificity\(^{235}\) during the first month post-transplant; IL-6 levels have been shown to identify acute rejectors in renal recipients presenting with acute graft dysfunction with >90% sensitivity\(^{236}\). Screening gene expression profiles in plasma/serum\(^{237-241}\) and urine\(^{242-246}\) has identified additional markers that are more predictive of acute rejection in renal transplants than plasma concentrations.

Vascular Endothelial Growth Factor (VEGF) is a cytokine primarily involved in angiogenesis and plays a variety of roles in the pathophysiology of a number of renal diseases\(^{247}\). Certain single gene polymorphisms are associated with an increase in the risk allograft rejection in renal transplantation\(^{247}\).

Allo-specific T-cells and APCs prime B-cells to release donor-specific antibodies which can lead to antibody-mediated rejection (ABMR)\(^{248}\). B-cell activating factor (BAFF/TNFSF13B) and A Proliferation Inducing Ligand (APRIL/TNFSF13) play key roles in B-cell activation, maturation and survival\(^{249,250}\). Renal recipients
with higher levels of BAFF have significantly higher risk of developing donor-specific antibodies\textsuperscript{251}.

IFN-\(\alpha\)2 and IFN-\(\beta\) are inflammatory type I interferons that are produced are in large amounts by plasmacytoid dendritic cells (pDCs) in response to viral antigens\textsuperscript{252}, such as cytomegalovirus (CMV). In immunosuppressed transplant recipients, and HIV-infected patients, CMV levels can increase to pathological levels resulting numerous complications including rejection\textsuperscript{253,254}. One of the reasons for this is the increased levels type I interferons produced in response to the virus\textsuperscript{255,256}. Increased type I interferon levels are a risk factor for renal rejection. IFN-\(\alpha\)2, however, has also been shown to act in combination with IL-10 to induce the conversion of activated CD4+ T cells to IL-10 producing T-reg-like cells\textsuperscript{257}.

The T-cell growth factor, IL-2, plays an important role in rejection and tolerance\textsuperscript{258}; it contributes to the deletion of allospecific T-cells through activation induced cell death (AICD) and its depravation can result in passive cell death (PCD) of activated T cells. Tregs also help to deplete the levels of IL-2 by binding it using CD25\textsuperscript{259}.

IFN-\(\gamma\) a plays a role in both inflammation and regulation at the site of the allograft\textsuperscript{260}. IFN-\(\gamma\) drives inflammatory responses in lymphocytes, APCs, macrophages, epithelial and endothelial cells\textsuperscript{261}. In transplant rejection, it is produced by allospecific T cells and NK cells and drives a Th1 host versus graft
response in combination with other cytokines such as IL-6 and Chitinase-3-like-1. IFN-γ was shown to be produced by Tregs in order to induce tolerance and it is critical for long-term graft survival as it blocks costimulatory signals.

The Macrophage Migratory Inhibitory Factor (MIF) is a pleiotropic lymphocyte and macrophage produced cytokine, with enzymatic properties. Its expression is increased in acute and chronic renal allograft rejection.

IL-1α and IL-1β are produced predominantly by activated monocytes/macrophages. High levels IL-1β have been found in rejecting renal allografts and recipients with lower levels of IL-1β relative to its regulating cytokine, IL-1 receptor-antagonist (IL-RA) are less prone to rejection.

IL-18 and IL-12 are also produced by activated macrophages. They act synergistically to stimulate the production of IFN-γ and other pro-inflammatory cytokines from macrophages, T-cells and NK cells. IL-18 is significantly increased in renal allograft rejection.

IL-19 and IL-20 are predominantly produced by monocytes and are both involved in the autoimmune skin conditions, psoriasis. IL-19 can stimulate the release of pro-inflammatory cytokines such as IL-6, TNF-α and reactive oxygen species (ROS) which are known to affect allograft rejection. IL-20 plays a role in angiogenesis and may promote allograft survival.
Allospecific cytotoxic CD8+ T cells are involved in the rejection of the allograft. These can induce apoptosis in allograft cells by the release of perforin, granzymes, Fas Ligand and TNF Related Apoptosis Inducing Ligand (TRAIL)\textsuperscript{275}. Increased FasL expression has been identified as a marker of allograft rejection\textsuperscript{276}.

T-helper 2 (Th2) cytokines (IL-4, IL-13) can be protective in renal allografts as T-cells are shifted to the Th2 phenotype instead of the allospecific Th1 cells that mediate TCMR\textsuperscript{277}. IL-4 is protective when it is produced prior to transplantation, and shortly after, but a prolonged increase in IL-4 after transplantation results in an increase in acute rejection events\textsuperscript{219}. IL-13 promotes allograft survival by inhibiting macrophages and/or dendritic cell cytokine production\textsuperscript{278}. IL-4 and IL-13 can also induce the alternatively activated macrophages that are involved in regulatory processes associated with long term graft survival\textsuperscript{279}.

sIL-6R\textalpha{} and sIL-6R\textbeta{} are soluble forms of the two subunits of the receptor for the dual action inflammatory/regulatory cytokine IL-6. The IL-6R binds IL-6 and serve as a carrier protein by forming a complex with the cytokine, increasing its half-life in plasma and facilitating its many functions\textsuperscript{280}. It is unknown whether sIL-6R is affected is involved in rejection or tolerance but, as mentioned previously, IL-6 has been shown to be a predictor of acute rejection\textsuperscript{236} and this effect may be enhanced by IL-6R.
IL-11 is a cytokine in the IL-6 family. It has pleiotropic effects on multiple tissues but most common effects have been identified as hematopoietic and thrombopoietic\textsuperscript{281}. In terms of transplantation, it has been shown to prevent graft versus host disease (GVHD)\textsuperscript{282} and separates GVHD from graft-versus-leukaemia in bone marrow transplants\textsuperscript{283}.

IL-17 and IL-23 are cytokines produced by T-helper 17 cells. IL-17 is expressed by tubular epithelial cells (TEC) in ABMR\textsuperscript{284–286}. IL-17 is not only produced by TEC but acts synergistically with sCD40L in an autocrine manner on TEC to stimulate the production of the pro-inflammatory cytokines, IL-6 and pro-inflammatory chemokines, IL-8 and Regulated on Activation, Normal T cell Expressed Secreted (RANTES)\textsuperscript{287}. IL-23 is a pro-inflammatory cytokine in the IL-12 family\textsuperscript{288}. IL-23 has been shown to be involved in the Th17-mediated inflammation in experimental glomerulonephritis in mice\textsuperscript{289}. It is also elevated in plasma during CMV reactivation after renal transplantation in humans and indicative of CMV status\textsuperscript{290}.

IL-21 is produced predominantly by follicular helper T cells. It acts synergistically with Transforming Growth Factor β (TGF-β) in the germinal centre of lymph nodes to cause the conversion of Naïve B cells to mature B cells required for renal allograft tolerance\textsuperscript{291,292}.

IL-28A and IL-29 are type III interferon. They can be produced by most nucleated cells, but in particular by dendritic cells (DCs), following viral or
activation by bacterial components and its targets are predominantly epithelial cells and hepatocytes\textsuperscript{274,293}. IL-28A treated DCs have been shown to induce proliferation of Tregs in vitro\textsuperscript{294}.

Thymic stromal lymphopoietin (TSLP) is produced in the thymus and plays a key role in the induction of Tregs from naïve CD4+ T cells. TSLP activates plasmacytoid DCs (pDCs) to induce the generation of FOXP3+ regulatory T cells with a different cytokine production potential – pDC-induced Tregs produce more IL-10 than TGF-β.

The main cytokines produced by Tregs are Transforming Growth Factor (TGF-β), IL-10 and IL-35. TGF-β plays a number of key roles in transplantation; it activates the FoxP3+ Tregs that prevent allograft rejection\textsuperscript{291} and is required to maintain the expression of FoxP3 in the peripheral Tregs and therefore maintains their suppressor function\textsuperscript{295}. Together with IL-10, TGF-β suppresses the activity and cytokines of allospecific effector T cells\textsuperscript{296} and both are required by Tregs to mediate tolerance to alloantigens\textsuperscript{297}. IL-35 is anti-inflammatory and immunoregulatory cytokine\textsuperscript{298}. IL-35 can be produced by DCs and can it can act to induce a unique population of potent immunosuppressive regulatory-like T cells that produces IL-35 but not IL-10 or TGF-β, and does not require or express FoxP3\textsuperscript{299}. These differ from conventional Tregs as they only produce IL-35 and do not express FoxP3. Conventional Tregs can also produce IL-9. IL-9 recruits mast cells to the allograft that are also required for T-reg mediated immune suppression\textsuperscript{300}.
4.1.3 Effect of Anti-Thymocyte Globulin (ATG) induction on cytokines

One of the major side effects of monoclonal lymphocyte depleting antibodies, such as the anti-CD3, OKT3, is the risk of cytokine release syndrome, a sudden release of cytokines from activated T cells, predominantly TNFα and IFN-γ\textsuperscript{301,302}. This occurs when the antibody binds to CD3 and results in symptoms that range from a mild flu-like reaction to and a life-threatening shock-like reaction\textsuperscript{302}.

ATG contains polyclonal lymphocyte-specific antibodies and does not have the same risk of cytokine release syndrome\textsuperscript{302}. Cytokine release syndrome is still listed as potential adverse event on the package insert\textsuperscript{303,304}.

Cytokines that are produced by the cells depleted by ATG, namely T-cells, B-cells, NK cells and to a lesser extent, DCs, will be decreased. Monocyte/macrophage-related cytokines should be less affected\textsuperscript{304}.

4.1.4 Effect of Immunosuppression on Cytokines

All the renal transplant recipients in this cohort are placed on maintenance immunosuppression of prednisone, Tacrolimus and mycophenolate mofetil (MMF). Immunosuppression dampens the inflammatory response to the allograft but also suppresses systemic inflammation. MMF non-competitively inhibits the enzyme, inosine monophosphate dehydrogenase on which B and T
cells rely for the synthesis of purines required for DNA synthesis\textsuperscript{302,305}. MMF will not affect expression of cytokines by surviving lymphocytes.

Prednisone is a corticosteroid. It is analogous to endogenous cortisol but more four times more potent in efficacy\textsuperscript{302}. It binds to intercellular steroid hormone receptors and the steroid-receptor complex binds to DNA to down regulate the expression of cytokines, IL-1, IL-6, IFN-\gamma and TNF-\alpha\textsuperscript{302}. Prednisone also blocks IL-2 production and binding to its receptor\textsuperscript{302}. Additionally, prednisone suppresses MIF and the Macrophage Activation Factor (MAF), which results in reduced macrophage migration and activation\textsuperscript{302}.

The aim of this chapter was to assess the impact of ATG induction therapy, renal allograft transplantation and maintenance immunosuppression in HIV positive recipients with End-Stage Renal Disease on peripheral regulatory T cells. This was addressed by measuring peripheral cytokine changes using Luminex. The Luminex assay was used to investigate changes in plasma cytokines and other proteins involved in inflammatory and regulatory processes.

This chapter investigates whether peripheral inflammatory and regulatory cytokines and other proteins changed over time during the first 3 months post ATG induction and transplantation in 10 selected HIV positive renal recipients. The influence of demographic and clinical characteristics on the cytokines changes, and cytokines that differed between recipients, were also investigated.
These investigations were used to gain insight into the changes in the T cell repertoire.

**4.2 Luminex Assay Results**

A Luminex assay, consisting of two panels, covering 67 proteins, was used to measure the concentrations of inflammatory, regulatory and dual action inflammatory/regulatory cytokines and other proteins. This chapter will focus on assessing the levels of variability within the Luminex plates that differentiates between assay “noise” from biological variability before investigating changes over time and between recipients. This was achieved using several steps: a) cleaning up the raw data; b) assessing variability between replicates of the same sample within one plate (intra-plate); c) assessing variability of controls between plates (inter-plate); d) normalising inter-plate variability to combine data for analysis, e) identifying analytes that significantly differed over time; f) identifying groups of analytes that associated with clinical criteria or time; g) calculating the difference between recipients irrespective of time for each analyte.

**4.2.1 Raw Data Clean Up**

Panel 1 consisted of 37 analytes, and Panel 2, 30 analytes. Analytes for which >90% of samples’ concentrations were found to lie outside of the observable range (OOR) as determined by the standard of known concentrations, were
excluded from the analysis. In Panel 1, 5/37 cytokines were excluded, and in Panel 2, 12/30 analytes were excluded (Table 4.1). Table 4.1 also shows the analytes retained for downstream analysis. In order to avoid having concentrations values equal to zero, all concentrations that were <OOR were replaced with a value that was half of the lowest detectable concentration for that analyte on that plate. There were no concentrations that were >OOR.

**Table 4.1.** Analytes from Panel 1 and 2 which were excluded (>90% values <OOR) or included (<90% values OOR) for downstream analysis

<table>
<thead>
<tr>
<th>Excluded</th>
<th>Included</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel 1</td>
<td>Panel 2</td>
</tr>
<tr>
<td>IL-26</td>
<td>BLC</td>
</tr>
<tr>
<td>IL-27</td>
<td>IFN-γ</td>
</tr>
<tr>
<td>IL-32</td>
<td>IL-1α</td>
</tr>
<tr>
<td>IL-34</td>
<td>IL-1RA</td>
</tr>
<tr>
<td>LIGHT/TNFSF14</td>
<td>IL-10</td>
</tr>
<tr>
<td>IL-13</td>
<td>IL-11</td>
</tr>
<tr>
<td>IL-15</td>
<td>IL-12p40</td>
</tr>
<tr>
<td>IL-23</td>
<td>IL-12p70</td>
</tr>
<tr>
<td>IL-2</td>
<td>IL-19</td>
</tr>
<tr>
<td>IL-4</td>
<td>IL-2</td>
</tr>
<tr>
<td>IL-6</td>
<td>IL-20</td>
</tr>
<tr>
<td>IL-9</td>
<td>IL-22</td>
</tr>
<tr>
<td>sFASligand</td>
<td>IL-28A</td>
</tr>
<tr>
<td>IL-29</td>
<td>SDF-1α</td>
</tr>
<tr>
<td>IL-35</td>
<td>TNFα</td>
</tr>
<tr>
<td>IL-8</td>
<td>TRAIL</td>
</tr>
<tr>
<td>MMP-1</td>
<td>VEGFα</td>
</tr>
<tr>
<td>MMP-2</td>
<td></td>
</tr>
<tr>
<td>MMP-3</td>
<td></td>
</tr>
<tr>
<td>Osteocalcin</td>
<td></td>
</tr>
<tr>
<td>Osteopontin</td>
<td></td>
</tr>
<tr>
<td>Pentraxin-3</td>
<td></td>
</tr>
<tr>
<td>sCD163</td>
<td></td>
</tr>
<tr>
<td>sIL-6Rα</td>
<td></td>
</tr>
<tr>
<td>sIL-6Rβ</td>
<td></td>
</tr>
<tr>
<td>sTNFR1</td>
<td></td>
</tr>
</tbody>
</table>
4.2.2 Intra-plate variability

Intra-plate variation was investigated in order to identify highly divergent pairs of the sample duplicates using a Bland-Altman plot as outlined in Chapter 3, (section 3.4.2, pg 67). A representative figure for analytes, APRIL/TNFSF13 and BAFF/TNFSF13B, is included in Figure 4.1. All duplicates for which one of the pair fell outside 2 x SD could be excluded as an outlier with 95% confidence. A mean was taken for the remaining replicates and a new dataset for each analyte was generated, and used for further analysis. On the representative plot for APRIL/TNFSF13, the duplicates for which the difference from the mean was greater than 2 x SD were excluded; in this case KID-125 V100, KID-131 V103, and KID-111 V100 were excluded.
**Figure 4.1. Representative Bland-Altman Plots for Intra-plate variability.**

Representative plots are shown for two analytes, APRIL/TNFSF13 and BAFF/TNFSF13B. The mean average of two duplicates is on the x-axis (Average) and the difference from the mean is represented on the y-axis (Difference). The duplicates that fell outside of 2 x SD (represented as dotted line) could be excluded as an outlier with 95% confidence. The points are labelled with the KID-PID and the visit number (0-4) as KID-PID.Visit.

**4.2.3 Inter-plate variability**

Due to the number of samples included in the analysis and the limited number of wells on the luminex plate, only five participants’ samples (all visits) could be plated on one plate and two plates were assayed in total. In order to assess whether the samples on different plates could be combined for comparison, the inter-plate variability was assessed using the 9 inter-plate controls plated in duplicate. This was done to ensure that there was not unnecessary variability introduced by running samples on different plates. Depending on the distribution, a Paired T-test or Wilcoxon Signed-Rank Test was used to
determine whether there was a significant difference between plates for the interplate controls. This was done for Panel 1 and Panel 2.

For Panel 1 there were significant differences between the interplate controls for all analytes. For Panel 2, not all analytes were significantly different but because many of the interplate controls’ values were OOR, these results could not be trusted. Therefore it was not possible to combine the plates’ data. The plates were analysed separately or the data was normalised so that plates could be combined.

4.2.4 Inter-panel variability

There were 3 analytes in common between the two panels, IL-2, IL-10 and IFN-γ. These were included as inter-panel controls and the concentrations of those analytes across all samples were to be used to assess whether the panels could be combined. As can be seen in Table 4.1, IL-2, IL-10 and IFN-γ were excluded from Panel 2. Therefore no comparison could be made between Panel 1 and Panel 2 and they could not be combined.
4.3 Luminex Data Analysis

4.3.1 Normalisation by Fold Change from Baseline

For both panels, the absolute values on the different plates could not reliably be combined without first normalising the differences between the plates. Calculating the fold change from baseline for visits V1-V4, where V0 was taken as the baseline, allowed for the data to be normalised. This was done for all participants and all analytes and the fold change data for both plates was combined. The combined fold change data was then log transformed to normalise the distribution of the data. The log fold change data was plotted for each participant against the visits to assess trends in the cytokine changes over time (Figure 4.2).

4.3.2 Trends in Analytes over Time per Participant

The graphs in Figure 4.2 A and B are qualitative plots of the fold changes of all analytes over time per participant. There was no statistical analysis applied to these. The graphs on the left show the changes of all the analytes in each panel per participant. The graphs on the right show the medians of the analytes as grouped into either inflammatory, regulatory and dual action functions in the periphery (Table 3.1, pg 59). It should be noted that for Panel 2, the median for the regulatory group and dual-action group is calculated from only one analyte each, IL-21 and MIF respectively. Panel 2 only had one regulatory (IL-21) and
one dual-action analyte (MIF) included (Table 3.1, pg 59) after the exclusion of OOR analytes.

The general trend for 8 of the 10 participants on Panel 1 is that analytes decrease in comparison to baseline up until 21 or 42 days post-transplant and then remain low or increase marginally to week 12 but still remain below baseline.

As mentioned above, many of the values for Panel 2 were <OOR. As a result, of those analytes that were not excluded (Table 4.1), many had samples that were <OOR and therefore replaced with a value which was ½ of the lowest detectable value. As a result the data from Panel 2 is less reliable as there were many samples with the same concentration. This is illustrated by a trend where many of the values remain at a fold change near 0 over the 12-week (84 day) follow up. The graphs of the medians of the mode of action groups further illustrate this; only minor changes were observed in the inflammatory cytokines by 84 days post transplant, with only two transplant recipients, KID-137 and KID-138, achieving a Log fold change difference of ±0.4. The only participant in whom the median inflammatory analytes increased was recipient KID-114.
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Figure 4.2. Log Fold Change over time of Grouped Cytokines and Median Grouped Cytokines per participant.

On the left, each graph represents the log fold changes from baseline (V100) of all analytes of one participant at V100, V101, V103, V106 and V112. The analytes are coloured according to their mode of action: inflammatory analytes are in red, regulatory in green, and analytes with a dual mode of action are in blue. On the right, each graph represents the median log fold changes from baseline (V100) for each mode of action of one participant at V100, V101, V103, V106 and V112. KID-137 and KID-138 only had V100-V106. KID-111 is missing V106. (a) All figures for Panel 1 and (b) All figures for Panel 2.
4.3.3 Influence of Acute Rejection Events on Fold Changes

The two participants who do not follow this trend are recipients KID-131 and KID-132. These two patients both experienced an acute rejection event; KID-131 (ABMR) and KID-132 (Borderline change, TCMR) on day 9 post-transplant. This event is indicated as acute rejection (AR) by a dotted line on the graphs (Figure 4.2a). For Panel 1, these two participants differ in the trends of their mode of action groups. KID-131 showed an increase in both the regulatory and inflammatory analytes at 7 days post-transplant, and then a gradual decline in all groups until a minimum at the last assayed time-point. KID-132 had a decline in inflammatory and regulatory analytes until day 21 PT but the dual action analytes show a lesser decline, with an increase between day 7 and 21 PT but not to baseline levels, and a further decline to the end of the assayed time-points. The inflammatory and regulatory analytes increase between days 21 and 42 post-transplant with the inflammatory surpassing the baseline levels; these then also gradually declined to a minimum at 84 days post-transplant.
Figure 4.3. Panel 1 Analyte changes over time of participants with acute rejection compared to those without

The top graphs (A-B) show the median fold changes of Panel 1 analytes for participants who experienced at least one acute rejection event (rejectors) (KID-131; KID-132) at the different assayed timepoints. The bottom (B-D) graphs show the Panel 1 median fold changes of all participants who experienced no rejection at all (non-rejectors) (KID-111; KID-112; KID-114; KID-125; KID-135; KID-136; KID-137; KID-138) at the different assayed timepoints. The graphs on the left show the median for each analyte measured for the rejectors (A) and non-rejectors (C). The graphs on the right show the median of the groups of mode action for rejectors (B) and non-rejectors (D). In all the graphs, analytes are coloured according to their mode of action: inflammatory analytes are in red,
regulatory in green, and analytes with a dual mode of action are in blue.

Figure 4.3 compares the medians of participants with acute rejection (rejectors) to those that did not experience any rejection (non-rejectors). A difference in the decline of the grouped analytes (Figure 4.3 B & D) can be seen between baseline and day 21 PT; the rejectors (Figure 4.3b) regulatory group at 21 days PT has decreased to 0.97 of baseline, whereas in the non-rejectors at the same time PT the regulatory analyte group had decreased to 0.77 of baseline. The inflammatory and regulatory analytes in the non-rejectors follow a matching trend in their decline until day 42 PT, at which point the inflammatory analytes increase and the regulatory analytes decrease— but neither groups reaches baseline level again.

4.3.4 Analytes that differ over time for all participants

Section 4.3.2 and 4.3.3 showed descriptive plots of the analytes' and medians of the grouped analytes' fold changes over time as well as comparing rejectors to non-rejectors. The next stage was to statistically evaluate the changes in single analytes.

The fold change difference from baseline V100 at each visit (V101, V103 V106, V112) was tested for statistical significant as described in Chapter 3 (section 3.4.5, page 69). This was done for each measurable analyte found on both Panel 1 and Panel 2. The difference from baseline was tested using the dataset
generated from the combination of all 10 recipients as well as those datasets for the 5 recipients on the plate 1 and the 5 recipients on plate 2. This was done to ensure that any inter-plate variability that may have been introduced during the combination of the fold change data of the two plates did not affect the findings.

There were no analytes in Panel 2 for which the fold change was significantly different from baseline at any visit, after correcting for multiple comparisons.

For Panel 1 (Figure 4.4), there were significantly different fold changes found in 4/32 of the analytes in the 10 participants after combining plate 1 and 2 (Figure 4.4 A-D). Only IL-10 was significantly different after correcting for multiple comparisons when the 5 participants on plate 1 were tested (Figure 4.4F).
**Figure 4.4 Single Analyte Fold Change from Baseline.**

Each graph indicates an analyte for which there was a significant fold change from baseline. The fold change is on the y-axis and the different visits are on the x-axis. The lines connect the fold change from baseline at each visit for an
individual recipient. The lines are labelled with the KID-PID. Depending on the
distribution, either a Paired T-Test or Wilcoxon Signed Rank Test was used. The
p-values generated were adjusted for multiple comparisons using a Bonferonni
correction. P-values <0.05 after adjusting for multiple comparisons were
considered significantly differed from baseline. The p-value for significantly
different analytes is indicated above the visit at which the fold change was found
to be different. P-values >0.05 are marked as non-significant (NS). The graphs for
IFNα2 (a), IL-35 (b), IL-2 (c), IFNγ (d) and IL-10(e) were generated from the fold
changes for all 10 recipients. The graph for IL-10: 5 recipients only (f) was
generated using only the participants on plate 1.

The analytes, IFNα2, IL-35, IL-2 and IFN-γ were shown to be significantly lower
than baseline by week 12-weeks PT (Figure 4.4 A-D). IFNα2 was also
significantly lower at 3-weeks PT (Figure 4.4A) and IL-35 was significantly
decreased at 1-week, 3-weeks, 6-weeks and 12 weeks-post transplant (Figure
4.4B). IL-10 significantly increased at 1-week PT compared to baseline in the five
recipients (KID-111; KID-112; KID-114; KID-125; KID-131) on plate 1 only
(Figure 4.4F). When all ten recipients were analysed, there were no significant
differences identified for the fold changes in IL-10 (Figure 4.4E).

4.3.5 Hierarchical Clustering Analysis (HCA) and Heat Maps

Where previously, Figure 4.1 and 4.2 investigated trends of analytes over time
per participant, and Figure 4.4 identified differences for individual analytes over
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time for all participants, a hierarchical clustering analysis (HCA) was used to identify cytokine groups that changed across all recipients due to the influence of time and other potential confounding factors (age, sex, ethnicity, pre-operative CD4 count, the number of HLA-matches). Heat maps were used to visualise the HCA so that combinations of analytes that differ due to the influence of time, or confounding factors, could be identified. The heat map showing the unsupervised HCA heat maps for Panel 1 and Panel 2 is shown in Figure 4.5.
Figure 4.5. Unsupervised Hierarchical Clustering Analysis (HCA) Heat Maps for the two panels (a and b).

All recipients’ log-transformed analyte fold changes were included in the HCA except for baseline values. Each visit is shown by coloured blocks (1, 3, 6 and 12 weeks PT) and the rows represent the analytes measured. The heat map indicates the relative fold change increase/decrease from the median for each analyte. Red is increased and green is decreased according to the colour scale.

The unsupervised heat maps (Figure 4.5) do not account for false discovery rate or for the influence of any confounding factors. The most similar analytes and recipients’ visits have been grouped together. In order to determine if a fold
change difference is influenced by time or another confounding factor, a two-
group or multi-group comparison was applied. The two-group analysis was used
for binary variables and the multi-group comparison for categorical variables.
For both types of tests, a p-value <0.05 and a false discovery rate (q-value)<0.1
indicated a significant influence of that variable on fold change.

Panel 2 showed no differences in analyte fold change according to any
confounding factor used in the comparison (age, sex, ethnicity, pre-operative
CD4 count, the number of HLA-matches) or time.

For Panel 1, the comparisons testing whether there was an association of fold
change of analytes with age, gender, ethnicity, pre-operative CD4 count, or the
number of HLA-matches, showed there was no difference attributed to those
variables. There was a significant difference identified when using a multi-group
comparison of the visits for Panel 1 analyte fold changes. It showed that there
was a group of analytes for which fold change was significantly affected by time
(visits) (Figure 4.6).
Figure 4.6. Hierarchical Clustering Analysis (HCA) Heat Maps comparison of Visits for the Panel 1.

All Panel 1 recipients’ log-transformed analyte fold changes were included in the HCA except for baseline values. Each visit is shown by coloured blocks (1, 3, 6 and 12 weeks PT) and the rows represent the analytes measured. The heat map indicates the relative fold change increase/decrease from the median for each analyte. Red is increased and green is decreased according to the colour scale. The analytes that significantly differ over time (q <0.1) are displayed using an unsupervised hierarchical clustering of the visits and analytes (a) and ordered according to visit (b).
Figure 4.6(a) shows the heat map where a multi-group comparison of visits has been applied. Five cytokines, IFNγ, IL-35, IL-20, IL-11 and IL-28A, show a decline in fold change values over the 12-week period. IFN-γ and IL-35 were also found to significantly differ in the fold change over time analysis (Figure 4.4.) There is a trend that the highest fold change was observed at 1 week post-transplant, with the median level at 3-weeks or 6-weeks post-transplant and the lowest at the 6-weeks or 12-weeks time point. This is further emphasized in Figure 4.6B where the heat map is supervised by time.

Patient KID-135 is the only participant to show lower than median fold changes at 1-week post-transplant for the five cytokines (Figure 4.6B). KID-112, KID-131, KID-111, KID-114 show higher than median values at 3 weeks post-transplant. KID-131 and KID-114 are the only to show above median fold changes at 6-weeks PT for all five cytokines, and KID-125 and KID-137 only two of the cytokines are above the median at 6-weeks PT. At 12-weeks PT, only two cytokines are above the median for KID-131 and one for KID-114. The general trend shown is one of a decline in these 5 cytokines over time, in particular during the period from 1 week to 12 weeks post-transplant.

The fold change comparison in Figure 4.4 reflected a significant difference over time for five analytes, which was reinforced in the five analytes identified in Figure 4.6, two of which were common in both analyses.
4.3.6 Mixed Effects Generalised Linear Model (MEGLM)

A mixed generalized linear model (MEGLM) was built for each analyte in order to quantify the difference in concentration between recipients as outlined in Chapter 3 (section 3.4.8, pg 71-73). The visits were modeled as a fixed effect and KID-PID as a random effect. This allowed for the calculation of a percentage of the variation between recipients’ in the concentration of a specific analyte. The previous analyses in sections 4.3.4 and 4.3.5 showed that the analytes measured were significantly different over time (Figure 4.4; Figure 4.6b). Neither analysis, however, could identify whether there was a difference in concentration between recipients that was not due to time.

The confidence intervals for the goodness of fit and the percentages calculated from all accepted MEGLMs for both Panel 1 and Panel 2 is represented in Table 4.2.1 and Table 4.2.2 respectively.
Table 4.2.1 Differences in Concentration between recipients from Mixed Effects Generalized Linear Model Panel 1

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Variation between recipients (%)</th>
<th>95% Confidence Interval</th>
<th>Variation between recipients (%)</th>
<th>95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chitinase3like1</td>
<td>1.97</td>
<td>0</td>
<td>0.36</td>
<td>2.39</td>
</tr>
<tr>
<td>IFNα2</td>
<td>40.22</td>
<td>0</td>
<td>0.09</td>
<td>10.04</td>
</tr>
<tr>
<td>IFNβ</td>
<td>69.6</td>
<td>0.01</td>
<td>0.14</td>
<td>-</td>
</tr>
<tr>
<td>IFN-γ</td>
<td>51.89</td>
<td>0</td>
<td>0.06</td>
<td>-</td>
</tr>
<tr>
<td>IL-10</td>
<td>32.53</td>
<td>0.01</td>
<td>0.24</td>
<td>0.08</td>
</tr>
<tr>
<td>IL-11</td>
<td>18.71</td>
<td>0.03</td>
<td>&gt;1</td>
<td>-</td>
</tr>
<tr>
<td>IL-12p40</td>
<td>34.16</td>
<td>0</td>
<td>0.05</td>
<td>3.85</td>
</tr>
<tr>
<td>IL-12p70</td>
<td>2.83</td>
<td>0</td>
<td>0.23</td>
<td>-</td>
</tr>
<tr>
<td>IL-19</td>
<td>8.15</td>
<td>0</td>
<td>0.14</td>
<td>82.7</td>
</tr>
<tr>
<td>IL-2</td>
<td>13.96</td>
<td>0</td>
<td>0.08</td>
<td>0.81</td>
</tr>
<tr>
<td>IL-20</td>
<td>27.11</td>
<td>0.03</td>
<td>1</td>
<td>0.05</td>
</tr>
<tr>
<td>IL-22</td>
<td>52.46</td>
<td>0.01</td>
<td>0.17</td>
<td>-</td>
</tr>
<tr>
<td>IL-28A</td>
<td>88.21</td>
<td>0.01</td>
<td>0.12</td>
<td>-</td>
</tr>
<tr>
<td>IL-29</td>
<td>47.81</td>
<td>0.03</td>
<td>0.72</td>
<td>-</td>
</tr>
<tr>
<td>IL-35</td>
<td>21.17</td>
<td>0</td>
<td>0.06</td>
<td>6.51</td>
</tr>
<tr>
<td>IL-8</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>MMP-1</td>
<td>31.83</td>
<td>0.04</td>
<td>&gt;1</td>
<td>10.56</td>
</tr>
<tr>
<td>MMP-2</td>
<td>5.84</td>
<td>0</td>
<td>0.41</td>
<td>0.11</td>
</tr>
<tr>
<td>MMP-3</td>
<td>52.7</td>
<td>0.03</td>
<td>0.56</td>
<td>18.78</td>
</tr>
<tr>
<td>Osteocalcin</td>
<td>55.44</td>
<td>0.07</td>
<td>&gt;1</td>
<td>31.29</td>
</tr>
<tr>
<td>Osteopontin</td>
<td>52.95</td>
<td>0.02</td>
<td>0.45</td>
<td>-</td>
</tr>
<tr>
<td>Pentraxin-3</td>
<td>73.87</td>
<td>0.05</td>
<td>0.9</td>
<td>-</td>
</tr>
<tr>
<td>sCD163</td>
<td>17.99</td>
<td>0.01</td>
<td>0.32</td>
<td>-</td>
</tr>
<tr>
<td>sIL-6Rα</td>
<td>74.53</td>
<td>0.04</td>
<td>0.6</td>
<td>23.55</td>
</tr>
<tr>
<td>sIL-6Rβ</td>
<td>68.31</td>
<td>0.02</td>
<td>0.34</td>
<td>-</td>
</tr>
<tr>
<td>sTNFR1</td>
<td>73.99</td>
<td>0.05</td>
<td>0.8</td>
<td>32.59</td>
</tr>
<tr>
<td>sTNFR2</td>
<td>40.46</td>
<td>0.03</td>
<td>0.59</td>
<td>19.26</td>
</tr>
<tr>
<td>TNFRSF-8</td>
<td>35.71</td>
<td>0.04</td>
<td>0.89</td>
<td>27.26</td>
</tr>
<tr>
<td>TNFSF-12</td>
<td>1.42</td>
<td>0</td>
<td>0.36</td>
<td>0.51</td>
</tr>
<tr>
<td>TNFSF-13</td>
<td>15.94</td>
<td>0.02</td>
<td>0.86</td>
<td>86.04</td>
</tr>
<tr>
<td>TNFSF-13b</td>
<td>66.36</td>
<td>0.01</td>
<td>0.14</td>
<td>-</td>
</tr>
<tr>
<td>TSLP</td>
<td>4.74</td>
<td>0</td>
<td>0.1</td>
<td>25.81</td>
</tr>
</tbody>
</table>
Table 4.2.2 Differences in Concentration between recipients from Mixed Effects Generalized Linear Model Panel 2

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Variation between recipients (%)</th>
<th>95% Confidence Interval</th>
<th>Variation between recipients (%)</th>
<th>95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eotxain</td>
<td>55.11</td>
<td>0.05</td>
<td>&gt;1</td>
<td>57.86</td>
</tr>
<tr>
<td>Fractalkine</td>
<td>99.28</td>
<td>0.19</td>
<td>&gt;1</td>
<td>74.79</td>
</tr>
<tr>
<td>GRO-α</td>
<td>15.55</td>
<td>0.18</td>
<td>&gt;1</td>
<td>0</td>
</tr>
<tr>
<td>IL-1β</td>
<td>8.8</td>
<td>0.14</td>
<td>&gt;1</td>
<td>5.23</td>
</tr>
<tr>
<td>IL-16</td>
<td>0.26</td>
<td>0</td>
<td>&gt;1</td>
<td>1.02</td>
</tr>
<tr>
<td>IL-17α</td>
<td>8.64</td>
<td>0.14</td>
<td>&gt;1</td>
<td>6.51</td>
</tr>
<tr>
<td>IL-18</td>
<td>76.44</td>
<td>0.1</td>
<td>&gt;1</td>
<td>55.38</td>
</tr>
<tr>
<td>IL-21</td>
<td>9.1</td>
<td>0.03</td>
<td>&gt;1</td>
<td>94.53</td>
</tr>
<tr>
<td>IP-10</td>
<td>29.94</td>
<td>0.05</td>
<td>&gt;1</td>
<td>0</td>
</tr>
<tr>
<td>MCP-1</td>
<td>16.23</td>
<td>0</td>
<td>0.15</td>
<td>8.02</td>
</tr>
<tr>
<td>MIF</td>
<td>99.41</td>
<td>0.42</td>
<td>&gt;1</td>
<td>86.45</td>
</tr>
<tr>
<td>MIP-1β</td>
<td>30.96</td>
<td>0.21</td>
<td>&gt;1</td>
<td>38.67</td>
</tr>
<tr>
<td>sCD40L</td>
<td>-</td>
<td>0</td>
<td>0.15</td>
<td>2.56</td>
</tr>
<tr>
<td>SDF-1α</td>
<td>23.63</td>
<td>0.01</td>
<td>0.33</td>
<td>91.01</td>
</tr>
<tr>
<td>TNFα</td>
<td>42.77</td>
<td>0.03</td>
<td>0.69</td>
<td>0.39</td>
</tr>
<tr>
<td>TRAIL</td>
<td>99.75</td>
<td>0.35</td>
<td>&gt;1</td>
<td>94.37</td>
</tr>
<tr>
<td>VEGFα</td>
<td>22.97</td>
<td>0.02</td>
<td>0.66</td>
<td>10.73</td>
</tr>
</tbody>
</table>

The Tables 4.2.1 and 4.2.2 show the results from the MEGLM for Panel 1 and Panel 2 respectively. The models were built on a per plate basis and therefore separate results columns are included for each plate. A MEGLM was fitted for each analyte. For each model, the 95% confidence interval (CI) is a measure of whether the model fits the data; if the 95% CI is between 0 and 1 then the model can be accepted to fit the data with 95% confidence. The inter-subject variability is the percentage by which the values for that analyte differ amongst the participants included in the model. A high percentage (>65%) indicates a large variability between participants and a low percentage (<10%) indicates near identical values for the different participants.
For Panel 1, 26/32 of Plate 1 MEGLMs fit the data. Of these, IL-28A showed the highest variation in concentration between recipients (88.21%). Other cytokines with highly variation in concentration between recipients (>65%) were sIL-6Rα (74.53%), sTNFR1 (73.99%), Pentraxin-3 (73.87%), IFN-β (69.60%) and sIL-6Rβ (68.31%). Analytes with low variation in concentration between recipients (<10%) were IL-19 (8.15%), MMP-2 (5.84%), TSLP (4.74%), IL-12p70 (2.83%), Chitinase-3-like-1 (1.97%) and TNFSF12 (1.42%); these analytes’ concentrations varied minimally between recipients.

For plate 2, fewer MEGLMs could be fitted to the data. Only 9/30 of the plate 2 MEGLMs fit the data. Of those that did, the only cytokines with high variation in concentration between recipients (>65%) on this plate were TNFSF-13 (86.04%) and IL-19 (82.70%). The cytokines with low variation in concentration between recipients (<10%) were TNFSF12 (0.51%), Chitinase-3-like1 (2.39%) and IL-35 (6.51%).

The data from Panel 2 was shown to be less sensitive as the inter-panel controls (IL-2, IL-10 & IFN-γ), which were detected within the observable range for Panel 1, were <OOR for Panel 2 (Section 4.2.1, Table 4.1). These data were shown to be less accurate as far more replicates were excluded from the analysis (Section 4.2.1, Table 4.1) for being <OOR. This was further emphasised by the fact that only 6/22 of plate 1 MEGLMs and 2/22 of plate MEGLMs fit the data (Table 4.2.2). Of these, only IL-23 on plate 1 (98.56%) had high inter-subject variability,
and IL-16 (1,02%) and MCP-1 (8,02%) on plate 2, had low inter-subject differences.

### 4.4 Discussion

This chapter focussed on investigating the changes in peripheral inflammatory and regulatory proteins in HIV positive renal recipients in the first 12 weeks post ATG induction and transplantation. This was done to address the first aim of this dissertation which was to use a Luminex assay to measure the concentrations of 67 inflammatory and regulatory peripheral proteins in plasma at 5 visits, immediately pre-transplant and 1, 3, 6, 12 weeks PT.

The Luminex assay had various levels at which unnecessary variability could have been introduced into the data (‘noise’) which may be interpreted for biologically relevant variability if not properly assessed and accounted for. The difference between ‘noise’ and biological variability was accounted for by, a) eliminating analytes for which more than 90% of measured values were outside the observable range (<OOR) of the standard curve, b) assessing differences between replicates of the sample (intra-plate variability) and excluding outliers, c) assessing differences between plates (inter-plate variability) using inter-plate controls and normalising the differences, d) assessing difference between panels (inter-panel variability) using 3 analytes found in both panels and only combining panels if not difference were identified.
The data clean up results from section 4.2.1 showed the cytokines and other proteins that were excluded from further analysis (Table 4.1, Section 4.2.1, pg. 86). The difference between the two panels in terms of the number of analytes excluded implied that Panel 2 was less sensitive than panel 1. There were more <OOR values than in panel 2 compared to panel 1. The lower sensitivity of panel 1 was confirmed by the exclusion of the 3 inter-panel controls, which also limited the total number of analytes that could not be analysed together and that weakened the assay design. As the panels were from different manufacturers, the difference in sensitivity may be due to manufacturing processes, shipping conditions, or antibody, detector or bead design. The panels were also acquired on 2 different Luminex 200 machines and machine variability and error could have contributed to the reduced sensitivity observed in panel 2 compared to panel 1.

In the Luminex system, in each well of the 96-well plate, the observed fluorescence intensity (FI) of the fluorophore bound to the protein captured by the bead-bound antibodies was measured for each bead region. Each bead region was specific for one protein of interest. The background FI, measured in the blank, was subtracted from the observed FI to calculate the relative median fluorescent intensity (MFI). The 5-parameter standard curve was constructed using the FI of the serial dilutions of the standards containing known concentrations of all measured proteins. The standard curve was used to calculate the absolute concentration values from the MFI.
Breen et al. showed that the subtraction of background FI and subsequent calculation of absolute concentration often results in negative values and variable results due to the variability in the dilution of the standards. They developed a new approach that used MFI to calculate statistical analysis of Luminex data, which reduced the number of Out of Range (OOR) values by 50% without any change in statistical differences between samples. If this approach were employed then more of the analytes excluded in section 4.2.1 could have been retained in the analysis and fewer <OOR values would have had to be replaced an arbitrary value. Considering fold changes were used for all analyses except the MEGLM (Section 4.3.6) this approach would have significantly improved the quality of the data and the results.

Most Luminex assays or similar multiplexed assays do not assess the variability between replicates of the same sample. Replicates of the same sample are used in biological assays to increase the precision of the measured value of a sample but replicates should be assessed before averaging so that aberrant results, or significantly outlying replicates, can be identified and excluded\(^\text{307}\). In the Luminex assay the aberrant result of replicates, like those excluded in section 4.2.2, could have been caused by the impact of freeze-thaw cycles, sample homogeneity, variable antibody binding or bead numbers in a well, and the impact of heterophilic antibodies (endogenous antibodies that interfere with the luminex antibodies) in the samples, amongst other uncontrolled factors, could significantly alter the concentrations measured for the same sample in two different wells\(^\text{217,308}\). Including adequate numbers of replicates of all samples, to
account for intra-plate variability has been shown to increase the precision of luminex results\textsuperscript{310}. By excluding outliers in section 4.2.2, the mean of each sample was a more precise representation of the biological concentration of that analyte.

The variation between the plates identified in section 4.2.3 meant that the plates could not be combined. Using the fold changes instead of concentration minimized inter-plate differences. One weakness of this analysis is that the inter-plate differences were never assessed for the fold changes, which is why all single analytes were analysed on a per-plate basis so that plate differences would not cause erroneous results to be reported. Fang et al.\textsuperscript{310} proposed an analytical approach of quantifying the between-plate effect in multiplex assays and reducing it. The approach used a log transformation of the measured linear values, and inter-plate controls of known values to calculate a between-plate effect and then corrected that effect. Fang et al. also only included 5 analytes in the microarray, which made it easier for differences to be assessed and corrected.

If samples with known concentrations were included as inter-plate controls in this analysis in Chapter 4, the between-plate effect could have been quantified using this approach. But as the inter-plate controls used in Section 4.2.3 were unknown and intra-plate variability had been identified between replicates, it would have been risky to use this method to correct the inter-plate differences.
using unknown samples. There is also the possibility, that additional variability would be introduced by this approach – this was not investigated by Fang et al.

The trend in almost all analyte fold changes was a decrease from baseline (Figure 4.2, Section 4.3.1). This trend was likely the result of the cytokine release during the first 6 hours post-ATG\textsuperscript{311,312} (Section 4.1.3) followed by a decline in those cytokines further accelerated by the cytokine suppression by Tacrolimus and prednisone\textsuperscript{302} (Section 4.1.4). The biggest decrease in fold change for most analytes was at 3 or 6 weeks PT after which there was a trend where most fold changes increased until the 12-week visit, but not to the baseline level. This pattern could be indicative of the homeostatic proliferation of T-cells and APCs after the cessation of ATG therapy\textsuperscript{313,314}.

It is difficult to draw conclusions from different trends in the fold changes of the rejectors compared to the non-rejectors in Figure 4.3 (Section 4.3.3). The biggest limitation was that there were only 2 rejectors included in the analysis and they experienced two different types of acute rejection (ABMR and TCMR).

Considering that both rejection events occurred at day 9 PT, the changes observed in between day 7 and 21 might have been the cause, or the result, of rejection. If the rejectors did not have different causes of rejection or there were more rejectors included in the analysis, then the changes in cytokines that correlate with acute rejection outlined in Section 4.1.2 could have been identified.
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The differences in single analytes over time were (section 4.3.4) were corrected for multiple comparisons using a Bonferroni correction, a stringent method of correcting for multiple comparisons. This stringent correction method was used because with such a small sample size the false positive report probability was large and the most stringent approach was required to avoid reporting false results.

The cytokines IL-2, IFN-α2, IFN-γ and IL-35 were all decreased at one or more visits during the 12-weeks PT (Figure 4.4, section 4.3.4, pg. 101). IL-10 showed a transient increase at one week for 5 recipients. The decreases in IL-2, IFN-α2, and IFN-γ at 12 weeks post-transplant are indicative of effective immune suppression; Tacrolimus inhibits the mRNA expression of all 3 cytokines in activated T-cells (Section 4.1.4).

The different roles played by IFN-γ, in rejection and tolerance, are outlined in Section 4.1.2. The decrease in IFN-γ at 12-weeks may be due to a reduction in allospecific T-cells that produce it, a reduction in its production by Tregs or the induction of an immunoregulatory environment – from these data it is not clear which role it is playing. Investigating the phenotypes and functions of the T cells in the periphery with a focus on allospecific regulatory T cells would resolve the ambiguity in these results.
The transient increase in IL-10 is the clearest indicator of an induction or expansion of Tregs, either by the ATG therapy, or in response to the allograft. The function of IL-10 (Section 4.1.2) is immunoregulatory and suppresses allograft rejection. It produced by Tregs in the regulation of allospecific T cells and can also be increased without an increase in Treg cell numbers. IL-10 can be produced by tolerogenic DCs, and IL-10 from either Tregs or DCs can induce CD4+ FoxP3- T cells to become IL-10 producing T-reg-like cells (Tr1). The production of IL-10 can therefore work in a feedback loop maintaining its suppressive function. The peak in allospecific Treg proliferation has been shown to be 5 days in vitro.

The IL-10 increase was shown in only 5/10 recipients, likely because of the stringency of the statistical approach, the small number of recipients that were analysed and the earliest time PT at which cytokines were measured was 7 days PT, two days after the peak IL-10 production would have taken place.

IL-35 is another immunoregulatory cytokine produced predominantly by Tregs (Section 4.1.2). The reduction in IL-35 at all visits post-transplantation may be due to a number of reasons. IL-35 secretion is dependent on surface contact stimulation by conventional T cells. As numbers of conventional T cells are reduced due to ATG and immunosuppression this would reduce IL-35 levels. IL-10 is also produced by Tregs in the same contact-dependent manner but IL-10 is also produced by tolerogenic DCs and other allo-specific Tregs in response to the allograft. IL-10 can convert CD4+ FoxP3- T cells into Treg-
like cells (Tr1) cells that only produce IL-10\textsuperscript{32,1} and promote positive feedback loop that leads to preferential IL-10 production. This also further reduces the numbers of conventional T cells available for IL-35 contact-dependent secretion. IL-35 can similarly cause the differentiation of conventional CD4+ FoxP3- T cells into a subset of regulatory-like T cells that produce only IL-35 (Tr35)\textsuperscript{299} but this is not known to be influenced by ATG or transplantation.

The hierarchical clustering analysis (HCA) (section 4.3.6) failed to identify analytes the influenced by age, sex, ethnicity, pre-transplant CD4 count or number of HLA-matches. The small number of recipients and large variation in their demographic and clinical criteria likely reduced the association that could be identified by the HCA.

Only time was shown to be associated with fold changes in five analytes (IL-35, IFN-\(\gamma\), IL-20, IL-28a and IL-11) (Figure 4.6, section 4.3.5, pg. 107) in the HCA. A similar trend over time was shown in Figure 4.6b as was shown as the general trend in Figure 4.2 (section 4.3.2).

Of the analytes’ fold changes that were influenced by time, IL-35 and IFN-\(\gamma\) were also identified as significantly different over time in Section 4.3.4. This reaffirmed the findings of the single analyte analysis and shows the reproducibility of these findings. This also strengthened the argument that ATG and immunosuppression was responsible for these trends and that there was a need to phenotype the T cells with a particular focus on Tregs.
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The other analytes shown to differ over time (IL-20, IL-28A and IL-11) are not directly involved in transplantation although they are predominantly inflammatory and their decrease is indicative of effective ATG induction and immunosuppression. IL-20 is a known predictor of acute rejection\textsuperscript{235} (Section 4.1.2), and its reduction is consistent with the few acute rejection events in these 10 recipients. IL-28A is a viral response cytokine and its reduction suggests effective screening and prophylaxis to prevent viral reactivation in these recipients. Increased IL-11 is implicated in graft versus host disease (GVHD) and its decrease is likely due to control of GVHD by ATG and immunosuppression.

The MEGLM identified IL-28A, sIL-6Rα, sIL-6Rβ, sTNFR1, Pentraxin-3, IFN-β, IL-19 and IL-23 as the cytokines for which the concentrations differed the most between recipients (Table 4.2.1 and Table 4.2.2, section 4.3.6). Only IL-28A was identified as differing over time as well (section 4.3.6). The reason the majority of these analytes were not identified in the previous analyses was that those tested differences over time, whereas the MEGLM investigated differences between recipients. Therefore these cytokines had consistent concentrations over time in each recipient but the concentrations were different between the recipients. The reasons for the different cytokine levels between recipients depend on the function of the cytokine (functions outlined in Section 4.1). In general, there are patient-specific factors that were not controlled for by the inclusion/exclusion criteria (Section 2.2.1, pg 44) or altered the factors that were common between recipients, namely, ATG, transplantation or
immunosuppression. These include but are not limited to the severity of the chronic kidney disease of the native kidney (Pentraxin-3\textsuperscript{227}, sTNFR1\textsuperscript{224}), history of recipients’ opportunistic infections and relevant prophylaxis (IL-28A\textsuperscript{274,293}, IFNβ\textsuperscript{252}) and autoimmune conditions (IL-1\textsuperscript{9274}), levels of pathogenic antigens in the donor kidney (IL-23\textsuperscript{296}), variable binding of the capture antibodies to cytokine/receptor complexes (sIL6Rα, sIL6Rβ, sTNFR1) or natural genetic variation between individuals.

The analytes that were shown to have minimal difference in concentration between recipients (IL-19, MMP-2, TSLP, IL-12p70, Chitinase-3-like-1, TNFSF12, IL-35) are not biologically relevant in this analysis except if they were shown to differ over time (Section 4.3.2 and Section 4.3.4). The fact that some of the plates’ results do not agree with each other, such as IL-19 showing high variation between plate 1 recipients but low variation between on plate 2 recipients is the result of one or two individuals on a plate with a large difference in concentration compared to the rest. Therefore those individuals are introducing the higher variation identified in that model, resulting in a higher percentage which is not seen for the other plate.

IL-35 was the only analyte that was identified as significantly over time (Section 4.3.2 and 4.3.4) that also showed minimal difference in concentration between recipients (Section 4.3.5). This shows that IL-35 was consistently decreased from baseline in all recipients at week 1, 3, 6, and 12 weeks PT. The reduction of IL-35 was therefore most likely the result of factors that were common between all
recipients, name of ATG and immunosuppression. This further emphasises the need for phenotypic and functional analysis of the peripheral T cells focusing on differentiating between conventional T cells and Tregs to understand whether differences in IL-35 can be explained by this analysis.

One of the biggest weaknesses of the Luminex panel was the omission the suppressive Treg cytokines, TGF-β1, TGF-β2 and TGF-β3. It could not be included in a multiplex assay, as all three TGF-β isoforms require activation by acid treatment before they can be bound by capture antibodies.

These results could be used to answer the objectives of this chapter. The trends in cytokine changes suggested effective T-cell depletion by ATG and immunosuppression by MMF, prednisone and Tacrolimus. No significant differences could be identified between rejectors and non-rejectors but trends did suggest a difference in the regulatory and inflammatory cytokines measured albeit. Significant decreases were shown in several inflammatory cytokines, IL-2, IFN-γ, IFNα2, IL-20, IL-28A and IL-11 and one regulatory cytokine, IL-35. A transient increase in one key immunosuppressive, regulatory cytokine, IL-10 was identified. IL-35 was shown at a consistent between recipients indicated an alteration in regulatory T cells that secrete it. It is not clear from these data whether the changes in regulatory cytokines were due to the induction of Tregs from conventional CD4+ T cells or the expansion of a pre-existing allo-specific Treg population in response to the transplanted organ, or another mechanism.
Further investigations into the phenotypes of the T cell repertoire at baseline as well as various time points post-transplant could clarify this.

These findings suggest that there were changes in peripheral immune cells, in particular changes in the T-cell repertoire, which shifted the balance between inflammation and regulation towards more of a regulatory environment. Further investigations into the phenotypes and functions of T cells were therefore needed to make conclusions regarding the effect of ATG and immunosuppression on peripheral immunity in HIV positive renal recipients.
Chapter 5: Optimisation of 8-Colour Flow Cytometry Panel

5.1 Introduction

The results from Chapter 4 suggested that there were changes in the T cell repertoire that may be related to changes in Regulatory T cells in particular. This introduction outlines the phenotypes and functions of regulatory T cells, their role in transplantation, how they are affected by ATG induced T cell depletion therapy and how they can be identified using flow cytometry.

5.1.1 Regulatory T cell phenotype

Regulatory T-cells (Tregs) maintain immune tolerance to self\(^{327-330}\), prevent autoimmune conditions\(^{331}\), limit bystander damage in response to pathogens by regulating inflammatory responses. Tregs were initially identified by the expression of the surface markers, CD4 and CD25, and later it was shown that the intracellular transcription factor, Forkhead box Protein 3 (FoxP3)\(^{332}\), was key to their development. A subset of regulatory CD8\(^+\) T-cells has also been identified\(^{333}\). Although the CD25\(^+\)FoxP3\(^+\) T-cell phenotype appears to be associated with suppressive regulatory cells, CD25 and FoxP3 can also be expressed transiently on activated cells\(^{334}\) which have an inflammatory rather than regulatory function. Therefore other markers to identify functional Tregs have been investigated such as: the inhibitory cell surface molecule, Cytotoxic T lymphocyte-associated molecule-4 (CTLA-4)\(^{335,336}\), CD127, which has low
expression on Tregs\textsuperscript{337}; and markers of suppressive regulatory activity, such as the ectonucleotidases CD39\textsuperscript{338,339} and CD73\textsuperscript{340}.

5.1.2 Regulatory T cell function

Tregs suppress the activity of CD4\textsuperscript+ or CD8\textsuperscript+ T-cells and antigen-presenting cells (APCs). Tregs can suppress T-cell proliferation by acting as a sink for the proliferative cytokine, IL-2, when binding it using CD25 (IL-2R\textalpha). They can down-regulate inflammatory processes in T-cells\textsuperscript{21-24} or induce the conversion of effector T-cells to Treg-like cells through the expression of IL-10\textsuperscript{297}, TGF-\textbeta\textsuperscript{325} or IL-35\textsuperscript{299} on their cell surface or as soluble regulatory mediators\textsuperscript{21-24}. Tregs directly induce apoptosis in their targets through the production of perforin\textsuperscript{342} and granzymes\textsuperscript{343} as well as indirectly through the consumption of IL-2 dependent on the pre-apoptotic factor \textit{Bim}\textsuperscript{344}.

Tregs constitutively express the regulatory marker, Cytotoxic T Lymphocyte–associated Antigen 4 (CTLA-4 [CD152])\textsuperscript{336}. It is a homologue of the co-stimulatory marker found on conventional T-cells, CD28, which interacts with CD80 or CD86 expressed on APCs, which in combination with the TCR initiate immune responses. But unlike CD28, CTLA-4 causes a down-regulation of T-cell-mediated immune responses in APCs\textsuperscript{335}. Tregs can therefore attenuate immune responses via CTLA-4 by affecting the potency of APCs to activate other T-cells\textsuperscript{345}. Tregs can also decrease the costimulation of APCs by the expression of
ATPases on their surface, such as CD39 and CD73. These ATPases inactivate the inflammatory extracellular ATP which have deleterious effects on APCs.

5.1.3 Regulatory T cells in Transplantation

Alloreactive Tregs play a key role in tolerance and acceptance of allografts\textsuperscript{346–348}. They maintain the balance between inflammation and regulation, and in effect, the balance between allograft rejection and survival. Tregs specific to the allograft promote a regulatory environment that aids in the graft survival by regulating the anti-graft activity of allospecific effector T-cell (Teff) both locally and systemically and has been well studied in renal transplantation\textsuperscript{198,349}. In transplant recipients, there are usually insufficient Tregs present at the time of transplantation to prevent the rejection of the allograft\textsuperscript{350}. The Tregs are not ineffective; they simply represent too small a proportion of the T-cell repertoire for them to have a significant suppressive impact on allo-specific Teff. These Tregs could increase in number as the population expands in response to the allospecific stimulus by the transplanted organ.

5.1.4 Effect of T-cell Depletion on Regulatory T cells

As discussed in Chapter 1 (section 1.3.6, pg 19), ATG T-cell depletion therapy ablates almost all T-cells, B-cells and NK-cells\textsuperscript{351,352}. Tregs however, appear to be either resistant to this depletion\textsuperscript{353}, and/or undergo rapid homeostatic proliferation after the cessation of the ATG therapy\textsuperscript{354}, or cause the conversion of
CD4+CD25−FoxP3− cells to CD4+CD25+FoxP3+ Tregs\textsuperscript{202,355}. As a result, ATG therapy results in an increase in the ratio of Tregs:Teff by one year post-transplant, as compared to pre-therapy levels\textsuperscript{203,204,352,353,355,356}. Higher proportions of Tregs allow the Tregs to suppress the allospecific T cells, improve allograft survival and potentially attenuate transplant tolerance.

ATG therapy has been the mode of immunosuppressive induction in the cohort studied in this dissertation. ATG was provided to HIV infected patients receiving kidneys from deceased HIV+ kidney donors (Chapter 2, section 2.3, pg 46), and the effect of T-cell depletion in these patients is unknown. This could mean that depleted T-cells would result in fewer target CD4+ cells for HIV to infect, or the emergent Treg population that proliferates after cessation of ATG may represent a reservoir of latent HIV\textsuperscript{357}. Nevertheless, the higher proportions of Tregs may be beneficial to the transplant recipients, as a reduction in activated T-cells would result in fewer target CD4+ cells for HIV and facilitate a state of elite control\textsuperscript{358}. Tregs have also been identified as a reservoir of latent HIV\textsuperscript{357}, and a rapidly proliferating population of T-cells latently infected with HIV could result in an uncontrolled increase in viral load. There are therefore many roles that Tregs would play in these patients. It is still unknown how the combination of HIV, transplantation and immunosuppression will alter the proportion of Tregs, especially in the first 3 months post-ATG induction as well as more than one year post-transplant.
5.1.5 Phenotyping T cells using Flow Cytometry

Flow cytometry is a technology that analyses the physical and chemical characteristics of cells in a fluid as they pass through numerous lasers. It allows for the quantification of the numbers and proportions of different cell-types based on their size, granularity and the presence of phenotypic surface or intracellular proteins. Before the cell suspension enters the flow cytometer, cells are labelled using antibodies specific to the proteins of interest, tagged with different fluorescent markers. In the flow cytometer, cells are passed in front of numerous lasers in a sheath fluid. Cells of different sizes and granularity scatter light in a forward direction (Forward scatter, FSC) and orthogonally (side scatter, SSC). The fixed wavelength lasers excite the fluorescent probes, which emit a spectrum of light that can be collected through a series of long-pass and short pass filters and then detected by the photomultiplier tubes (PMTs). The emitted spectra allows for the identification of cells that stain positively for the proteins of interest. By selecting cells based on their size and granularity and including multiple antibodies in one stain, phenotypes at the single cell level can be identified.

As shown in Chapter 4, the Luminex assay investigated the changes in inflammatory and regulatory cytokine levels in the first 3 months post-transplant. The results were used to guide the markers that were included in the flow cytometry panel. There was a decrease in inflammatory cytokines, IL-2, IFN-γ and IFN-α2, across all 10 participants, as well as a transient increase in a
regulatory cytokine, IL-10, in five of the participants (Chapter 4, Section 4.3.2 and Section 4.3.2). This may suggest that there is a decrease in the effector T cell numbers, as would be expected from the ATG therapy and immunosuppression but also an expansion of Treg-like cells in at least five of the participants. There is also a decrease shown in the other regulatory T cell cytokine, IL-35 (Chapter 4, Section 4.3.2).

As the T-cells during the first 3-months had not yet recovered to pre-ATG levels and were functionally suppressed, the T-cells phenotypes and function 1-year post-transplant were to be compared to baseline (pre-transplant) to investigate what effect the combination of ATG, transplantation and immunosuppression had on the T-cell proportions in the long term and how this was influenced by the changes observed in cytokine levels in the first 3 months.

The 8-colour flow cytometry panel was designed with the intention of phenotyping the T cell population in the peripheral blood mononuclear cells (PBMCs) of the HIV+ renal transplant recipients, with a particular focus on differentiating between effector T cells (Teff) and regulatory T cells (Tregs). The panel was designed to assess what proportion of T cells (CD3+) were CD4+ or CD8+, which of these were memory or naïve cells (CD27/CD45RA), activated (CD25+), or had a Treg phenotype (CD4+, CD25high, CD127low, FoxP3+). The final panel (Chapter 3, Table 3.3 and Table 3.4) included a dead cell marker to discriminate live/dead cells.
In this dissertation, the aim was to assess the impact of ATG treatment along with kidney allograft transplantation in HIV positive recipients. The overall objective was to use the Luminex assay to investigate changes in plasma cytokines involved in inflammation and regulatory processes to guide the development of a polychromatic flow cytometry panel.

This chapter aimed to develop and optimise a polychromatic flow cytometry panel that could be used to phenotype and differentiate between Regulatory T cells in transplantation, to compare T cell repertoires pre-transplant to those at one-year post ATG therapy and transplantation in 10 HIV positive recipients.

5.2 Optimisation of the panel

When the flow cytometry panel was compiled, the first step was to determine the optimal volume or titre of the antibodies used in the panel. The aim was to determine the optimal volume of the conjugated-antibody required to generate a positive fluorescent emission while minimising non-specific fluorescence. The optimal volume was determined by comparing the mean fluorescence intensities (MFI) of emission of the population that stain positive for the antibody to those which were negative for the different titrating volumes. The ratio between positive MFI and negative MFI was used show ratio of signal to noise (Signal:Noise). The optimal titre was determined for each conjugated antibody by the best Signal:Noise ratio but although this is sometimes misleading so the optimal titre was also assessed by separation of the positive and negative
populations by eye, ensuring that the MFI of the positive was not too high as this could lead to a spill over of fluorescence from one channel into another. The panel was then slowly combined, adding each antibody marker one by one so that the titres could be adjusted to avoid spill over of the emission of one fluorescent marker into the emission spectra of others. The titres for each antibody used for the titrations are shown in Table 5.1. All staining was done using the antibodies and staining buffer (2% FCS in PBS) in a total staining volume of 50μl.

**Table 5.1. Flow Cytometry Antibody Markers and Titres used in Titrations**

<table>
<thead>
<tr>
<th>Group</th>
<th>Marker</th>
<th>Titrating Volumes (μl) in 50μl staining buffer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dead</td>
<td>Zombie</td>
<td>1 0.5 0.25 0.12 0.062 0.031</td>
</tr>
<tr>
<td>Anchor</td>
<td>CD3</td>
<td>1.2 0.6 0.31</td>
</tr>
<tr>
<td></td>
<td>CD4</td>
<td>1.6 0.8 0.4 0.2</td>
</tr>
<tr>
<td></td>
<td>CD8</td>
<td>1.6 0.8 0.4 0.2</td>
</tr>
<tr>
<td>Memory/Naïve</td>
<td>CD27</td>
<td>5 2.5 1.25 0.62 0.31</td>
</tr>
<tr>
<td></td>
<td>CD45RA</td>
<td>4 2 1 0.5</td>
</tr>
<tr>
<td>Activation</td>
<td>CD25</td>
<td>5 2.5 1.25 0.61</td>
</tr>
<tr>
<td>Tregs</td>
<td>CD127</td>
<td>1.2 0.6 0.3 0.15</td>
</tr>
<tr>
<td></td>
<td>FoxP3</td>
<td>6 3 1.5</td>
</tr>
</tbody>
</table>

5.2.1 Dead Cell Marker Titrations

Zombie-Near Infrared Red (Zombie-NIR) is a dead cell marker that stains dead cells but not viable cells. It was included as dead cells can bind antibodies non-specifically and the positive Zombie-NIR, considered as dead cells, could be excluded from the analysis. The dye is excited by the red laser (632nm) and the
emission spectra (max at 746nm) is detected by detector A (780/60nm BP) (Chapter 3, Figure 3.5 ii, pg 66).

The titrations for the dead cell marker were performed as described in Chapter 3 using the volumes shown in Table 5.1. Figure 5.1 shows a representative gating strategy (A), the flow cytometry density plots (B-D), the MFI and signal:noise (E-G). For the purposes of titrating a live/dead marker and to ensure there were detectable dead cells, half of the PBMCs were killed using two different methods: cell lysis with the addition of Reverse Osmosis (RO) H$_2$O for 3 minutes, or incubation at 60°C for 3 minutes. The dead cells were added back to resting PBMCs before staining.

The optimal staining titre was identified using the methods outlined in Chapter 3. The optimal titre of Zombie-NIR was found to be 0.625μl in a staining volume of 50μl.
Figure 5.1. Flow Cytometry Density Plots, MFIs and Signal:Noise for Zombie-NIR titrations on thawed PBMCs spiked with Lysed PBMCs.

The flow cytometry pseudo-colour density plots are shown for the representative gates used for each Zombie-NIR titration (A). The label above and the pink shapes indicate the population gated upon. The numbers in pink
indicate the percentage of the parent population represented within that gate. The titrations of the different volumes of Zombie-NIR are shown (B). The pink gates indicate the percentage of Zombie-NIR negative and Zombie-NIR positive lymphocytes. The MFI of the Zombie-NIR positive (blue) and negative (red) populations are shown for the different Zombie-NIR volumes used (C). The Signal:Noise ratio of MFI positive: MFI negative is shown for the different Zombie-NIR volumes (D).
5.2.2 Anchor Marker Titrations

CD3 is a complex of proteins found in conjunction with the T-cell receptor (TCR) on all T cells\textsuperscript{359}. It serves as a co-receptor that helps to transduce antigen-specific signal from TCR/MHC interactions on both CD8\textsuperscript{+} and CD4\textsuperscript{+} T cells\textsuperscript{359}. When staining PBMCs, all CD3\textsuperscript{+} cells are considered T cells.

CD4 is a glycoprotein predominantly found on CD3\textsuperscript{+} helper T cells\textsuperscript{360}. It interacts with the TCR to recognise the class II Major Histocompatibility Complex (MHC II) antigen complex\textsuperscript{361}. Naive CD4\textsuperscript{+} T cells are activated after this interaction and differentiate into specific subtypes depending on the mainly cytokine milieu of the microenvironment\textsuperscript{362,363}. These subtypes included the T helper (Th1, Th2, Th9, Th17) subsets as well as Tregs. When staining PBMCs, all CD3\textsuperscript{+} CD4\textsuperscript{+} cells are considered helper T cells.

CD8 is a glycoprotein found on a subset of CD3\textsuperscript{+} T cells, which can be cytotoxic. It interacts with the TCR to recognise the class I MHC antigen complex\textsuperscript{361}. These cells can cause cytotoxicity through several mechanisms: secretion of perforin/granzymes, FasLigand/Fas interactions, and production of tumor necrosis factor α (TNFα)\textsuperscript{364}. When staining PBMCs, all CD3\textsuperscript{+} CD8\textsuperscript{+} cells are considered CD8\textsuperscript{+} T cells.

In the panel under development, the anti-CD3 antibody was conjugated to Brilliant Violet 650 (BV650). It fluoresces when excited with the violet laser.
(405nm); the emission max is 407nm and is detected by detector D (655/40nm BP) (Chapter 3, Figure 3.5 1 iv, section 3.3.3, pg 65). The anti-CD4 antibody is linked to Phycoerythrin/Cyanine5.5 (PE/Cy5.5). It fluoresces when excited with the green laser (488nm); the emission max is 690nm and is detected by detector B (575/25nm BP) (Chapter 3, Figure 3.5. iii, section 3.3.3, pg 65). The anti-CD8 antibody is linked to HorizionViolet500 (HorizonV500). It fluoresces when excited with the violet laser (405nm); the emission max is 415nm and is detected by detector G (515/20nm BP)(Chapter 3, Figure 3.5 iv, section 3.3.3, pg 65).

The titrations for all anchor markers were performed as described in Chapter 3 (Section 3.3.2, pg 64) using the volumes in Table 5.1. The representative gating strategy (A), the flow cytometry density plots (B-D), the MFI's (E-G) and signal:noise (H-J) are shown in Figure 5.2.

The optimal titre for each antibody was determined using the method outlined in Chapter 3 (Section 3.3.2, pg 64). The optimal titre for CD3-BV650 was 1.25μl in a staining volume of 50ul, for CD4-PE/Cy5.5 it was 0.8μl in a staining volume of 50ul, and for CD8-HorizonV500 it was 0.4μl in a staining volume of 50ul. Figure 5.2 shows the flow plots for CD3, CD4 and CD8 titrations.
5.2.3 Memory/Naïve Markers

CD27 is a co-stimulatory molecule found on T cells. It interacts with its ligand CD70 as co-stimulatory signals, especially in CD4+ CD45RA+ Naïve T cells\textsuperscript{365}.

CD45RA is an isoform of the enzyme Protein tyrosine phosphatase, receptor type, C (PTPRC/CD45). CD45RA acts as a signalling molecule and regulates a variety of cellular processes.
CD27 and CD45RA can be used together to identify populations of naïve, effector and memory T cells. When staining PBMCs, the different naïve, effector and memory population that are identifiable using CD27 and CD45RA are shown in Figure 5.3A. Figure 5.3A shows an adapted flow cytometry dot plot from Hamann et al\textsuperscript{366}, comparing cord blood to adult blood using a triple stain of CD45RA, CD27 and CD4 or CD8. Four populations are identified in the CD8+ Adult blood and these are illustrated in Figure 5.3B. The cell population identified in the cord blood (CD45RA\textsuperscript{+}/CD27\textsuperscript{+}) is naïve-like and the other populations’ effector/memory profiles were determined by their function.

**Figure 5.3. Different Naïve, Effector or Memory Populations Identifiable using markers for CD45RA and CD27 in Flow Cytometry\textsuperscript{366}**

A comparison of Cord Blood and Adult blood when stained with CD27, CD45RA, and CD4 or CD8. (A). The four populations identified are summarised (B): 1) CD45RA\textsuperscript{+}/CD27\textsuperscript{+} = Naïve-like; 2) CD45RA\textsuperscript{+}/CD27\textsuperscript{-} = Effector/central memory; 3)
CD45RA+/CD27- = terminally differentiated/effector memory 4) CD45RA-/CD27- = Effector Memory.

The anti-CD27 antibody is linked to Phycoerythrin/Cyanine5.5 (PE/Cy5), which fluoresces when excited with the blue laser (488nm); the emission max is 670nm and is detected by detector C (660/20nm BP) (Chapter 3, Figure 3.5 iii, section 3.3.3, pg 65). The anti-CD45RA antibody is linked to Peridinin Chlorophyll Protein Complex/Cyanine5.5 (PerCP/Cy5.5), which fluoresces when excited with the blue laser (488); emission max is 695nm and is detected by detector B (575/25nm BP) (Chapter 3, Figure 3.5 iii, section 3.3.3, pg 65).

CD27-PE/Cy5 was titrated by gating only on the viable T cells (Figure 5.3A) by co-staining the titrating PBMCs with Zombie-NIR negative cells and CD3-BV650 positive cells. The optimal staining volume for CD27-PE/Cy5 was calculated using the methods outlined in Chapter 3. The optimal titre was found to be 1.25μl in a staining volume of 50μl (Figure 5.3B, F &K).

The titrated volume of CD27-PE/Cy5 was included as a co-stain along side Zombie-NIR, CD3-BV650, CD4-PE/Cy5.5 and CD8-HorizonV500 to titrate CD45RA-PerCP/Cy5.5. The optimal titre was determined using the same gating as CD27-PE/Cy5 (Figure 5.3A) with additional gating on CD4+ or CD8+ Live T cells (Figure 5.3C). The MFIs of CD45RA-PerCP/Cy5.5 were calculated for the CD27+ and CD27- populations both the CD4+ and CD8+ T cells. The optimal titre for CD45RA-
PerCP/5.5 was based on the CD8^+CD27^+ population (Figure 5.3E, I & N) and was found to be 1μl in a staining volume of 50ul.
Figure 5.4. Flow Cytometry Density And Dot Plots, MFIs and Signal:Noise for Memory/Naïve markers on thawed PBMCs. The flow cytometry pseudo-colour density plots are shown for the representative gates used for the CD27-PE/Cy5 titrations (A) and the additional gates that were applied for CD45RA-
PerCP/Cy5.5 (C). The label above and the pink shapes indicate the population gated upon. The numbers in pink indicate the percentage of the parent population represented within that gate. The titrations of the different volumes of CD27-PE/Cy5 are shown (B) and the different volumes CD45RA-PerCP/Cy5.5 titrations gated on CD4+ (D) and CD8+ (E). The pink gates or grids indicate the percentage of the parent population within that shape. The MFI of the CD27-PE/Cy5 positive (blue) and negative (red) populations for the different volumes used are shown (F). The MFIs for the CD4RA+ (blue) and CD45RA- (red) are show for the CD4+CD27- (G), CD4+CD27+ (H), CD8+CD27- (I) and CD8+CD27+ (J). The Signal:Noise ratio of MFI positive: MFI negative is shown for the different volumes corresponding to the MFI graphs (K-P).

5.2.4 Regulatory T cell Markers

CD25 is also known as the interleukin-2 (IL-2) receptor α-chain. IL-2 was initially identified as a T-cell growth factor and plays key roles in both inflammation and tolerance. CD25 is upregulated on activated T-cells but it was the first marker that was identified on suppressive CD4+ T cells with a Treg-like function\textsuperscript{330,367}.

Forkhead box P3 (FoxP3) is a transcription factor expressed in Tregs and key to their development. FoxP3 was used to identify Tregs in the CD4+CD25+ T cell population\textsuperscript{368}. FoxP3 is however also transiently upregulated during T cell activation\textsuperscript{334} and all CD4+CD25+FoxP3+ T cells may not have a regulatory function.
CD127 plays a critical role during lymphocyte development, specifically during V(D)J recombination, the process of somatic recombination which results in the highly diverse repertoire of immunoglobulins and TCRs found on B-cells and T-cells, respectively. It is expressed at a low level on CD4+CD25+FoxP3+ regulatory T cells and helps to identify functional, suppressive Tregs from transiently activated CD4+ T cells that can also express CD25+ or FoxP3+. When staining PBMCs, all CD4+ CD25high CD127low FoxP3+ T cells are considered Tregs.

The anti-CD25 antibody is linked to BrilliantViolet421 (BV421), which fluoresces when excited with the violet laser (405nm); the emission max is 421nm and is detected by detector H (450/50nm BP)(Chapter 3, Figure 3.5 iv, section, 3.3.3). The anti-FoxP3 antibody is linked to Alexa Fluor® 647 (Alexa647), which fluoresces when excited with the red laser (633nm); emission max is 665nm and is detected by detector C (660/20nm BP) (Chapter 3 Figure 3.5 1 ii, section 3.3.3, pg 65). The anti-CD127 antibody is linked to Phycoerythrin/CF®594 (PE/CF594), which fluoresces when excited with the green laser (532nm); emission max is 612nm and is detected by detector D (610/20nm BP) (Chapter 3, Figure 3.5 iii, section 3.3.3, pg 65).

The representative gating strategies (A & C), the flow cytometry density/dot plots (B, D & E) and, MFIs (F), and Signal:Noise (H) for the Treg markers are shown in Figure 5.4. The titrations for CD127-PE/CF594 were performed on thawed, resting PBMCs, whereas the CD25-BV421 and FoxP3-Alexa647 titrations were performed on 24 hour Phytohaemagglutinin (PHA) stimulated PBMCs. PHA is a
mitogen which upregulates activation markers in lymphocytes. The CD127-PE/CF594 titrations included the co-stain of only Zombie-NIR. The CD25-BV421 titrations included co-stains of Zombie-NIR, CD3-BV650 and CD4-PE/Cy5.5, and the FoxP3-Alexa647 titrations included the full panel of titrated antibodies (Table 5.1). For the full panel, the PBMCs were gated as with the CD25-BV421, on singlets, lymphocytes then live T cells (Figure 5.4 C). The live T cells were gated on either the CD4+ T cells or the CD8+ T cells. The CD4+ and CD8+ T cells were gated on the CD25^{high}CD127^{low} population. The MFI for the CD4+ CD25^{high}CD127^{low} FoxP3 positive and FoxP3 negative populations was calculated and used to generate the signal:noise. Representative plots of the memory/naïve gates are also included.
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Figure 5.4. Flow Cytometry Density And Dot Plots, MFI$\text{s}$ and Signal:Noise for Treg Markers on thawed and PHA-stimulated PBMC$\text{s}$ The flow cytometry pseudo-colour density plots are shown for the representative gates used for the CD127-PE/CF594 titrations (A) and the additional gates that were applied for CD25-BV421 (C) and FoxP3-Alexa647 (E). The label above and the pink shapes indicate the population gated upon. The numbers in pink indicate the percentage of the parent population represented within that gate. The titrations of the different volumes of each CD127-PE/CF594 (B) and CD25-BV421 (D) are shown. Representative gating of the memory/naïve markers
on the CD4+ and CD8+ T cells (F). The different volumes of FoxP3-Alexa647 titrations gated on CD4+ (G) and CD8+ (H) T cells are also shown. The pink gates or grids indicate the percentage of the parent population within that shape. The MFIs of the CD127-PE/CF594 (I), CD25-BV421 (J), and CD4+ FoxP3 (K) positive (blue) and negative (red) populations for the different volumes used are shown. The Signal:Noise ratio of MFI positive: MFI negative is shown for the different volumes corresponding to the MFI graphs (L-N).

The titrations for CD127-PE/CF594 were performed as described in Chapter 3. The optimal titre was identified as 1.2μl (Figure 5 I, L) in a staining volume of 50ul. The titrations for CD25-BV421 and FoxP3-Alexa647 was performed on PHA-stimulated PBMCs. The optimal titre for CD25-BV421 was found to be 1μl (Figure 5 J, M) and FoxP3-Alexa647 (Figure K, N) in a staining volume of 50ul.
Table 5.2. Final titres for use in 50μl staining volume for all antibodies included in Final Flow Cytometry Panel

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Fluorescence</th>
<th>Optimal Titre (μl)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zombie-NIR</td>
<td>-</td>
<td>0.0625</td>
</tr>
<tr>
<td>Anti-human CD3</td>
<td>BV650</td>
<td>1.25</td>
</tr>
<tr>
<td>Anti-human CD4</td>
<td>PECy5.5</td>
<td>0.8</td>
</tr>
<tr>
<td>Anti-human CD8</td>
<td>HorizonV500</td>
<td>0.4</td>
</tr>
<tr>
<td>Anti-human CD25</td>
<td>BV421</td>
<td>1</td>
</tr>
<tr>
<td>Anti-human CD27</td>
<td>PECy5</td>
<td>1.25</td>
</tr>
<tr>
<td>Anti-human CD45RA</td>
<td>PerCP-Cy5.5</td>
<td>1</td>
</tr>
<tr>
<td>Anti-human CD127</td>
<td>PE-CF594</td>
<td>1.2</td>
</tr>
<tr>
<td>Anti-human FoxP3</td>
<td>Alexa647</td>
<td>*</td>
</tr>
</tbody>
</table>

The final panel (Table 5.2) shows the titres for all antibodies used. These were assembled in figure 5.4 and were used to identify live CD4\(^+\) and CD8\(^+\) T cells, which have a memory or naïve phenotype, as well as being able to identify CD4\(^+\)CD25\(^{high}\)CD127\(^{low}\) cells. The FoxP3-Alexa647 titrations could not be completed.

5.3 Discussion

The intention of this chapter was to optimise a polychromatic flow cytometry panel to phenotype regulatory T cells. The titrations for the dead cell marker, Zombie-NIR (section 5.2.1) the anchor markers, CD3-BV650, CD4-PE/Cy5.5 and CD8-HorizonV500 (section 5.2.2), and the memory/ naïve markers, CD27-
PE/Cy5.5 and CD45RA-PerCP (section 5.2.3) were successful in identifying optimal titres of the fluorescent-tagged antibodies for use in a combination cocktail (Figure 5.4F and Table 5.2). The titrations for the regulatory T cell markers were successful for CD127-PE/CY594 but mixed success was achieved for CD25-BV421 and FoxP3-Alexa647 was not successful. An example of good staining of CD25-BV421 vs CD127 in CD3+ CD4+ T cells from cryopreserved PBMCs from an HIV positive patient is shown in Figure 5.5371. The same clone of anti-CD25 (M-A251) was used in this stain.

In the representative example shown in Figure 5.5, no stimulations were performed on the PBMCs prior to staining. As opposed to the healthy donors used for the titration of CD25-BV421 (Figure 5.4 C and D), the donor used was HIV-positive. The difference between the CD25 vs CD127 plot in Figure 5.5 and Figure 5.4E is that there is a much clearer-defined, distinct CD25 high and CD127 low population in Figure 5.5 compared to the scattered events with variable levels of both CD25 and CD127 within the gate. The gate was kept very loose in Figure 5.4E to maximise the likelihood of detecting FoxP3 in the gated population.

The CD25-BV421 titrations could have been improved by staining using a different stimulation protocol in which there are more likely to be a higher number of activated cells. The stimulation by PHA should have ensured this but it does not seem that to have increased the CD25-BV421 but the 24 hour stimulation or PHA concentration used may not have been optimal.
Figure 5.5. Flow Cytometry Pseudo colour Dot Plot of CD25-BV21 (clone: M-A251) vs CD127-APC from OMIP-024.

Cryopreserved PBMCs from an HIV positive patient were thawed and stained for flow cytometry. The flow cytometry plot shown has been gated on singlets, lymphocytes, CD3+ T cells and then CD4+CD8- T cells. Shown in this figure is CD25-BV421 vs CD127-APC plot, gated on CD3+ CD4+ CD8- T cells. The gate for the CD25high CD127low population is indicated in black. The percentage of CD3+ CD4+ CD8- T cells that are CD25hi CD127lo is shown by the number in black.

The FoxP3 titrations could also have been improved by using samples in which FoxP3+ Treg cells have been upregulated. Levitsky et al.,\textsuperscript{322} optimised a Mixed Lymphocyte Reaction (MLR) protocol, called the ‘Human Treg MLR’ to generate CD4+CD25\textsuperscript{high}CD127\textsuperscript{low}FoxP3+ suppressive Tregs \textit{in vitro}. The ‘Human Treg MLR’ used PBMCs from 2 HLA-DR mismatched donors, where one donor’s PBMCs were irradiated to act as stimulator and the other acted as a responder. Using
this protocol, the titrations of FoxP3 could have been performed on a cell sample
enriched for Tregs.

The other advantage of this protocol would have been to use it as a means to
measure allospecific Tregs in the HIV positive renal transplant cohort. Donor
cells would have been irradiated and recipient cells PBMCs rested in media. The
MLR would allow donor-specific Tregs to be phenotyped. Comparing the MLR-
stimulated Tregs to thawed, unstimulated Tregs could have given an indication
of the proliferative response to donor alloantigen and the suppressive ability of
the donor-specific Tregs.

The Treg panel optimised in this chapter could also have been improved by
addition of several other markers. The T cells most likely to proliferate after the
cessation of ATG induction are the memory T cells that are resistant to ATG-
mediated depletion. The memory/naïve markers CD27 and CD45RA are
not ideal for differentiating naïve from naïve-like cells, or for differentiating
between the different memory populations (Figure 5.3, section 5.4, pg 140). The
addition of CD28, CCR7 and CD62L would have allowed for the differentiation of
naïve from memory and between phenotypic memory subsets.

It is difficult to identify functional Tregs without any functional markers (section
5.1.2) included in the panel. The addition of the cytokines, IL-10 or IL-35,
could have linked the panel to the results found in Chapter 4. The addition of the
suppressive Treg cytokine, TGF-β, could also have added value to the panel,
especially considering its omission from Chapter 4. Additionally, other functional markers such as CTLA-4, CD39 or CD73 could have been used to measure Treg function.

The full 8-colour flow cytometry panel could not be optimised, as the titrations of FoxP3-Alexa647 could not identify an optimal volume. As a result of time constraints, the flow cytometry panel was not used on transplant recipient samples. This meant that the flow cytometry objectives for the dissertation of identifying the changes in the peripheral T cell repertoire at one-year post-transplant compared to pre-transplant could not be completed. The optimisation of the flow cytometry panel was however shown in detail and the panel could be successfully used to identify T cells (CD3+) that were CD4+ or CD8+ T cells, had either a naïve-like (CD27+CD45RA+), effector/central memory (CD27+CD45RA), terminally differentiated/effector memory (CD27-CD45RA+) or effector memory (CD27-CD45RA-) phenotype, as well as CD4+CD25highCD127low cells that were potentially also FoxP3+ Tregs. The intent is to complete the panel and utilize it for the identity of Treg cells in the HIV positive transplant cohort.
Chapter 6: Summary and Conclusion

6.1 Summary of Dissertation

This dissertation focuses on the intersection of two fields, transplantation and HIV. A brief history of both fields is outlined in Chapter 1. The history of transplantation was outlined up until the time at which the field was influenced by the emerging HIV epidemic. The history of the HIV epidemic is outlined with a focus on the epidemic in South Africa, the influence of HIV infection and its treatment on the development of chronic kidney diseases, and the need for transplantation in this population. The advances in transplantation between HIV negative donors and HIV positive recipients, and between HIV positive donors and HIV positive recipients, for the treatment of end-stage renal disease were outlined providing the rationale for this dissertation. This dissertation examined the impact of rejection prevention therapies and renal transplantation, in the first 12 weeks after HIV positive patients received an allograft from an HIV positive deceased donor on, peripheral immune responses that maintain the balance between rejection and tolerance. The work focused on a subset 10 recipients with follow-up samples.

The known history of transplantation started in the 16th century where crude skin transplants were performed with a complete lack of knowledge regarding in the influence the cellular and humoral immunity on the balance between inflammation and tolerance, and the role that they both play in transplant
outcomes. Chapter 1 details the discoveries and advances in surgical and sterile techniques in the 20th century that were used to improve experimental transplantation in animals, and later in humans. Cellular rejection was difficult to control because the initial immune response to an allograft was shown to be predominantly T-cell mediated, large, polyclonal, local, systemic and redundant. Antilymphocyte serum (ALS) were been shown to be an effective means of controlling the cellular immune response to allografts, especially in HLA-mismatched transplants. Polyclonal derivatives of ALS directed at thymocytes, known as antithymocyte globulin (ATG), were then used for effective lymphocyte depletion, enhancing the prevention and treatment of rejection and GVHD. ATG has since been used as induction therapy in the majority of solid organ transplants.

ATG was shown to effectively deplete T cells in experimental and animal models, but memory T cells were shown to be depletion resistant. Regulatory T cells (Tregs) were also shown to be either resistant to ATG depletion, undergo rapid homeostatic proliferation after the cessation of the ATG therapy, and/or cause the conversion of effector T cells to Treg-like cells. As a result, after T-cell depletion the proportion of T cells that were Tregs, was found to increase. Tregs were shown to play an integral role in transplant tolerance and an increase in Tregs relative to allospecific effector T cells could shift the balance between inflammation and regulation so that effective tolerance could be achieved. As discussed in Chapter 1 and formed the basis of investigating a panel of cytokines and analytes related to immune regulation and Treg cells.
The most common chronic kidney disease in the HIV positive population was shown to be HIV-associated nephropathy (HIVAN). HIVAN was of particular importance in South Africa because of the increased likelihood of its development in people of African descent. The high prevalence of HIV increased the risk of developing HIVAN, and lack of dialysis treatment for chronic kidney conditions due to resource limitations, indicated a need for kidney transplantation in the HIV positive population in South Africa. Prior to 2003 transplantations were not performed in patients with HIV experiencing organ failure. A clinical study performed between 2003 and 2009 in the USA showed that transplantation of kidneys from HIV negative donors was safe and effective.

Following on from the success with HIV negative donors, the first HIV positive to HIV positive kidney transplants were performed in 2008 at Groote Schuur Hospital in South Africa. These were shown to be safe and effective and provided the rationale for the initiation of a clinical study investigating transplantation between HIV positive donors and HIV positive recipients. Between 2008 and 2017 there were 43 HIV positive to HIV positive transplants performed as part of the clinical study. The details of the study are included in Chapter 2 of this dissertation. This chapter includes the aims for the clinical study, the inclusion and exclusion criteria for patients, summary statistics of the transplant recipients and their outcomes. Ten patients were selected from the cohort for further investigations into the changes in the peripheral immune system related
to the balance between rejection and tolerance. Their demographic and clinical characteristics were also included in this chapter.

These recipients all received ATG induction therapy for the first 5 days due to the increased risk of rejection identified in HIV positive renal recipients and were placed on maintenance immunosuppression post-transplant. As mentioned above, this dissertation focussed on the effect of ATG induction, immunosuppression and kidney transplantation in HIV positive recipients on peripheral inflammatory and regulatory immune changes over time that control the balance between rejection and tolerance.

The methods by which these changes were identified were outlined in Chapter 3. The methods included were: the standard procedures for processing and storing recipient samples; the Luminex assay procedure that measured concentrations of peripheral inflammatory, regulatory, or dual inflammatory/regulatory cytokines in the selected recipients at 5 different visits during the first 12 weeks post-transplant; procedures used to optimise the polychromatic flow cytometry panel that was intended to be used to phenotype regulatory T cells; and the statistical methods used in the Luminex assay analysis to control for variability introduced at various levels, to test significant differences in cytokine changes over time, to identify associations of cytokine changes with demographic and clinical criteria, and to identify cytokines that differed in concentration between recipients.
The results from the Luminex assay that investigated changes in peripheral inflammatory and regulatory cytokines was shown in Chapter 4. This guided the construction of the 8-colour polychromatic flow cytometry panel that was optimised in Chapter 5 to differentiate between naïve, activated or memory, CD4+ or CD8+, or regulatory T cells subsets.

Chapter 4 showed the there was variability between replicates and plates in the Luminex assay. It was shown that there was a need for this to be assessed and controlled prior to data analysis to avoid reporting false or erroneous results and it was suggested that this should be standard practice for all multiplex immunoassays.

Significant differences over time were shown for cytokines involved in inflammatory and regulatory processes using two different methods. Decreases were identified in the levels of several inflammatory cytokines (IL-2, IFN-γ, IFN-α2, IL-28A, IL-20 and IL-11) and one regulatory cytokine (IL-35) compared to baseline. A transient increase from baseline in one regulatory (IL-10) was identified in five recipients. There were no associations of cytokine changes with the demographic and clinic criteria used.

The differences between recipients in cytokines that were not shown to change over time indicated that patient-specific factors influenced the differences measured in those cytokines. The regulatory cytokine, IL-35, was the only cytokine shown not to differ between recipients that also decreased over time.
This indicated that the decrease in IL-35 over time was due to factors common to all the recipients, likely the effect of ATG induction and immunosuppression after transplantation on effector and regulatory T cell populations. Combined with the change in IL-10, these results suggested a change in the numbers or function of regulatory T cells in response to the ATG induction and immunosuppression in these recipients that needed to be further investigated.

The optimisations for the polychromatic flow cytometry panel and different T cells populations that could be identified using this panel, was shown in Chapter 5. Due to time constraints, the panel was not used on patient samples. Several methods for improving the optimisations and suggestions for the use of the panel to identify functional allo-specific Tregs were provided. The panel will still be used to identify Tregs in the HIV positive renal transplant cohort.

6.2 Conclusions

The decreased rejection events in HIV positive transplant recipients observed in other cohorts and the relatively low numbers of acute rejection events in this cohort can likely be attributed to the positive impact of ATG on regulatory T cells. Regulatory T cells play a vital role in promoting tolerance at the site of the allograft. An increase in peripheral Treg numbers or in their suppressive function due to ATG could shift in the balance between tolerance and rejection in the HIV positive renal recipients. The shift could favour tolerance over rejection.
by the creation of an immunosuppressive, regulatory environment in the periphery of these recipients.
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Appendix A - Equations

Calculation of Variation in Concentration Between Recipients % was calculated using the following equation

Equation 1:

\[
\% \text{ variability due to intersubject variability} = \frac{\text{var}(\text{cons})^2}{\text{var}(\text{cons})^2 + \text{var}(\text{cyt})^2}
\]

\text{var(cons)} = \beta \text{ coefficient of the fixed effect}

\text{var(cyt)} = \beta \text{ coefficient of the random effect}
## Appendix B – List of Reagents Used

### Supplementary Table 1. List of Reagents used

<table>
<thead>
<tr>
<th>Reagent</th>
<th>Composition</th>
<th>Supplier</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x RPMI-1640 Medium (RPMI)</td>
<td>200mM L-glutamine, indicator</td>
<td>Sigma Aldrich</td>
<td>500ml - Cat No. : R8758</td>
</tr>
<tr>
<td>1 x Phosphate buffered Saline (PBS)</td>
<td>0.138M NaCl, 0.0027M KCl (pH&quot;7.2)</td>
<td>Sigma Aldrich</td>
<td>500ml - Cat No. : R8537</td>
</tr>
<tr>
<td>Dimethly Sulfoxide (DMSO)</td>
<td></td>
<td>Sigma Aldrich</td>
<td>Cat. No.: D2650</td>
</tr>
<tr>
<td>Biochrom AG Fetal Bovine Serum (FBS)</td>
<td></td>
<td>Scientific Group</td>
<td></td>
</tr>
<tr>
<td>Ficoll(Histopaque®)</td>
<td></td>
<td>Sigma Aldrich</td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>1% FBS in 99% RPMI</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>R10</td>
<td>10% FBS in 99% RPMI</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1% wash buffer</td>
<td>1% FBS in 99% PBS</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Freezing media</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9ml ACD-B Tubes</td>
<td></td>
<td>Lasec</td>
<td>Stock code - VGRV455094R</td>
</tr>
<tr>
<td>BD Cytofix/Cytoperm™</td>
<td>1X stock solution</td>
<td>BD Biosciences</td>
<td>100ml - Cat No.: 554722</td>
</tr>
<tr>
<td>BD Perm/Wash™</td>
<td>10X stock solution + FBS + saponin</td>
<td>BD Biosciences</td>
<td>100ml - Cat No.: 554723</td>
</tr>
<tr>
<td>Transcription Factor Buffer Set</td>
<td>Fixation/permeabilization buffer, diluent buffer, perm/wash buffer</td>
<td>BD Biosciences</td>
<td>Cat No.: 562574</td>
</tr>
</tbody>
</table>
Appendix C – Bland Altman Plots
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Supplementary Figure 1. Bland-Altman Plots for Intra-plate variability of all Panel 1 Plate 1 analytes Bland-Altman plots are shown for each analyte in the table. The analytes are labelled above. The mean average of two duplicates is on the x-axis (Average) and the difference from the mean is represented on the y-axis (Difference). The duplicates that fell outside of 2 x SD (represented as dotted line) could be excluded as an outlier with 95% confidence. The points are labelled with the KID-PID and the visit number (0-4) as KID-PID.Visit
Supplementary Figure 2. Bland-Altman Plots for Intra-plate variability of all Panel 1 Plate 2 analytes Bland-Altman plots are shown for each analyte in the table. The analytes are labelled above. The mean average of two duplicates is on the x-axis (Average) and the difference from the mean is represented on the y-axis (Difference). The duplicates that fell outside of 2 x SD (represented as dotted line) could be excluded as an outlier with 95% confidence. The points are labelled with the KID-PID and the visit number (0-4) as KID-PID.Visit
Supplementary Figure 3. Bland-Altman Plots for Intra-plate variability of all Panel 2 Plate 1 analytes. Bland-Altman plots are shown for each analyte in the table. The analytes are labelled above. The mean average of two duplicates is on the x-axis (Average) and the difference from the mean is represented on the y-axis (Difference). The duplicates that fell outside of 2 x SD (represented as dotted line) could be excluded as an outlier with 95% confidence. The points are labelled with the KID-PID and the visit number (0-4) as KID-PID.Visit.
Supplementary Figure 4. Bland-Altman Plots for Intra-plate variability of all Panel 1 Plate 2 analytes Bland-Altman plots are shown for each analyte in the table. The analytes are labelled above. The mean average of two duplicates is on the x-axis (Average) and the difference from the mean is represented on the y-axis (Difference). The duplicates that fell outside of 2 x SD (represented as dotted line) could be excluded as an outlier with 95% confidence. The points are labelled with the KID-PID and the visit number (0-4) as KID-PID.Visit
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