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Abstract
Health is fundamental to development and access to healthcare is a major health and development issue particularly in developing countries where preventable diseases and premature deaths still inflict a high toll. In Nigeria, for instance, under-financing, inefficient allocation of limited medical resources has led to quantitative and qualitative deficiencies in depression identification, and to growing gaps in facility and equipment upkeep. The focus of the present study is Nigerian University students who are at higher risk of clinical depression than other populations. Besides high crime rate, acute unemployment, terrorism, extreme poverty and serial outbreak of diseases, which are everyday life situations that trigger depression for a large proportion of Nigerian population, Nigerian University students are faced with additional problems of poor living and academic conditions. These include constant problems of accommodation and overcrowded lecture halls caused by increasing population of students, recurrent disruptions of academic calendar, heavy cigarette smoking and high level of alcohol consumption. Effective prevention of medical condition and access to healthcare resources are important factors that affect peoples’ welfare and quality of life. Regular assessment for depression has been suggested as the first important steps to its early detection and prevention. Investigations revealed that, besides the peculiar shortage in mental health professionals in Nigeria, the near absence of modern diagnostic facilities has made the management of this potentially detrimental problem impossible. Given this national health problem, and that it would take some time before resources, especially human, can be mustered, calls have been made by several bodies that other viable means that take cognisance of the difficulties of assessing mental healthcare be sought. This study is an attempt at exploring opportunities to increase flexibility in depression prevention and detection processes. The study investigated the effectiveness of developing computer-based methodologies, derived from machine learning and human computer interaction techniques for guiding depression identification process in Nigerian universities. Probabilistic Bayesian networks was used to construct models from real depression datasets that included 1798 data instances, collected from the mental health unit of University of Benin Teaching Hospital (UBTH) and primary care centre in Nigeria. The models achieved high performance on standard metrics, including: 94.3% accuracy, 94.4% precision, 0.943 F-Measure, 0.150 RSME, 0.923 R and 92.2% ROC. The findings from the information gain and mutual information show high correlation between “depression” and “alcohol or other drug consumption”; “depression” and family support and availability of accommodation”, but low correlation between “depression” and “cigarette
smoking”. The results also show high correlation between “depression” and a synergistic combination of “impaired function and alcohol and other drug consumption”. Following the User-Centered design approach, a desktop-based screening tool was developed for use by University academic staff, as a first step, for regular screening of staff and students for depression, and where necessary, schedule appointment with the appropriate mental health authority for further diagnosis. Though the interesting results from the heuristic evaluations illuminate the challenges involved, it demonstrates the significance and relevance of end-user factors in the process of designing computer-aided screening intervention, especially with respect to acceptance of the system for use in non-clinical environment. The findings presented in this doctoral study provide compelling evidence of the huge potential that the collaboration of machine learning and usability techniques has for complementing available resources in the management of depression among University population in Nigeria. It is hoped that, given the persistent challenges of depression, the findings will be part of the ongoing global research to encourage the adoption of ICT4D frameworks for the prevention of more serious cases by empowering other population for an early first-line depression screening.
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Chapter One

Introduction

1.1 Background information on depressive disorders

It is well known that clinical depression is a commonly encountered emotional distress in various types of clinical populations and the general public. Depression affects society as a whole, regardless of sex, age, colour, religion, culture, race or status. It is estimated that about 350 million people, of all ages, suffer from depression worldwide, out of which about 800,000 people die every year of suicide, a condition caused by undetected and treated depression (WHO, 2012). Depression is characterised by sad mood, loss of pleasure or interest, withdrawal from social activities, feelings of guilt, worthlessness, insomnia, hypersomnia, disturbed appetite, loss of energy, inability to concentrate, and in severe cases suicidal ideation (American Psychiatric Association, 2013), and its diagnosis is dependent on the presence of a number of these symptoms consistently for at least two weeks, causing impairment in the daily activities and/or noticeable problems in relationships with others (Abas, Ali, Nakimuli-Mpundu, & Chabanda, 2014). According to the Diagnostic and statistical manual of mental disorders, American Psychiatric Association (2013), at least five of the nine criteria must be met to be diagnosed with depression.

The world health organisation, WHO (2012) notes that though depression is a global public health problem, it has much higher risks in developing countries due to peculiar shortage of mental health professionals and the near absence of modern technology use in its management. In Nigeria, for instance, studies suggest that depression is also highly neglected (Abas et al., 2014) and accounts for over 30% of all outpatient attendance; over 20% of all admissions in most hospitals in the country (Gureje, Uwakwe, Oladeji, Makanjuola, & Esan, 2010); and that over 35% of all deaths in specialised psychiatric hospitals in the country is caused by depression. WHO (2012) reveals that 9 out of every 10 persons with mental disorders do not receive any services, and that the high negligence of depression in Nigeria is increasingly threatening public health;

Despite being a socially advantaged population, students of tertiary institutions have been shown to be at higher risks of depression than other population (Eisenberg, Gollust, Golberstein, & Hefner, 2007; A. Ibrahim, Kelly, Adams, & Glazebrook, 2013; Othieno, Okoth, Peltzer, Pengpid, & Malla, 2014). In Nigeria, Karl Peltzer et al (2013), Adewuyia et al (2006)
and Afolabi et al (2008) have identified higher rate of depression among students of tertiary institutions than other population in the country, mainly due to problems with inadequate family support, accommodation problems, poor academic performance, heavy cigarette smoking and high level of alcohol. Whereas there are publicly available options for its detection and treatments, this disorder is often under-diagnosed and under-treated (Abas et al., 2014). The economic and social burden of depression in Nigeria and many other developing countries is enormous (WHO, 2012), but the work of Gureje et al (2015) notes that this burden can be lowered with early and regular screening for depression using modern computing tools.

Preventive medicine and early diagnosis have become popular solutions and major practice for doctor, globally; they are helpful in understanding and managing medical conditions (CDC, 2009). The works of Daimi and Banitaan (2014) and Obadeji et al (2015) suggest that regular screening, as the first step to early detection of depression could generate a significant positive effect on public health. As has been suggested by many researchers (Boylan, 2007; Wilson-Shaw, Pistrang, & Herlihy, 2012), an intervention that will complement the available resources is needed. Given the acute shortage of mental health professionals and facilities in Nigeria (Table 1.1), and that it would take some time before resources especially human can be mustered, it is only reasonable that other viable means of assessing mental health care, such as building automated screening tools and training a number of potential users, be sought. This ICT4D intervention has several potential benefits, the most important of which is a reduction in consultation costs, and early and regular assessment of depression, which is a pre-condition for effective treatments. As an intervention study, the techniques developed in the study were categorised into two: the first is predictive technique, for modelling based on machine learning; and the second is well-designed, easy-to-use and intuitive screening interfaces integrated into the predictive models for use by non-clinicians in a non-clinical environment.
Table 1.1  Mental health professionals & mental health facilities per 100,000 population in Nigeria (Jack-Ide, Uys, & Middleton, 2012; World Health Organization, 2011b).

<table>
<thead>
<tr>
<th>Resources</th>
<th>Per 100,000</th>
<th>Resources</th>
<th>Per 100,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Psychiatrists</td>
<td>0.15</td>
<td>7 Other mental health workers</td>
<td>8.03</td>
</tr>
<tr>
<td>2 Psychologists</td>
<td>0.07</td>
<td>8 Beds in mental hospitals</td>
<td>2.53</td>
</tr>
<tr>
<td>3 Medical doctors</td>
<td>0.49</td>
<td>9 Psychiatric beds in general hospitals</td>
<td>0.20</td>
</tr>
<tr>
<td>4 Nurses</td>
<td>2.41</td>
<td>10 Mental health outpatient facilities</td>
<td>0.03</td>
</tr>
<tr>
<td>5 Social workers</td>
<td>0.12</td>
<td>11 %health budget spent on mental health</td>
<td>0.4</td>
</tr>
<tr>
<td>6 Occupational therapists</td>
<td>0.05</td>
<td>12 %GDP spent on health</td>
<td>5.0</td>
</tr>
</tbody>
</table>

The goal of the first category (predictive technique) is to seek novel non-trivial knowledge in the form of patterns to help explain the contributions and/or relationships between the features of depression and the disease itself. To do this, an overall methodology that integrates understanding and use of exploratory data analysis tools for predictive modelling is needed. The strategy is based on testing different machine learning classifiers and then select the best performer based on chosen metrics. The goal of the second category (screening interfaces) is to increase access to the first-line depression assessment tests using techniques in human computer interaction (HCI). Building a framework that enables the collaboration between machine learning technologies and humans by harnessing their relative strengths to accomplish what neither can do alone will go a long way to assisting clinicians in the process of examination and treatment of depression.

1.2 ICT4D tools and healthcare in Nigeria

Information and communications technology for development (ICT4D) is a relatively new multidisciplinary research field that focuses on using information and communications technologies (ICTs) to achieve developmental objectives and uplift the living standards of both the rural and the urban poor (Toyama & Dias, 2008). Among these development objectives are health, income growth and education. According to Toyama & Dias (2008), ICT4D research and practice consists of two major components: ICT and development. While ICT describes digital technologies with certain properties, features and functionalities, that help to reduce poverty and enhance sustainable development, development describes socio-economic and
human development (Thapa & Hatakka, 2017). In the context of the present study, ICT4D is used to describe a wide range of computer technology innovative applications, with the central goal of facilitating effective and efficient operations in screening for depression in the resource-constrained areas in Nigeria, through the use of ICTs. In this definition, the study argues that any search for development objectives through the use of ICT should be channelled in line with existing resources and locally available technologies. ICT4D technologies include computers (hardware, software and procedures), the internet, telephones, radio and television (Toyama & Dias, 2008). The present study focuses on combining computer technologies, and humans together to solve real-world problem in a timely manner.

Increasingly, ICT4D-aided interventions have continued to give invaluable supports to enhance the efficiency and effectiveness of the healthcare industry. Health ICT4D intervention areas include health monitoring devices, such as pagers, remote operation equipment and electronic patient records, heart rate sensors and alarms, and networked monitoring stations (Wiseman, Cox, & Brumby, 2013). Other health information and communication devices include pagers, networked monitoring stations, remote operation equipment and electronic patient records. These resources are needed to support health professionals and other stakeholders for efficient and effective management of the healthcare sectors (Haux, Howe, Marschollek, Plischke, & Wolf, 2008).

In the domain of mental health, the use of ICT4D-aided screening can be traced back to the works of Spitzer and Endicott (Spitzer & Endicott, 1969; R L Spitzer & Endicott, 1968) in which they asked a question ‘can the computer assist clinicians in psychiatric diagnosis’? An answer to this question was given by Schmid et al (Schmid, Bronisch, & Von Zerssen, 1982) in DIAGNO, a diagnostic program which allowed users to select either ‘yes/no’ to questions from the administered psychiatric questionnaire. DIAGNO later developed into different versions, one of which is called DiaSika (Schmid et al., 1982), used in France and Germany. Today, one of the most popular applications developed for use by both clinicians and non-clinicians is MoodGYM, a computerised cognitive behavioural therapy programme for depression, anxiety and general psychological distress (Twomey & O’Reilly, 2016), developed by the centre for mental health research at the Australian national University.

While studies in the past have shown beneficial effects that ICT4D-aided interventions can have on health delivery outcome in the developed world, it has attracted little or no significant attention in most developing countries, including Nigeria (Harris, 2016). For instance, compelling evidence show severely limited use of ICT4D-aided tools in mental healthcare in
Nigeria, even till this day (Adeleke, 2015; Idowu, Cornford, & Bastin, 2008; Jimoh, Pate, Lin, & Schulman, 2012). Depression screening, which is the focus of this study, is still based on manual inspection of individual sufferers in hospital domains by clinicians and rarely aided by computerized systems.

With the aim of supporting the existing infrastructure to alleviate the problem of mental healthcare delivery in Nigeria, it is important that all possible areas of solutions be investigated so as to select the one that works for a particular society. The needed solution should be channelled towards rapid expansion of ICT4D-aided healthcare delivery including health information technologies, especially screening, diagnostic and treatment plans. Owing to the limited impact the available services and past interventions have had on mental health management, the study has, as its primary goal, to explore the interplay of two complementing ICT4D developmental technologies, machine learning and human computer interaction (HCI) with a view to increasing flexibility in screening for depression (Kleine & Unwin, 2009). This would also be in response to calls by the WHO (2012) and other stakeholders (Abas et al., 2014) for more comprehensive mental health diagnostic approaches that address the difficulties in developing countries. Machine learning and HCI techniques are both ICT technologies that have the common goal of enhancing the effectiveness of a system and making it easier for humans to use to solve real-life problems (Holzinger, 2013). While machine learning systems are good at computation and analysis of data at the lowest level, HCI, a multidisciplinary research field, investigates issues related to the design and implementation of the interface that enables interactions between humans and computers so that a person’s needs are satisfied in the most effective way.

1.3 Proof-of-concept

In the build-up to this study, the researcher had conducted a survey with two study population: the first was with healthcare professionals (psychiatrists, child/adolescent psychiatrists, psychologists, nurses, social workers, psychotherapists and doctors) who worked at the University of Benin Teaching hospital (UBTH) at the time of the study; the second was with staff (academic and non-academic) and students (undergraduates, masters and PhD) of the University of Benin, Nigeria. The surveys were conducted with the following objectives in mind:

1. assess the feasibility of the study
2. assess the availability of relevant information from the two data sources and seek the permission of the clinicians to collect data in their facilities
3. estimate the level of risks and prevalence of depression among University students
4. interview clinicians to identify the difficulties they face with depression screening and isolate those that can be solved with ICT technologies
5. identify a cost-effective workable local solution that utilises existing infrastructure and technologies to address some of the identified difficulties with respect to the objectives of the study.
6. consider the elements of the study design: the research questions, the timeframe required to collect the data, the study population, inclusion and exclusion criteria, and the accuracy of the collected data.

1.3.1 Data collection

Data was collected through self-administered questionnaire (appendices C and D), in paper format, collecting information about background, resources, adoption of ICT tools in medical and mental health services.

Table 2.2 Pre-study participants

<table>
<thead>
<tr>
<th>Participant</th>
<th>Total No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychiatrists</td>
<td>3</td>
</tr>
<tr>
<td>Child/Adolescent Psychiatri</td>
<td>2</td>
</tr>
<tr>
<td>Psychologists</td>
<td>2</td>
</tr>
<tr>
<td>Nurses</td>
<td>6</td>
</tr>
<tr>
<td>Social workers</td>
<td>4</td>
</tr>
<tr>
<td>Psychotherapists</td>
<td>4</td>
</tr>
<tr>
<td>Doctors</td>
<td>8</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>29</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participant</th>
<th>Total No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undergrad Students</td>
<td>22</td>
</tr>
<tr>
<td>Masters students</td>
<td>17</td>
</tr>
<tr>
<td>PhD students</td>
<td>12</td>
</tr>
<tr>
<td>Academic staff</td>
<td>12</td>
</tr>
<tr>
<td>Non-academic</td>
<td>10</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>73</strong></td>
</tr>
</tbody>
</table>

As shown in Table 1.2, a total of 102 (29 medical and mental health professionals and 73 University staff and students) participated in the surveys. The sample size of each group was determined by participants’ availability for the survey. The researcher conducted a three-hour training for each group on study objectives, data collection procedures, contents of the questionnaire, data confidentiality, participant rights and data quality issues with the participants prior to the actual data collection. Data collection and data quality were monitored consistently by the researcher.
Clinicians: The researcher administered a questionnaire (Appendix C) to each clinician to be completed. This was divided into a cover letter (Appendix A) and three sections. The cover page provided brief information about the researcher, purpose of the study and instructions on how to fill up the questionnaire. It also provided information about maintaining anonymity and confidentiality, and that participation was voluntary. Lastly, it clearly stated that data would be used only for research purposes. The first section of the questionnaire was intended to collect the socio-demographic details of participants including age, sex, professional category, and years of experience on the job. The second section inquires about the knowledge and use of ICT tools in medical practice while the third section talks about the common type of mental disorders, their age bracket and their attitudes towards the adoption of ICT tools as a workable solution to the peculiar difficulties.

University staff and students: The researcher administered a questionnaire to each participant to be completed (Appendix D), which was, again, divided into three sections following a cover letter. The first section was about socio-demographic details including age, sex, staff or student category, the number of years spent in the University. The second section inquires about the level of support from parents, family size, housing problems, academic performance, health risk behaviour, such as levels of alcohol consumption and cigarette smoking, and the outcomes. The third section talks about the use of ICT tools and their attitudes towards using same to solve their health problems. Accommodation problem was assessed by asking the students whether they are officially accommodated in their rooms or sharing with a fellow student (parents home, with a relative, rented room). Academic problems were assessed by asking the students to rate their performance (poor, good, excellent). Smoking and alcohol consumption levels were assessed by asking the students to fill the quantity consumed (none, low, medium, high).

1.3.2 Data analysis and results

At the completion of data collection, the researcher tabulated the data manually in Microsoft Excel sheet, converted it to a comma separated value (CSV) and was analysed using a software tool, BaysiaLab 6 (Conrady & Jouffe, 2015). The relation between the study population and the relevant variables were described using descriptive statistics.

Ethical approvals for the surveys were obtained from the Faculty of Science Research Ethics Committee of the University of Cape Town (Appendix E) and the UBTH Ethics and Research
Committee (Appendix F). Informed verbal consent was obtained from the head administrator of each unit. Written consent (Appendix B) was also obtained from each study participant following a clear explanation of the purpose, data collection procedures and data confidentiality issues of the study.

1.3.2.1 Characteristics of the participants

Though not part of the objectives of the present study, the researcher felt that identifying and presenting the characteristics of the study participants are necessary for the following reasons:

I. Help the readers to understand the background of the participants
II. Provide a picture of the suitability of the participants for the study
III. Provide information on how well the participants represented the characteristics of the systems to be developed and hence provided appropriate contextual information for the presentation of the findings of the study.
IV. Shed some light on the availability, use or non-use of ICT4D tools by the participants

This is presented under three categories:

1. Socio-demographics of participants
2. Knowledge and use of ICT tools in work place
3. Attitude towards the adoption if ICT tools

1.3.2.2 Social demographics of participants

Out of a total of 102 (29 clinicians and 73 University staff and students) questionnaires administered in the surveys, 89 (87.3%) were completed, returned and analysed as part of the motivation for the study. This consisted of 26 (89.7%) from clinicians and 63 (86.3%) from University staff and students.

Among the clinicians, 16 (61.5%) were male while the remaining 10 (38.5%) were female. Almost half of the clinicians, 12 (46.2%), were Nurses, 6 (23.1%) were Doctors, 2 (7.7%) were Social workers, and 3 (11.5%) were each of Psychiatrists and Psychologists. 7 (26.9%) of the clinicians had less than 5 years work experience, 12 (46.2%) had between 6 and 10 work experience, 5 (19.2) had between 11 and 15 work experience while only 2 (7.7%) had more than 16 years work experience.

Among the staff and students, 43 (68.3%) was students while the remaining 20 (31.7%) was staff. The students consist of 26 (41.3%) undergraduates, 11 (17.5%) masters students and 6 (9.5%) PhD. The staff are 10 (15.9%) each of teaching and non-teaching. 35 (55.6%) of the
respondents were between 18 and 28 years old, 16 (25.4%) between 29 and 39 years old, and 12 (19.0%) were above 40 years. It was also found that more than half of the respondent staff, 12 (60%), were also post graduate students in the institution but would prefer to be categorized as staff in the survey.

1.3.2.3 Knowledge and use of ICT tools in the work place

It was interesting to note that all 26 (100%) respondent clinicians had ICT awareness, were computer literate (can do basic tasks with office applications and use internet services), and believed that ICT had important roles in medical practice. However, 20 (76.9%) of the clinicians believe that ICT tools were mainly useful in the area of MIS while 6 (23.1) believed that ICT tools can be used to aid decision making in mental health. The respondents commented that they were less likely to adopt ICT in the discharge of their services for the following reasons: 1) physical signs have lesser role to play in mental health diagnostic decision; 2) electronic health records were relatively new and poorly integrated in clinical practice in the domain of mental health and that 3) electronic interfaces of the few screening tools they had seen were either poorly designed or do not fit into clinicians’ daily routine; 4) ICT tools serve more as MIS that create a huge overhead on their clinical work, and that beyond the conventionally offered electronic records, offer little to enhance patient-clinician communication, clinician-clinician communication and diagnostic decisions.

Expectedly, all 63 (100%) staff and students were computer literate, had unhindered access to desktop computers and laptops provided for them by the University management. 23 (36.5%) of the staff and students were satisfied with their jobs while 40 (63.5%) were dissatisfied. 19 (30.2%) stated poor salary as reason for dissatisfaction, 10 (15.9%) poor learning environment, 14 (22.2%) facilitated-related problems and 20 (31.7%) management problem. 10 (15.9%) of the staff and students confirmed that they completed their given tasks with desktop computers between 2 to 4 hours while 53 (84.1%) completed a given task in more than 4 hours. Interestingly, 46 (73.0%) have heard of the practical application of machine learning and HCI techniques for solving real-world problems, including medical diagnosis. 31 (49.2%) have been involved in machine learning and HCI projects in the past while 25 (39.7%) felt it was successful.
1.3.2.4 Attitudes towards the adoption of ICT tools

Majority of the clinicians, 18 (69.2%) were satisfied with their current job. Poor training opportunity 2 (7.7%), facility-related problem 5 (19.2%) and management problem 1 (3.8%) were the reasons given for job dissatisfaction. All 26 respondents confirmed the availability of desktop computers and laptops for every clinician provided by hospital management. Interestingly, all 26 (100%) confirmed the important roles of ICT tools in their medical practice, but while 21 (80.8%) said ICT tools would improve evidence-based medical practice, 5 (19.2%) felt otherwise. 20 (76.9%) admitted that adoption rate of ICT tools in medical practice was still very low in Nigeria. 15 (57.7%) of the clinicians confirmed their acceptance of a workable local solution that won’t violate the ethics in medical practice, while 17 (65.4%) showed interest in the use of machine learning and HCI could provide.

For staff and students, 10 (15.9%) lived in their parents’ home, 5 (7.9%) lived with a relative while 48 (76.2%) lived in rented home. In terms of emotional bond with family members 29 (46.0%) had no support from family, 24 (38.1%) had low support, 7 (11.1%) had medium support while 3 (4.8%) had high support. Family background was measured using the rating of family background by income distribution and inequality in Nigeria (Bakare, 2012). In the study, a family is rated as follows: wealthy if it’s within the highest 25%; well-off if it’s within the 50% to 75% or poor if it’s within the lowest 25% in terms of wealth). In this regard, more than half of the staff and students, 42 (66.7%) came from poor family background, 14 (22.2%) was well-off, and 7 (11.1%) was wealthy. On health risk behaviour, 28 (44.4%) had high level of cigarette smoking, 25 (39.7%) medium, 6 (9.5%) low and only 4 (6.3%) did not smoke at all. 31 (49.2%) had alcoholic consumption, 21 (33.3%) medium, 3 (4.8%) low and 9 (14.3%) none. For academic performance, 9 (14.3%) had excellent performance, 11 (17.5%) had good performance, 21 (33.3%) had poor performance. Academic performance was not applicable to 22 (35.0%) of the respondents. 35 (55.6%) of the respondents confirmed that they were often depressed by various challenges. 28 (44.4%) said they felt depressed yearly, 31 (49.2%) monthly while 4 (6.3%) was weekly. 45 (71.4%) often felt the need to see a clinician to examine their health status while all 63 (100%) was dissatisfied with their visit to the hospitals because of the high costs, long waiting times to see a clinician and long waiting times to retrieve their medical records. 19 (73.1%) of the clinicians stated that depression was the most common type of mental disorder while another 15 (57.7%) confirmed that the most commonly depressed population being treated in their facility are those between 21 and 40 years. 54 (85.7%) said they would prefer a workable alternative solution to complement the efforts of the limited
medical resources. 49 (77.8%) felt that a combination of human experts and ICT could reduce costs and long waiting times at the hospitals presently experienced.

Given the above analysis and the inability of the currently available medical resources and practice to yield the desired results, in terms of early management of depression among the teeming population, the need for complementary and affordable ICT4D-aided frameworks that support the existing system for screening of depression in Nigeria universities is paramount.

1.4 Justification of choice of study specific areas

Firstly, the driving forces which make Nigeria a critical context for this study are as follows: 1) insufficient studies and data on the risk factors and prevalence of depression in Nigeria (Adewuya et al., 2006; Peltzer et al., 2013); 2) everyday life presenting additional situations such as high crime rate, unemployment, terrorism, extreme poverty and serial outbreak of diseases, that trigger depression for many (Abdulmalik et al., 2013; Ahmed Kayode, 2014; Gureje et al., 2015; Razzouk et al., 2010); 3) more studies have shown the peculiar shortage of mental health professionals and equipment to attend to the teeming population of depression sufferers (Table 1.1), poor mental health data management, and weak evidence-based decision-making practices in Nigeria (Gureje et al., 2015; Salihu, 2015); 4) many healthcare professionals across the world are adopting and introducing ICT tools to reduce costs, serve patients and extend into new areas (Lluch, 2011).

Secondly, the initial motivating factor for which Nigerian University students stand as an interesting case for this study was the results of the pre-study surveys, which conform with those found in the literature (Adewuya et al., 2006; Eisenberg et al., 2007; A. K. Ibrahim, Kelly, Adams, & Glazebrook, 2013; A. Ibrahim et al., 2013; Osemene & Lamikanra, 2012; Peltzer et al., 2013). In summary, the results suggest that Nigerian University students are at higher risk of depression than other populations for the following reasons: 1) most of the students undergo role transition to universities to live with other students with less adult supervision and poor living and academic conditions; 2) constant problems of accommodation, inadequate and overcrowded lecture halls caused by increasing population of students, unavailable study materials, recurrent disruptions of academic calendar and lower socioeconomic status, 3) social variables such as pressure from parents and society to pass examinations, modern lifestyle, large family size; 4) additive behaviour such as heavy cigarette smoking and high level of alcohol consumption. The works of Fisher et al (Fisher, 2011) and Mehdi and Maryam (Mehdi & Maryam, 2014) have also shown that many resource-constrained countries lack data or
resources for data collection on depression to provide local evidence about the type and extent of the problems. This data is needed to guide prevention policy, develop protocols for improved practice and adapt local resources for use. These factors, in addition to the regular symptoms of depression (American Psychiatric Association, 2013) have presented enormous medical challenges to University communities and available medical services in Nigeria (Semrau et al., 2015).

Lastly, since the study is situated in the domain of ICT4D, which advocates for using ICTs to alleviate socio-economic problems facing disadvantaged population, any pursuit for development objectives through ICT should be tailored towards already existing resources and locally available technologies to help in problem-solving. From literature and the pre-study survey, a gap in the adoption of ICT4D framework for supporting the methodologies for depression screening in Nigerian universities was identified. Additionally, the choice of the use of computer-based technologies is facilitated by the availability of desktop computers and laptops in all departments of the University of Benin, and the ease with which the computer-based depression screening fit into the activities of the University academic staff and students.

### 1.5 Research goal and objectives

A search of the literature at the time of writing this thesis did not reveal any comprehensive integration of ICT4D frameworks into the daily routine practice of healthcare professionals with reference to the peculiar difficulties to managing depression screening in Nigeria. As its main goal, the study investigates the extent to which ICT4D frameworks can support the methodologies for screening for depression among the teeming population in Nigerian University community. This was done in two phases: the first was to build machine learning models for depression, and the second was to build HCI systems that compute and communicate machine learning results in ways that are compatible with the decision-making process of healthcare professionals. To achieve this goal, the following specific objectives were necessary:

1. To identify depression screening challenges faced by clinicians and then isolate those that that can be solved using ICT4D applications
2. To identify the extent to which ICT4D applications are used for routine disease screening in selected healthcare institution in Nigeria
3. Investigate the strengths of various classification techniques for the purpose of developing new models.
4. Address an important issue related to the most important predictors and relationships between the predictors
5. Integrate the knowledge-based framework into a graphical user application, which can assist University academic staff in the regular assessment of staff and students for depression
6. Investigate the effectiveness of supporting University academic staff in assessing their staff and students for depression using ICT4D application framework.

1.6 Research contributions
The study contributions are summarized in twofold: with respect to predictive modelling, it is the development, evaluation and implementation of probabilistic machine learning algorithms to clinical datasets for predictive modelling. With respect to real-life applications, it is the integration of computationally-managed diagnostic models into an easy-to-use screening tool for use in non-clinical settings and the interpretation of them. They are as follows:

2. Empirical evidence of which methods and techniques for revealing complex interdependencies and relations between (1) symptoms of depression (attributes), and (2) attributes and targets.
3. Extensive empirical evaluation of the above-stated methods using real-life clinical datasets from University population and second putting the method to work in a real-world audit to explore its practical value in non-clinical settings.
4. Illustration that existing heuristics in HCI can be used to evaluate smart systems in real and practical environment.
5. Empirical evidence of the effects of using subject matter expertise and experienced usability evaluators in evaluating a medical application.
6. Empirical evidence of the knowledge and attitude of clinicians towards the use of ICT tools in work place

1.7 Research questions
To address the above stated research objectives, the following research questions were formulated and answered by the study.
1. Are there ICT4D tools that can help address some of the disease screening challenges faced by mental health professionals in Nigeria?

2. What is the combined framework that integrates ICT4D tools and novice users together?

3. How can the linkage between machine learning and HCI tools be strengthened to support the framework for screening for depression in Nigeria in the context of ICT4D project?

4. What machine learning techniques would be appropriate to screen for depression among University staff and students?

5. Is there an association between the symptoms of depression and depression that are of statistical relevance?

1.8 Thesis organisation

To achieve the objectives of this research study, contents of the remaining chapters of the study are organised in the following structure:

Chapter two describes the elements of the present study, ICT4D, machine learning classification process, HCI, and depression screening. It also discusses the link between machine learning and HCI to create depression screening tools for heterogenous non-technical user population.

Chapter three reviews previous studies related to the lack of impact of past ICT4D interventions in the public health systems in Nigeria before looking at the potential of ICT4D tools in screening for diseases. It also explores relevant literature in machine learning and human computer interaction approaches to mental health decision support systems in resource-limited areas.

Chapter four describes the research methods used to achieve the goal and objectives of the study; the pre-existing methodological basis of depression classification and the need for the work described in this study. Specifically, it looks at the drawbacks of the existing detection techniques and procedure, and the motivation for a complementary technique and procedure for managing depression, highlighting the places of difficulties. Also described are the research’s philosophy, design, data collection procedure and details of the different algorithms used at different phases of the development process.

In chapter five, details of the tools and programs used to facilitate the implementation process are discussed. With a view to addressing a part of the study research questions, the analysis of the results from various machine learning-based decision support models are made
in this chapter. A comparative analysis of their performances is given. The chapter concludes by presenting an empirical evaluation of the knowledge base models and the developed user-friendly graphical interfaces.

Finally, in chapter six, the summaries, contribution and achievements of the work done in the study are presented. The limitations of the study are discussed, and conclusions are drawn. The chapter closes by reviewing and discussing a variety of plans for possible future directions for problems to be solved using improved versions of the methods described in the study.
Chapter Two

Understanding the ICT4D frameworks and depression screening relation

2.1 Introduction

The field of ICT4D focuses on how ICT technologies, such as computers (hardware, software and procedures), the internet, telephones, radio and television, can be implemented for social and economic developmental purpose in resource-constrained areas of both the developed and developing countries (Barjis, Kolfschoten, & Maritz, 2013; Toyama & Dias, 2008). These technologies are useful in delivering information to where it is required, in a timely manner. ICT4D was intended to jump-start the process of improving quality of life, social quality, empowerment, and health development (Ganju, Pavlou, & Banker, 2016; Thomas, Li, & Oliveira, 2017). As an interdisciplinary research field, the conceptual approaches to the field of ICT4D are from diverse academic and industrial domains, such, ICT, development, business, economics, sociology, communications and psychology (Avgerou, 2017; Kleine, 2010). Whichever is adopted is dependent on the purpose of the study. With regards to the purpose of this study, the description of ICT4D has two major components, ICT and development (Avgerou, 2017; Toyama & Dias, 2008), is adopted. Focus will be on how ICT applications can be implemented for developmental purpose in areas of limited medical resources. Although both ICT and development have been independently well-defined, the knowledge gap in the link between ICT interventions and development, in the context of developing countries, is still an ongoing area of inquiry (Thomas et al., 2017). Bridging this research gap requires an understanding of both ICT and development drawn from their frameworks. As Ann et al (2015) notes, frameworks are useful tools for analysing the interactions and interrelationships between the diverse elements involved in the adoption and use of health technologies. The study therefore argues that the application of these frameworks are necessary considerations for designing intervention programs to enhance ICT acceptance in the healthcare industry in Nigeria. The next subsections examine several of these models through their frameworks and a few were chosen for the study based on their popularity in the healthcare industry. It must be stated, however, that these descriptions are not exhaustive but contextual and scoped for the presented study.
2.2 Frameworks used in ICT research

ICT describes information management technologies which facilitate, by electronic means, the creation, storage, and dissemination of information. These technologies, according to Kleine and Unwin (2009), include the ‘old’ ICTs of radio, television and telephone, and the ‘new’ ICTs of computers and network (hardware and software), wireless technologies, the Internet, and the services associated with these technologies. The study focuses on computers and their applications for intervention in medical resource-constrained areas in Nigeria. As a multidisciplinary research field, ICT is not studied in isolation; it is studied within the wider frameworks upon which it is situated (Sein, Hatakka, Thapa, & Sæbø, 2016). The approaches to ICT research are therefore drawn from multiple fields, derived from both community and organizational settings. These are described in the following subsections:

2.2.1 Psychological theories

Psychological theories, such as theories of reasoned action (TRA) and planned behaviour, the technology acceptance model (TAM), and adoption and diffusion of innovation theory (DOI), are useful for understanding the motivations for ICT adoption and use in workplace (Kim & Crowston, 2011). These theories, developed in the field of social psychology to aid the understanding of a variety of human behaviours, are sometimes called the theory of intention-behaviour (Gagnon, 2015) since they focus on people’s intention to engage in a certain behaviour (ICT adoption and use) and can assist in explaining the motivations and impediments to adoption and variations in usage patterns between contexts and individuals (Otieno, Liyala, Odongo, & Abeka, 2016).

2.2.1.1 Theories of reasoned action

The theories of reasoned action (TRA), a well-known psychological theory formulated by Ajzen and Fishbein (Ajzen & Fishbein, 1980) postulates that the realization of a given behaviour is predicted by the individual intention to perform this behaviour (Gagnon, 2015), which is in turn formed by two antecedents: attitude towards the behaviour and subjective norm. TRA has been used to explain the nature of intentions and the limits of the application of ICT adoption and use research as a fundamental theoretical framework. TRA has also been in a number of other research fields in combination with other theories and models as a foundation to such studies (Otieno et al., 2016). TRA models have been successfully used in
the health-related fields and medical innovation (Khasawneh & Ibrahim, 2008) to explain different behaviours of healthcare professionals towards ICT adoption and use. For instance, Beadnell et al (2008) used the TRA to predict intentions to use condoms with casual partners, as well as to steady-partner safer sex behaviours: mutual monogamy and condom use. Valtonen et al (2015) in an experiment using the framework of the theory of planned behaviour, described how experiences of learning with ICT in pedagogically meaningful ways can affect pre-service teachers' intentions to use ICT for teaching and learning. The results showed no differences in pre-service teachers' attitudes and behavioural intentions towards the use of ICT for teaching and learning.

### 2.2.1.2 Technology acceptance model

Technology acceptance model (TAM) originated from the TRA and was first developed by Davis (1989) to provide detailed explanation of the factors for understanding the decision process of ICT. The factors in TAM, which constitute the most important predictors of people’s attitudes toward using ICT are, perceived usefulness and perceived ease-of-use (Gücin & Berk, 2015). Perceived usefulness describes the extent to which an individual believes using the ICT will enhance his performance while perceived ease-of-use describes individual believes the given ICT will reduce the intensity of their work. In the healthcare domain, Gucin and Berk (2015) note that while perceived usefulness of technological innovations may be the most distinctive factor for healthcare professionals, ease of use is of big importance for patients. Perceived ease of use is affected by personal norms and perceived control beliefs. The effects of technology acceptance and use by healthcare professionals and patients have been studied in the social and behavioural literature. For instance, Kane (2014) notes that the mobile technologies guarantee many benefits including disease screening and treatment access, self-assessment and disease management, for the patients. Similarly, the work of Khan and Woosley (2011) has shown that several countries have adopted ICT in their healthcare because of the benefits of ICT usage by healthcare professionals, including, reduction in screening and treatment errors, reduction in treatment period and cost, quick transfer of medical records. Fontenot (2014) further notes that technology usage in healthcare provides costs savings for patient, healthcare professionals and government, and facilitates the transformation of a patient to a healthier, cheaper citizen.
2.2.1.3 Theory of Adoption and diffusion of innovation

The conceptual framework in much of this study is Rogers’s adoption and diffusion of innovations (DOI) (Rogers, 2015). The theory is based on the fact that understanding the factors that shape innovation diffusion would enable decision makers to promote acceptance and increase technology use by generating effective policy initiatives at the system level, and establishing more decisional systems at the organization level (Ann et al., 2015). Innovation is an idea, new product, a program, or a technology that is new to the adopting unit. In the healthcare domain where the DOI has received much attention, adoption describes the discrete decision to accept or reject a health technology, while diffusion describes the process by which a health technology is communicated through certain channels among the members of a social system over time (Ann et al., 2015; Gagnon, 2015). As ICTs grow in popularity, understanding adoption and use of them is very critical in terms of design, development and deployment of new ICT. The major objective of the diffusion of innovation (DOI) theory is to understand the adoption of innovation in terms of four elements of diffusion including innovation, time, communication channels, and social systems (Rogers, 2015). DOI states that people’s technology adoption behaviour is determined by their perceptions of technology characteristics, such as relative compatibility, relative advantage, trialability, observability, and complexity of the innovation (Rogers, 2015).

The key concepts of Rogers’ DOI identified that the process of introducing a new technology and method into the workplace and moving through to its sustained use, was composed of five stages occurring over time. These are knowledge, persuasion, decision, implementation, and confirmation (Rogers, 2015). An individual learns about an innovation, then forms an attitude toward the innovation before reaching a decision on whether to adopt or reject the innovation. This is followed by putting the innovation into practice, and finally, either agree and adopted the innovation as best practice or reject the innovation, at which point the innovation is discontinued (Rogers, 2015). These innovations are presented in the form of technologies, such as new screening procedures, surgery procedures, treatments, or new medical drugs. Successful innovations become widespread among the clinicians community, following a diffusion process pattern (Duch, Rallo, & Guardiola, 2014). Technology, according to Duch et al (2014), can, like the innovation concept, be more than a physical tool or artefact. It can be the skills and knowledge needed to operate a tool, it can also be the knowledge used
to solve problems or the pedagogical tools to extend the knowledge of others pattern (Duch et al., 2014).

In the healthcare industry, several researchers have used Rogers’ DOI as its theoretical framework, either separately or in combination with other models and theories to explain adoption and use of ICT. In Zhang et al (2015), the DOI was used to provide valuable insight about the feasibility of introducing consumer electronic health services in a primary healthcare setting. The study described the factors influencing the low rate of adoption of the electronic health invention to include the incompatibility of the new service with the patients’ preference for oral communication, ineffective communication of the availability of the electronic appointment service to the patients, a perceived lack of value of the new online service for the majority of patients, and some functional limitations of the service itself. The study further notes that lack of access to a computer or the Internet at home, low level of computer literacy, and the low level of socio-economic status of the study population as factors causing the low rate of adoption of the new online service. On the other hand, the electronic appointment service was perceived to be an advantage for full-time working patients who could only make an appointment to see a physician after business hours. Duboise et al (2013) also described validity, reliability and maturity of the science; communication of the science; economic drivers; patient and physicians ability to apply the findings; and incorporation into guidelines, as five factors affecting technology diffusion. Confidence in the device, developed by good communication of trusted data on safety and efficacy, promotes diffusion, as does the ability to apply the device in the local clinical setting. Economic aspects may slow or hasten diffusion depending on the insurer willingness to pay and hospital funding policies. The study also concluded that incorporation into clinical practice guidelines can greatly influence the behaviour of medical professionals and accelerate diffusion.

2.2.3 Attributes of innovation

The attributes of an innovation describe the characteristics of the innovation that affects the rate at which it is adopted. Although the theory of adoption and diffusion of innovation proposes many theories to explain how a new concept or technology diffuses in a given population, the present study shall consider only a few attributes of an innovation and the characteristics of the associated adopter categories as they relate to the adoption rate of a particular product. Rogers summarizes previous innovation research studies and identified five perceived characteristics that make an innovation more or less desirable to adopt. The rate of
adoption for an innovation is faster if members of a system perceive it to be better than what the innovation it supersedes (perceived relative advantage); is consistent with the existing values, previous experiences and needs of potential adopters (perceived compatibility); is not relatively difficult to understand or use (perceived complexity); can be experimented to be used without a significant commitment in time, effort or expense (perceived trialability); and possesses benefits that visible to the user and others (perceived observability (Rogers, 2015).

Figure 2.1: Conceptual model and propositions

For this study, the adapted conceptual framework and the reasoning for its concept composition is shown in Figure 2.1. The innovation is the development of screening tools that empower a heterogenous user population to help prevent adverse effect of health events such as depressive disorders that may lead to more serious and complicated health issues. The channels that will be discussed in the study are computer (software, hardware, and procedures) technologies such as machine learning and human computer interactions. A description of the framework is briefly described:

2.2.3.1 Perceived impact

Relative advantage relies on the technology it replaces. This means that the depression screening tool to be developed becomes problematic if majority of the end-users regard the tool as more complex than the system it replaces. However, since the study already established that the screening tool is not replacing the existing traditional method, which is still in use, but complementing it, it may be less relevant to measure advantages relative to existing technology. Instead, the perceived impact of the innovation will explore what impact the use of the innovation has on all users work processes, with no overt reference to the existing system. This
means that it will be entirely up to the users to describe what they feel the concept of perceived impact entails.

2.2.3.2 Perceived ease of use

The depression screening system is without doubt a complex innovation due to the underlying machine learning architecture and all its corresponding software. However, the end-users of the tool are likely never to be exposed to this complexity, and are only interested in the actual use of the application. Notwithstanding that exploring the relationship between these attributes is not part of the objective of the present study, it is important to note that ease of use attribute has a significant effect on attitudes toward usage, which is another variable in the TAM model. It is safe to assume that perceived ease of use also will have a strong effect in the intention of adopting the depression tool in this study.

2.2.3.3 Perceived trial utility

The third attribute of the conceptual model, perceived trial utility, is derived from the original framework of Rogers and specifically the trialability attribute (Rogers, 2003). Since the study focuses on the perceived importance of a prototype depression tool, the perceived trial utility attribute will be operationalized by exploring how important this testing period is in order for the researcher to form positive intentions toward adoption of this innovation. Rogers noted that the trialability of an innovation is positively associated with its adoption. There is no reason to believe that the perceived utility of this prototype application will not have a similar effect on intentions of adopting the depression tool.

2.2.3.4 Perceived result observability

Observability reflects how observable the use of the innovation is to others that are exposed to the users of the innovation. It will be interesting and purposeful to examine how the users’ perception of the result demonstrability affect their intentions of adopting the depression screening tool. Perceived result demonstrability is therefore an important attribute in this study, as it may reveal how visible the results from usage is to the users during the testing. Because of this, perceived impact and perceived result demonstrability is likely to be somehow related in terms of their effect on intention of adopting the depression screening tool.
2.3 Frameworks for developmental studies

Development has many perspectives and several interesting theories have been developed to describe it, but the concern of the present study is development within the context of economic and social development (Kleine & Unwin, 2009) through efficient mechanisms enabled by ICTs, with emphasis in the medical resource-constrained area of Nigeria. A few of these are described in sections 2.3.1.

2.3.1 The capability approach

The Sen’s capability approach (Sen, 2007) offers a way of thinking about development as an enlargement of capabilities. The capability theory is grounded in the fields of development and economics, and was pioneered and advocated by Amartya Sen in conjunction with Martha Nussbaum out of the need to measure progress in development, and the dissatisfaction with existing tools for monitoring and evaluating development (Sen, 1997, 2000, 2001, 2007). The core idea in the capability theory is that what people are effectively capable of doing (capabilities), should be the focus of wellbeing evaluations and government policy, as opposed to what they actually do (functionings) (Nussbaum, 2005, 2011; Sen, 2007). What this means in practice, is much more attention to matters directing policy efforts towards health, education and sustainability, economics, and promoting human well-being (Sen, 2007). The list of capabilities that are essential for a good life, as given by Nussbaum (Nussbaum, 2005) include normal life span; bodily integrity; bodily health; imagination and thought; senses, emotions; practical reason; affiliation; other species; play; and control over one’s environment. Knowing the importance of ICT, Sen (2007) extended it to include capabilities, such as computer literacy. Examples of functionings are such diverse things as working, resting, being literate, being healthy, being part of a community, being able to travel, and being confident (Robeyns, 2005).

In the ICT4D literature, two categories of studies that used the capability frameworks have been identified: the studies that operationalized (or put into practice) the frameworks (Lorgelly, Lorimer, Fenwick, Briggs, & Anand, 2015; Simon et al., 2013; Yap & Yu, 2016) and those that applied the frameworks (Anand & Dolan, 2005; J. Coast, Smith, & Lorgelly, 2008; Dang, 2014; Hill, Doupcheva, Lerch, & Sauvain-dugerdl, n.d.; Karimi, Brazier, & Basarir, 2016; Law & Widdows, 2008; Mitchell, Roberts, Barton, & Coast, 2017; Y. Wang, Kung, & Byrd, 2018). Most of the studies that in the operationalisations category designed a framework using Amartya Sen’s work (Lorgelly et al., 2015; Simon et al., 2013; Yap & Yu, 2016). What is common among the operationalisations is that they look at the actual outcomes, the extension
of freedoms, but they categorize the outcomes differently and focus on different concepts within the framework

### 2.3.2 Sustainable livelihoods approach

The Sustainable livelihoods approach (SLA) is one of the most widely used livelihoods frameworks in development practice and has been adapted by different development agencies such as the British Department for International Development (DFID) DFID (2008). A livelihood, according to DFID, consists of capabilities, assets and activities needed for a means of livelihood. A means of living is sustainable when it can cope with and recover from stresses and shocks and maintain or enhance its capabilities and assets whether now and in the future, while not undermining the natural resource base (DFID, 2008). Recognising that livelihood insecurity is a constant reality for many poor people, and that insecurity is a core dimension of most poverty, the SLA has as its core the elimination of poverty in poorer countries through tangible and intangible assets (physical, natural, financial, human, and social) of firms, communities and individuals (Mazibuko, 2013). It does this by putting people at the centre of development, thereby increasing the effectiveness of development assistance through the objectives, scope and priorities for development. The SLA explores livelihood resources and strategies that enable or constrain the achievement of sustainable livelihoods for different groups and institutional processes (Serrat, 2017). Although the application of the SLA is flexible and adaptable to specific local settings and to objectives defined in participatory manner, it inspires many core principles.

Among the critiques of the SLA are its too much focus emphasis on the micro level (community health, for example), inadequate attention to the macro-level (the state or the international society, for instance), and its focus on self-help, assumptions that those living in poverty can always make ‘rational’ choices and difficulties in defining and measuring the capital types and sustainability (Petersen & Pedersen, 2010).

Another drawback of the usability of the SLA framework is that there are too many issues to address, and this makes the framework too broad and superficial to help design and analyse anything in-depth (Petersen & Pedersen, 2010). In this regard, Barnes et al (2017) called for disaggregation of the unit of analysis with emphasis on individuals through analysis of dimensions such as gender, age, wealth, and the distribution of control over resources.
In the area of ICT, the SLA has been applied for identifying knowledge gaps required for providing a way for the rural poor to escape deprivation and empower them to diversify the contributions to their livelihood through ICT (Grunfeld, 2007).

### 2.3.3 Millennium development goals

Recognising that health is central to development and poverty reduction, the millennium development goals (MDG), launched in year 2000, has three of its eight goals directly related to health, as noted by WHO (2005). These are: Reduce infant mortality (goal 4); Improve maternal health (goal 5); and Combat HIV and AIDS, malaria, and other diseases (goal 6). Several ICT4D studies have been carried out because of the MDGs. For instance, infoDev (global development financing programme, hosted by the World Bank conducted evaluations on ICT4D projects (Batchelor & Norrish, 2005) focusing answering questions related to the relationships between poverty and ICTs.

Studies from several development institutions, such as the United Nations Development Programme, UNDP (2015) world bank (World Bank, 2013), the DFID and the Organization for Economic Cooperation and Development OECD (2003) have examined the relationship between ICTs and efforts to reduce poverty and achieve the other MDGs, and have come to the firm conclusion that effectively incorporating ICTs into development programs are useful tools in efforts to reach the MDGs. The UNDP (2015) note that ICTs themselves will not eradicate poverty but will be a useful tool for creating an enabling environment in pursuit of the MDGs. Similarly, the world bank argued that in spite of the various issues associated with deploying ICT projects, there is a growing evidence that the use of ICTs can be a critical and required component for addressing some facets of poverty in the following ways:

1) provide more efficient means of production
2) bring past unattainable markets within the reach of the poor
3) improve the delivery of government services, and
4) facilitate management and transfer of knowledge.

It is evidently clear from the studies cited above that the development of ICTs in the health sectors of Nigeria and many other developing countries, can support and drive the socio-economic development (Haluza & Jungwirth, 2015) of these countries and in particular assist them to achieve the various MDG targets in the health services (Chetley et al., 2006; Panir, 2011)
2.4 Frameworks guiding the study and justification

First the study acknowledges the primary goal of ICT4D, which is promoting the socio-economic development objectives of disadvantaged communities in both urban and rural areas through the direct or indirect application of ICT innovations. According to major development institutions such as the UN, World Bank, DFID, and OECD, these development objectives may include healthcare delivery, education, income growth, etc through the application of ICTs. Given that the intention of the present study is not to argue against or for any definition or theory, the study streamlines the definition of development in the context of its objectives by borrowing from the various definitions from these international agencies. In this study, development refers to both social and economic development at micro-level. The micro-level, as used in this study, means providing depression screening interventions through ICT innovative applications to Nigerian universities, which normally contribute to making them live in poor health. Evidence from several studies in Nigeria (Afolabi et al., 2008; Baiyewu, Yusuf, & Ogundele, 2015) and other developing countries (E. Coast, Leone, Hirose, & Jones, 2012; Das, Do, Friedman, McKenzie, & Scott, 2007), point to the negative effects of poor health costs on welfare. The inability of the severely depressed, for instance, to work, thereby straining family resources, strengthens the relationship between poverty and depression. Costs associated with depressive disorders are recognised as a major cause of household poverty, particularly undetected depression that entail direct expenses on treatment and opportunity costs through lost incomes (Baiyewu et al., 2015).

In this regard, the study referred to ICT4D as the use of technologies that facilitate, through electronic means, the creation, management and dissemination of information to enhance the socio-economic wellbeing of its users. Put simply, in the context of the study, ICT4D refers to using machine learning and HCI technological innovative applications to facilitate effective and efficient depression screening for University staff and students by University academic staff (the users). The study argues, in this definition, that the innovation’s impact to members of the University academic staff and students can be described in both social and economic development context and are expected to enhance the living standards of the University community.

Economic development in this study, is described as a way of enhancing some aspects of the living standards of the University population by reducing the cost associated with depression screening and improving their mental health. Social development, on the other hand, addresses those needs that may not necessarily be described in economic terms but can
positively affect the living standards. For example, in the pre-study survey, all 63 (100%) University staff and students interviewed expressed dissatisfaction with their visit to hospitals because of the high costs, long waiting times to see a clinician and long waiting times to retrieve their medical records. This corroborates the findings of several studies in medical literature of high costs and long waiting times experienced by patients in hospitals (Ansell, Crispo, Simard, & Bjerre, 2017; Globerman, 2013; Oche & Adamu, 2013). The living standards (costs of consultation and long waiting times) of University staff and students may be raised if ICTs-based depression screening tools are created and used in universities. The attempt to alleviate this and many other health challenges faced by members of the University community is what the study refers to as social development. It includes development as a process of using ICTs to expand the freedoms that people enjoy (Sen, 2007).

2.5 Depression and depressive symptoms
Depression, a common health problem, ranking third after cardiac and respiratory diseases, has been found to be a major predictor of disability, mortality and poor quality of life (A. Ibrahim et al., 2013; Morrison, Shin, Tarnopolsky, & Taylor, 2014). An estimated 350 million people of all ages are suffering from depression, worldwide with varying degrees of prevalence rates, primarily due to different assessment methods, study designs, and heterogeneity of the populations under study (Lim et al., 2018). In some studies different factors such as age (Schaakxs et al., 2017), gender (Luppa et al., 2012) and populations under study (A. Ibrahim et al., 2013) have been associated with varying degrees of prevalence rates of depression. For instance, the work of Ibrahim et al (2013) suggest an evidence that University students are at higher risk of depression, despite being a socially advantaged population.

The International Classification of Disease (ICD-10) WHO (1992), and the Diagnostic and Statistical Manual of Mental Disorders 5th edition (DSM-5) American Psychiatric Association (2013), which identified depression as being characterized by the presence of cognitive, emotional, somatic, and behavioural symptoms, are the commonly used classification systems for diagnostic purposes in mental health. These classification systems help psychiatrists to measure and quantify mental illness though resulting in reliable diagnosis.
Depression is characterized by the presence of cognitive, emotional, somatic, and behavioural symptoms American Psychiatric Association (2013; WHO (1992). Depression can also be categorised as either a diagnosis or a dimension (symptoms) (Stein, 2012)). Depression represents a diagnosis of a depressive disorder from the categorical perspective while it
represents the presence of depressive symptoms of different grades from the dimensional perspective.

Three examples of diagnoses, as defined by the fulfilment of a set of criteria in the DSM-5 and ICD-10 classification system, are the major depressive disorder (MDD), Persistent depressive disorder (called dysthymic disorder in the ICD-10 classification system) and Adjustment disorder. According to the DSM-5, persistent depressive disorder is a new diagnosis, which includes both chronic major depressive disorder and the previous dysthymic disorder. The main reason for this change was no evidence for meaningful differences between these two conditions. This is represented in Table 2.1.

Table 2.1 Conceptual model of depression and depressive symptoms

<table>
<thead>
<tr>
<th>DSM-5</th>
<th>ICD-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major depressive disorder</td>
<td>Major depressive disorder</td>
</tr>
<tr>
<td>Presence of 5 or more symptoms</td>
<td>Presence of 5 or more symptoms</td>
</tr>
<tr>
<td>Persistent depressive disorder</td>
<td>dysthymic disorder</td>
</tr>
<tr>
<td>3 or 4 symptoms</td>
<td>3 or 4 symptoms</td>
</tr>
<tr>
<td>Adjustment disorder</td>
<td>Adjustment disorder</td>
</tr>
<tr>
<td>2-4 depressive symptoms</td>
<td>2-4 depressive symptoms</td>
</tr>
</tbody>
</table>

Depression is characterised by sad mood, loss of pleasure or interest, withdrawal from social activities, feelings of guilt, worthlessness, insomnia, hypersomnia, disturbed appetite, loss of energy, inability to concentrate, and in severe cases suicidal ideation.

Of these symptoms, sad mood and loss of interest or pleasure are two main criteria, and the remaining symptoms are additional ones (American Psychiatric Association, 2013). An MDD is established if one of the main criteria and, at least four other criteria are consistently present during a two-week period (American Psychiatric Association, 2013). In addition, the symptoms shall be followed by a decline in functional social activities. DSM-5 offers explicit symptomatic criteria allowing for a reliable diagnosis of depression (American Psychiatric Association, 2013). A diagnosis of dysthymic disorder is established if the patient experiences three or more of the depressive symptoms, including sad mood and, at least, two additional symptoms, present for at least two years. Two to four of the depressive symptoms, including sad, are required to be consistently present for two weeks in order to establish an adjustment disorder. This should be followed by significant impairment in occupational, social, or other vital functioning areas (American Psychiatric Association, 2013).
2.5.1 Screening for depression and depressive symptoms

In mental health, the standard method for detecting depression is an interview conducted according to the DSM-5 and ICD-10 classification systems (American Psychiatric Association, 2013; WHO (1992). The interview is usually administered by a clinician or trained mental health professional. Structured and semi-structured diagnostic interviews are the commonly used approaches for establishing the presence of depression. The Structured Clinical Interview for DSM Disorders (SCID) (First, 2015) is considered as the gold standard in mental health for interviewing and applying the DSM-IV criteria for diagnosis. The SCID became an efficient, easy-to-use instrument which helped medical professionals to make standardized, reliable, and accurate diagnoses (First, 2015). Schedules for Clinical Assessment in Neuropsychiatry (SCAN) (Wing et al., 1990) is another commonly used semi-structured interview created by the world health organisation (WHO) to detect and measure mental disorders that may occur in adult life. Though not created directly using any of ICD-10 and DSM-IV, the SCAN could be used for both systems. The WHO Composite International Diagnostic Interview (CIDI) (World Health Organization, 1990) is a fully structured interview used to diagnose mental illnesses. It was generated in collaboration with WHO and the United States. Alcohol, Drug Abuse, and Mental Health Administration (ADAMHA). It takes approximately one to two hours to administer a full structured or semi-structured interview. This may be challenging in clinical practice as many patients are frail and require personnel resources. It is however, possible to select some parts from the interview that are related to specific diagnosis of interest, which takes shorter time.

2.5.2 Screening tools for depression and depressive symptoms

In this section, some of the most commonly used tools for screening and monitoring depression disorders are described. These include: Hospital Anxiety and Depression Scale (HADS) (Zigmond & Snaith, 1983), Beck Depression Inventory (BDI) (Beck, 1961), and the Patient Health Questionnaire – 9 (PHQ-9). However, it is noteworthy of mention that screening tools are not diagnostic. If a patient has been assessed by a certain questionnaire and identified to experience depressive symptoms, the patient would require further assessment with a clinical interview to fully establish a potential diagnosis.
2.5.2.1 Hospital Anxiety and Depression Scale
The hospital anxiety and depression scale (HADS) is a 14-item questionnaire developed by Zigmond & Snaith (1983) for screening for depressive symptoms and anxiety in a medically ill population, based on patients’ self-report (Zigmond & Snaith, 1983). The HADS has seven items on each subscale; depression and anxiety, respectively, and it’s rated from 0 to 3, with 0 representing ‘no problem, although the rating can be reversed in some items. The feedbacks on this scale are dependent on the on frequency of symptoms in the past week. According to Snaith and Zigmond (1986), the questionnaire does not have all the symptoms of somatic and cognitive conditions of depression in accordance with DSM criteria. Four of the items are about anhedonia (one of the major diagnostic criteria for MDD in ICD and DSM classification systems). The cut-off score of 7 or 8 from the total depression sub-scale score of 21 is used to indicate ‘possible’ depression, while 10-11 indicative of for ‘probable’ depression.

2.5.2.2 Beck Depression Inventory
The Beck depression inventory (BDI) is a twenty one-item patient self-report measure of the severity of depressive symptoms. The questionnaire assesses both the cognitive and somatic symptoms of depression over the last two weeks. The scores are interpreted as follow: 0-3 means ‘low depression’; 4-6 represents ‘mild depression’; 7-9 indicates ‘moderate depression’ while 10-21 indicates ‘severe depression’ (O’Connor, Rossom, Henninger, Groom, & Burda, 2016) It has high sensitivity and specificity and it’s quite reliable in assessing depression severity symptoms (O’Connor et al., 2016). The shortcomings of BDI are its high item difficulty (requires the patient to be able to read and understand the questions) and poor discriminant validity against anxiety.

2.5.2.3 The Patient Health Questionnaire - 9
The Patient Health Questionnaire - 9 (PHQ-9) is a 9-item streamlined patient self-report instrument, which is a version of the Primary Care Evaluation of Mental Disorders (PRIME MD) instrument (Robert L. Spitzer, Kroenke, & Williams, 1999). This tool was first designed to assess and detect specific psychiatric disorders in primary care using the DSM diagnostic criteria, which consists of two parts: a one-page questionnaire and a 12-page clinical evaluation guide. The questionnaire has nine (9) symptoms of depression according to the DSM-5 diagnostic criteria American Psychiatric Association (2013). Each question requires a user to
rate the frequency of a depressive symptom experienced over the last two weeks. These items include: 1) loss of pleasure or anhedonia, 2) sad or depressed mood, 3) insomnia or hypersomnia, 4) fatigue or loss of energy, 5) appetite disturbances, 6) guilt or worthlessness, 7) diminished ability to think or concentrate, 8) psychomotor agitation or retardation, and 9) suicidal thoughts. Scores for each item range from 0 (“not at all”) to 3 “nearly every day” with a total score ranging from 0 to 27 (Gelaye et al., 2013)

2.6 Linking ICT4D, machine learning, HCI and depression screening

In this section, a description of framing the study as an ICT4D research is given. This is followed by a description of the link between the four components of the study, namely: ICT4D, machine learning, HCI, and depression screening.

As stated in section 1.4, one of the reason for using Nigerian University as a case study for depression screening is that it could be studied within the ICT4D context. The staff and students, who are the key members of the University, are categorised as disadvantaged population in the sense that despite being at high risk of depression due to problems with job dissatisfaction/poor academic performance, inadequate family support, accommodation problems, heavy cigarette smoking and high level of alcohol or other drug consumption (Adewuya et al., 2006; Peltzer et al., 2013), the resources to cater for them are limited, hence they can be said to be a potential target group for ICT4D interventions.

Given the vision of ICT4D, which is essentially rooted in the idea of universal access to information as a necessity for development, Hu et al (Hu, Perer, & Wang, 2015) note two major features in data-driven healthcare, 1) medical professionals generate voluminous amounts of data as an outcome of their daily activities and interactions with the millions of patients, which need to be analysed, and 2) the complexity of these data being collected in paper and stored in fragmented records in different departments, make it almost impossible for medical professionals to discover hidden patterns in them and analyse using manual methods. These features call for a new powerful tool to convert structured (e.g. diagnosis codes, medications), unstructured healthcare data (clinical notes), and image data (X-rays) into useful knowledge, which is expected to be greatly aided by artificial intelligence (AI) techniques in a very short time frame. Machine learning, an important subfield of AI research, provides powerful techniques in the context of real-world healthcare data and uses cases to build up data-driven healthcare analytics framework with greatly enhanced accuracies at much lower costs (Hu et al., 2015). Machine learning application is described in detail in section 2.6
The central goal of the study is to develop an ICT4D framework for collaborations between, HCI technology, humans and machine learning models in the domain of depression, taking advantage of their relative strength to achieve what each cannot achieve alone. Part of the specific objectives is to develop and enable machine learning models to become more accessible, effective, efficient tools, so that users from different backgrounds can use them with satisfaction. One approach is to combine machine learning methods and HCI techniques (Holzinger et al., 2013; Shneiderman, 2002). Machine learning-HCI collaboration has been described as the process of identifying novel valid, and potentially useful data patterns, with the goal to understand these patterns. Shneiderman (2002) identified two ways of combining HCI techniques and machine learning algorithms. One way is to provide support tools for users with both components so that users can then explore data with direct manipulation user interfaces. Another way is to use machine learning as a first pass and then examine the results visually. Examples included air-traffic control and video games (Holzinger et al., 2013).

Machine learning models are good at computation and analysis on data, humans are better at extracting knowledge from their experience, and transferring the knowledge obtained to different domains. The field of HCI research, on the other hand, is concerned with the broader human context of computing systems, with the primary goal of developing technology and practices that improve the usability of computing systems. Thus, the design requirements of the study, implementation and evaluation of the system, made use of usability standards in international standard for organisation (ISO) 9241 (ISO, 2017), a popular technique in HCI, which includes the efficiency, effectiveness, and satisfaction with which the user interacts with a system.

As noted by Grudin (2009) and Heuer (2013), the skills of machine learning systems and HCI are complementary. Although investigation on how machine learning models can be made more accessible and usable to people working in different domains is an ongoing research, Heuer (2013) noted that the effectiveness of machine learning algorithms is dependent on three factor: quality of machine learning algorithms, quality of data, and user interface paradigms that machine learning experts employ to do their work. Grudin (2009) further note that the collaboration of machine learning and HCI methods could become very relevant, in the sense that machine learning community could increase their usage of HCI methods by giving users the right amount of support and assistance and enable developers to create better user experiences.
The challenge, however, is how to create a framework that enables humans who may or may not have deep knowledge about the internal workings of machine learning systems or usability technique, to use machine learning models for decision making in safety-critical domain, in ways that earn the trust of professionals. The study started by developing interpretable machine learning models for data computation, and then created a graphical user interface (GUI) design that support transparent interaction between novice users and machine learning algorithms.

A number of machine learning algorithms have been proposed for addressing challenges in medical diagnosis, many of which have been reviewed by Kavakiotis (2017). Some of the more notable ones, discussed in chapter four, are Bayesian networks, decision trees, K-nearest neighbours (k-NN), Artificial neural networks, and Support vector machines.

Part of the focus of this study is using machine learning algorithms as pipeline for pattern recognition in clinical depression data. Developing machine learning models given patients’ data and expert knowledge for making predictions in clinical depression is of great practical importance (Patel, Khalaf, & Aizenstein, 2016a). Machine learning tasks can be broadly divided into five main classes: Association rule, Classification, Regression, Clustering and Optimization tasks (Murphy, 2012). A complete discussion of all the divisions is outside the scope of this study but classification task, which is the focus of the study, is briefly described.

Classification techniques are used to assign features to the pre-determined class targets. The class role is played by a selected feature in the dataset. In statistics, the feature is called the dependent variable. While classifying the features, the classifier creates a classification model, which can then be adapted to new data. For instance, the breast cancer diagnostic model developed by a classification technique may continue to be applied to the decision-making support system for the purpose of the diagnosis of a patient whose data were not used to create the prediction model. Classification is a two-step process consisting of training and testing steps. During the training step, the algorithm analyses the data meant for learning and creates a classification model. During testing, the model is checked for accuracy by using a new set of data. Solving classification tasks includes the selection of appropriate algorithms. A few commonly used classification methods include Bayesian networks, artificial neural networks, decision trees, and many others (Murphy, 2012). Bayesian networks, which the study concentrates on, is described in section 2.6.
2.7 Bayesian network approaches in medical diagnosis

The mechanics of using probability theory in medical expert system decision-making usually rests on an early theory by Thomas Bayes (1763), to the fields of probability and statistics. This is the origin of Bayesian networks. Bayes' theory is a useful mathematical device that combines evidence from data with prior information. The Bayesian solution to the prediction problem consists of specifying a family of probability distributions (a model), and assigning a prior probability to each distribution in the family. Healthcare areas in which Bayesian networks are used to support problem-solving include diagnostic reasoning, prognostic reasoning, treatment selection, and discovering functional interactions (Armero et al., 2016; Lucas, Gaag, & Abu-Hanna, 2004).

The study concentrates on medical diagnosis, which is a logical process by which the clinician follows a chain of events from cause to effect and, thereby, reaches a decision. This has stimulated the interest of a wide variety of researchers for a long time. Bayes theory is derived from the product rule of probability, and relates the conditional and marginal probabilities of events X and Y, provided that P(Y) ≠ 0.

Bayes’ theorem is stated mathematically:

\[
P(X/Y) = \frac{P(Y/X)}{P(Y)} \times P(X) \approx \text{posterior} = \frac{\text{likelihood}}{\text{evidence}} \times \text{prior}
\]  

\[2.1\]

P(X) = prior probability (or “unconditional” or “marginal” or pre-test probability) of event X occurring. It is “prior” in the sense that it does not take into account any information about Y; however, the event Y need not occur after event X. In other words, the prior P(X) describes the information we have about the variable before seeing any data.

P(X/Y) = posterior probability (or conditional or post-test probability) of event X occurring given that event Y has occurred. It is called “posterior” because it is derived from or depends upon the specified value of Y. Clinicians determine the \textit{a priori} probability of a disease, and then incorporate laboratory and imaging findings to calculate the \textit{a posteriori} probability (Ghosh & Valtorta, 1999).

P(Y/X) is the likelihood or conditional probability of Y occurring given that event X has occurred.

P(Y) is the evidence or marginal likelihood or model likelihood of event Y occurring, and acts as a normalizing constant to guarantee the posterior probabilities sum to one.
\( \frac{P(Y/X)}{P(Y)} \) is the Bayes’ factor or likelihood ratio. The term likelihood is used for the probability that a model generates observed data.

Introducing Bayesian networks into the present study, which is depression diagnostic framework, allow the decision support system to deal with probabilistic uncertainty in a mathematically sound way.

As stated in equation 2.1, Bayes’ theorem applied to diagnosis may be written:

\[
P(D/S) = \frac{P(D)P(S/D)}{\sum_j P(D_j)P(S/D_j)} \tag{2.2}
\]

This expresses the conditional probability of disease D, given symptom complex S as a function of the unconditional probability of disease D and the conditional probability of symptom complex S, given disease D.

Equation 2.2 was extended for reasoning under uncertainty in medical diagnosis (Shojaei Estabragh et al., 2013):

\[
\frac{P(D)P(S/D)}{(P(D)P(S/D) + P(S/\neg D) \cdot P(\neg D))} \tag{2.3}
\]

\( P(\neg D) = \) prior probability of disease being false

\( P(S/\neg D) = \) probability of finding symptom S even when disease D is false

To overcome the difficulty of diagnosis where \( P(S) \) is not known, the following formalism is used:

\[
P(D/S) = \frac{P(\neg D)P(S/\neg D)}{P(S)} \tag{2.4}
\]

Dividing equation (2.3) by equation (2.4) gives:

\[
\frac{P(D)P(S/D)}{P(\neg D)P(S/\neg D)} \tag{2.5}
\]

Expressing the conditional probability in equation (2.2) for multiple diseases \( D_1, D_2, ..., D_m \) and multiple symptoms \( S_1, S_2, ..., S_n \) looks like this:

\[
P(D_1)/S_1, S_2, ..., S_n = \frac{P(S_1/D_1)P(S_2/D_1) * ... * P(S_n/D_1)P(D_1)}{\sum_{k=1}^{m} P(S_1/D_k)P(S_2/D_k) * ... * P(S_n/D_k)P(D_k)} \tag{2.6}
\]
Bayesian networks is not only a computer reasoning method, but a common clinician problem-solving tool in everyday life; that is reasoning based on past knowledge and experience (Seixas, Zadrozny, Laks, Conci, & Muchaluat Saade, 2014). As a machine learning technique, it is inspired by a model on how humans solve problems in their daily lives. For instance, a clinician solves a medical diagnosis problem by applying past knowledge and experience on a new case (Chattopadhyay, 2017). Bayesian networks is applied in medical domains such as diagnosis, treatment, classification, and knowledge acquisition, and also fits into complex daily problem-solving because it can combine with other machine learning techniques (Horný, 2014). The motivations for applying Bayesian networks in medical diagnosis, according to Koller and Friedman (2009), Horny (2014) and Heckerman (1997), are:

1. method works in ways similar to normal human reasoning process, and acceptable to clinicians in detecting diseases. That is, solves a new problem by heavily relying and applying past knowledge and experience. This is the prime reason for preferring to use Bayesian networks for this study.
2. because of its numerical capabilities, it is a convenient environment to represent and process incompleteness of knowledge and uncertainty of information, which are essential parts of medical domains
3. cognitively adequate knowledge extracted from patients’ records
4. well-developed probability theory formalism (with which it assigns numerical degree of belief between 0 and 1
5. ability to integrate different types of knowledge
6. the knowledge in the domain grows with time so, it is important that the system can learn new knowledge. Bayesian networks can learn by adding new cases into the case base
7. the cases in the knowledge base can be used for treatment plans for patients and for training purposes of the less experienced clinicians.

2.7.1 Bayesian networks classifiers
Bayesian networks are specific types of graphical models represented as a directed acyclic graph (DAG), which are capable of displaying dependent and independent relationships among random variables, clearly and intuitively through the established theory of probability (Koller & Friedman, 2009). They consist of nodes, \( N = X_1 \ldots X_n \), which represent discrete or continuous random variables (representing object and events in the real world) and a set of
directed arcs $A = X_1 \ldots X_n$, between pairs of nodes, which represent influential relationships between the nodes (Conrady & Jouffe, 2015). The arcs (edge) in a directed acyclic graph point from one node, called parent node, to the other node, called child node. However, the absence of an edge linking between two variables is an indication of independence between them given that the values of their parents are known. For a discrete variable, the strength of the relationship between the variables is represented by conditional probability distribution. Each node is associated with either a prior (or unconditional) probability, or a conditional probability table (CPT) which quantifies the influence of its parents. The conditional dependencies in the graph are estimated using well-known computational methods (Korb & Nicholson, 2004). This probabilistic framework for both prior and future events makes Bayesian networks suitable for estimating uncertainty that is inevitable with prediction (Lu, 2005). Bayesian networks models can be used for probabilistic prediction tasks such as classification and regression. Many interesting and difficult real-world problems such as medical diagnosis, pattern recognition, forecasting, cluster analysis, association discovery or anomaly detection (Conrady & Jouffe, 2015), which fall into the supervised or unsupervised problem can be described as classification tasks, with each requiring the construction of an algorithm or classifier that assigns a target class label to instances described by a set of attribute names and values (Su, Andrew, Karagas, & Borsuk, 2013).

### 2.7.2 Conditional independence

![Simple Bayesian network with three random variables](image)

Figure 2.2: Simple Bayesian network with three random variables

Given three sets of random variables $X$, $Y$, and $Z$, the variable $X$ is said to be conditionally independent of $Y$ given $Z$, as illustrated in Figure 2.2, if and only if the probability distribution governing $X$ is independent of the value of $Y$ given $Z$; then:

$$P(X/Y, Z) = P(X/Z)$$

2.3
In general, a Bayesian networks is of the form: if the nodes of a network are $X_i$ and the set of parent nodes of $X$ is $\text{pa}(x_i)$, then the probability of any particular set of values for all the nodes in the network is given by

$$P(x_1, \ldots, x_D) = \prod_{i=1}^{D} P(x_i \mid \text{pa}(x_i))$$

where $\text{pa}(x_i)$ represents the parental variables of variable $x_i$. Written as a directed acyclic graph, with an arrow pointing from a parent variable to child. A Bayesian networks is a directed acyclic graph with the $i^{th}$ vertex in the graph corresponding to the factor $P(x_i \mid \text{pa}(x_i))$

For nodes with no parents, $P(x_i \mid \text{pa}(x_i))$ should be read as just $P(x_i)$, the prior probability

### 2.7.3 Bayesian networks modelling process

Bayesian networks framework for inferencing and decision making is quite attractive and has a long history of real-world applications including medical diagnosis, computer troubleshooting, speech recognition, and traffic control, to name a few (Kamm & Tretjakov, 2009). Bayesian networks modeling process involves determining the nodes and their values, the network structure, and finally adding their numerical probabilities (Pollino & Henderson, 2010). A Bayesian networks is designed as a directed acyclic graph, with nodes $X = x_1, \ldots, x_n$, from the domain and directed arcs connecting pairs of nodes $x_i \rightarrow x_j$, representing direct probabilistic dependencies between nodes. If the nodes are discrete, the strength of the relationship between nodes are quantified by a conditional probability table for each node (Barber, 2011). The only constraint on a directed acyclic graph is that it must have no directed cycles (that is, no node in the graph can be revisited simply by following the direction of the arcs). This is illustrated in Figure 2.3

![Figure 2.3 Relationships in a directed acyclic graph](image)

In a directed acyclic graph, a direct arc from node X to node Y shows that node X has a direct influence on node Y, written as $X \rightarrow Y$. In this case, X is referred to as a parent of Y, with Y
being referred to as a child of X. In the directed acyclic graph example (Figure 2.6), the parents of node $X_4$, written as $\text{pa}(X_4) = (X_1, X_2, X_3)$ while the children of $X_4$, written as $\text{ch}(X_4) = (X_5, X_6)$. The family of a node is itself and its parents. In this case, the family of $X_4$, written as $\text{fa}(X_4) = (X_1, X_2, X_3, X_4)$. The Markov blanket (MB) of a node is itself, its parents, children and the parents of its children. In this case, the Markov blanket of $X_4 = (X_1, X_2, X_3, X_4, X_5, X_6, X_7)$. If there is a directed chain of nodes, one node is an ancestor of another if it appears earlier in the chain, whereas a node is a descendant of another node if it comes later in the chain. In this case, $X_1, X_2, X_3$ are ancestors to $X_5, X_6$ and $X_5, X_6$ are descendants of $X_1, X_2, X_3$. Any node without parents is called a root node, while any node without children is called a leaf node. In our example, $X_1, X_2, X_3, X_7$ are root nodes, while $X_5, X_6, X_8$ are leaf nodes. Any other node (non-leaf and non-root) is called an intermediate node. In the light of the cause-effect relationship of the Bayesian networks structure, root nodes represent original causes, while leaf nodes represent final effects (Korb & Nicholson, 2004).

The network directed acyclic graph and conditional probability table provides a convenient means of representing assumptions of conditional independence (CI). Each node $x \in X$ in the graph denotes a random variable $X$ (which is a feature in a dataset), and has a value corresponding to the probability of the random variable, $P(X)$ (Ethem, 2010). The nodes and the arcs define the structure of the network, and the conditional probabilities are the parameters given the structure. Two kinds of information that can be modelled by Bayesian networks are topology of the graphical structure (or qualitative aspect) and the parameters representing probabilistic information (or quantitative aspect, conditional probabilities tables).

In a Bayesian network for discrete domains, each variable has a conditional probability table CPT, which represents the relationships between the nodes. Figure 2.7 illustrates the use of CPT. For each variable, all possible combinations of its parents are specified and the probabilities of the child taking the value of each of these combinations are then specified in the CPT.
In Figure 2.4, let $Z =$ worthlessness, $X =$ lack of sleep, and $Y =$ depression.

The arcs between the nodes indicate the causal dependencies between the nodes, and the CPT represents strength of influence of the nodes on each other as follows:

The prior probabilities of worthlessness $Z = 0.55$ is the probability that $Z$ will be true (t) and 0.45 the probability that it will be false (f). The two probabilities sum up one because the total probability across all the possible states that a variable can take is one, given that X can only hold two possible states, T or F. The CPT of the next node, sleeplessness, $X$, shows that the probability of $X$ being true given that its parent variable $Z$ is known to be true is 0.60. Similarly, given that the $Z$ is known to be true, the probability of $X$ being false is 0.40. The CPT of depression $Y$ can also be represented in a similar manner.

A Bayesian network represents the joint probability distribution (JPD) of all the nodes in it and this JPD can factorized into a product of the node’s local conditional independent distributions.

For example, the JPD of all the variables in Figure 2.7 can be represented as follows:

$$P(Z, X, Y) = P(Z)P(X/Z)P(Y/Z)$$

One constraint to specifying the arcs in Bayesian networks is that directed cycles are not allowed i.e. a variable cannot be its own ancestor or descendant. For example, if two variables, $A_i$ and $A_k$, $A_i$ have a causal dependency where $A_i$ (parent node) causes $A_k$ (child node), this is represented as $A_i \rightarrow A_k$. This means that a situation where $A_i \rightarrow A_k \rightarrow A_n \ldots \ldots \ldots A_i$ is not allowed. A Bayesian network can therefore be defined as a Graph $G$ of the following form:

$$G = (V, E); \text{ if } (x, y) \in E \text{ then } (y, x) \notin E$$

That is, Bayesian networks allows only directed edges, but not directed circles ($X \rightarrow X$)
Having described a few of the several benefits of using Bayesian networks to implement a depression risk assessment model, it can be seen as a potentially viable option in this study.

### 2.8 Techniques in human computer interaction

Human computer interaction (HCI), a huge and significant subfield of ICT4D (Ho, Smyth, Kam, & Dearden, 2009), involves the design approach that has the goal to obtain usability and also to ensure good user experience. HCI is the study and theory of the interaction between humans and complex technology, and how to design, create, and evaluate technologies to facilitate those interactions. It is concerned with how current input and output technologies affect interaction, and the situations in which these technologies and techniques might be put to best use (Toyama, 2010). In other words, HCI studies and models complex, real-world, human activities and situations. Being a multidisciplinary field covering diverse fields such as computer science, psychology, sociology, ergonomics and industrial design psychology, physics, biology (Hewett, Baecker, Card, Carey, Gasen, Mantei, Perlman, 2009; Limerick, Coyle, & Moore, 2014), HCI researchers often learn from these different disciplines in order to attain the goal. The central objective of HCI research is to make systems more usable, more useful, and to provide users with experiences suitable for their specific background knowledge and objectives (Endsley, 2016). The effectiveness of HCI, however, is dependent on a number of important parameters such as usability and comfortability, which would encourage the end-users to get the services safely and more reliably (Franklin & Sridaran, 2012).

The focus of HCI research is mainly on the use of technology in workplaces where computers have been the most prominent (Bardzell & Bardzell, 2015). As the use of computers in society increases, so does the variety of people who interact with the technology, and the contexts of use. It is therefore important to investigate HCI issues for these variety of users and new environments. One area in which computer usage is becoming prominent is the hospital (Appari, Eric Johnson, & Anthony, 2013; Paz & Pow-Sang, 2015; Teufel, Kazley, Andrews, Ebeling, & Basco, 2013). It is therefore necessary to expand the HCI research agenda to include the use of computers in screening for diseases. It is also important to investigate how non-expert users as a unique group of users and to understand how their interactions differ from those of experts.

Developer of collaborative human computer systems are faced with the huge task of developing software for several users (at design time) while making it work as if it were designed for each individual user (only known at use time). To complete a task with the
computer system before now, humans had to adapt themselves to the way that the technology operated. Beside requiring much longer training time, this was a very tedious approach to learn how to use computing systems. Over time, researchers have turned the situation around to where the computing systems can be adapted to the processes human beings use in completing a task. The design of the user interface with which humans interact with computers is an important area of HCI (Wright, Blythe, & McCarthy, 2006).

2.8.1 Usability and user experience

In the last two decades, there has been an increased emphasis on designing medical devices to improve the precision in disease screening processes (Acharya, Thimbleby, & Oladimeji, 2010; Franklin & Sridaran, 2012). According to Franklin and Sridaran (2012) well designed medical devices are necessary to ensure the health and safety of device users as well as provide safe and effective clinical care for patients. A good quality and usability is necessary to achieve the desired success in the medical devices to (Franklin & Sridaran, 2012). The design of the user interface with which humans interact with computers is an important area of HCI (Wright et al., 2006). The concept of usability was the pioneering work of Gould and Lewis (1985) though has been has been formulated and evaluated by several researchers over the years. As an important technique in HCI, usability is described and measured by Nielsen (Nielsen, 1993) in terms of five characteristics: learnability (system is easy to learn in order to help users perform tasks the first time they interact with the interface), efficiency (system is efficient to use so that users can perform tasks, quickly, once they have learned the system, memorability (system is easy to remember so that if users return to the system after a period of not using it, they can use it easily), errors (system has low error rate so that users can easily recover from any errors that may occur while interacting with it, and satisfaction (system is pleasant to use so that users derive satisfaction while using it). The focus of usability is on the criteria for improving the product’s simplicity to learn, ease-of-use and effectiveness, and ways to simplify everyday life by improving interaction between people and the interactive products (Endsley, 2016)

User experience (UX), an important component of usability, focuses on parameters or impressions associated with user’s satisfaction, aesthetic appeal, and emotional fulfilment as they use a system or product (ISO, 2017). The concept of user experience has been defined and applied in many research areas. For instance, during the design phase in medical applications, user experience developers are able to identify priorities in developing tools to help patients
manage chronic diseases, administer the correct dose of medication, or communicate more effectively with their healthcare provider (Willis, 2014). During the design process of the interactive user interfaces for depression screening, the concept of usability and user experience were considered.

2.8.2 Design process and principles
Designing for a user experience is a continuous process that does not end when one single function is completed. Instead, it challenges the designers to evolve the product’s design alongside its users’ evolving behaviours, limitations and needs. The process of design consists of a series of practical and creative activity, which gives rise to a system or product that aims to assist end-users in achieving their objectives. The commonly used UCD approach for medical applications, which the study is based on described the design process in five orderly steps (Endsley, 2016; McCurdie et al., 2012; Vincent & Blandford, 2011). These steps are discussed in detail in chapter five.

The design process in this study resulted in an innovative interactive artefact, which was later evaluated by a combination of end-users and professionals in medical field and usability designs, as suggested by a host of researchers in usability literatures (P. Lilholt, Jensen, & Hejlesen, 2015; Yen & Bakken, 2009). Before the design process began, it was important to gain an in-depth understanding of how the current system works, who the users are and the challenges encountered when handling depression screening. Consequently, as part of the design process, this study recruited evaluators with strong domain expertise including mental health professionals, experts in the area of heuristic evaluation and other end-users in the evaluation of the designed prototypes. According to Yen and bakken (2009), while HCI experts are good at detecting general interface problems, end-users are better are identifying severe interface obstacles to their task performance and workflow. Put more simply, HCI experts identify more of “ease of use” problems while end-users detect more of “usefulness” problems. Mental health professionals were recruited to detect any flaws in the medical domain. In the present the study, all the participants recruited were intended end-users of the system to be designed

2.8.2.1 User interfaces
In the design of the user interfaces of this study, the information technology that is available and close to the users’ proximity and understanding was considered. The study is intended for
the PC, laptop and tablet screens. From our pilot study, these systems were provided and maintained by the institution’s management. This has the potential of improving the way results from the machine learning models were presented.

2.8.3 Usability evaluation methods

Usability evaluation methods (UEMs) describe those methods composed of series of well-defined activities to assess human interaction with a system or product, mainly to identify issues or areas of improvement in this interaction in order to increase usability (Paz & Powell-Sang, 2015). There are several evaluation methods but one of the most widely used is the User-Centered Design (UCD) (Endsley, 2016), an approach and philosophy for designing and developing usable products and systems that place the user at the centre of the process (Dearden et al., 2010). The UCD evaluation method, an integral part of the UEMs (Figure 2.1), is founded on getting user feedback in each step of the design process. Receiving such feedback involves several usability methods at any step of the design process. Several usability evaluation methods have been developed, mainly to establish, in a systematic way, the level of usability of graphical user interfaces and to identify usability problems. These methods have been classified differently by different studies, this study adopts the classification by Nielsen (Nielsen, 1993), which grouped usability evaluation methods into four general classes: automatic (involving the use of software to evaluate a user interface); empirical (involving real users to interact with a user interface); formal (incorporating the use of models to evaluate a user interface), and informal (where evaluators use rules and their skills, knowledge and experience to evaluate a user interface). Some commonly used methods in the empirical methods are the evaluators testing, user testing and the tool-based testing (Figure 2.5). In the evaluations testing methods are the Heuristics, Pluralistic walkthrough, Cognitive walkthrough, Guideline reviews, Consistency inspections, and the Standards inspection methods. The User testing methods have the user-based testing, Think-Aloud method, Constructive interaction (also known as co-discovery learning), Retrospective testing, Questionnaires and interviews, and the Focus groups methods. The Tools-based methods have the Software tools (automatic usability evaluation) and Software tools (transaction log file).
Given that part of the objectives of this study is to investigate which machine learning model would be integrated into a user interface screening tool to assist non-clinicians take assessment tests and get an estimation of the presence of depression for staff and students in a University in Nigeria, the study adopted the empirical approach where the real users of the developed artefacts will interact with it for feedback. Depending on the stage of the development process in which the evaluation takes place and on what design aspects should be evaluated, it is common in the HCI literature where more than one evaluation methods were used to evaluate a system (Bligárd & Osvalder, 2014). Furthermore, the Heuristic evaluation method from Evaluator-based testing was chosen for the study. This is discussed briefly in the section 2.8.4 while a more detailed discussion and its application to the study is given in chapter five.
Chapter Three

Review of related literature

3.1 Introduction

This study is informed by a number of prior studies, which have been described by many authors on the possibility of adopting ICT4D frameworks, such as ICT and development frameworks, to support the methodology for depression screening in selected areas in Nigeria and other countries having similar changes with healthcare delivery services. There are two reasons for this: 1) to examine the available knowledge in the study area in order to comprehend the connection between the problem and the body of knowledge in the subject area; 2) to establish the need for the study and acquaint the researcher with the methodologies and approaches that have been used by other researchers to find answers to similar research questions. The chapter describes studies on ICT4D and ICT4D frameworks and interventions that are relevant to the purpose and objectives of the present study. It also discusses studies that have attempted to solve medical screening challenges in developing countries using similar methods. Lastly, the study discusses findings, gaps and opportunities from the reviewed literature.

3.2 ICTs and healthcare in Nigeria

In Nigeria, the three tiers of government (federal, state and local) are vested with the responsibilities of providing healthcare services to Nigerians (Nigeria Federal Ministry of Health, 2014). The federal government, however, has the responsibility of providing policy, drug regulations, diseases control, vaccinations, and most cases trainings. The federal government also runs the management of teaching, orthopedic and teaching hospitals (Nigeria Federal Ministry of Health, 2014).

One of the most important social services that serves as the basis of a country’s infrastructural development is good healthcare delivery (WHO, 2013). Although the use of ICT across the world has risen, there is still a huge gap between the developed and developing worlds, especially in relation to developing countries such as Nigeria (Adeleke, 2015). In the last two decades, many developed countries have made significant progress in improving the health status of their citizenry. The disease burden is increasingly defined by disability instead of premature mortality, as it is in many developing countries and the major causes of death and
disability have changed from communicable diseases in children to non-communicable diseases in adults (WHO, 2013). However, in Nigeria and other Sub-Saharan African countries, the picture is quite different as communicable, maternal, nutritional, and newborns’ diseases continue to dominate (WHO, 2013). As shown in section 1.1 (Table 1.1), Nigeria has an acute shortage of medical and mental health professionals (less than 1 per 100,000 people) (Jack-Ide et al., 2012; WHO, 2013).

Healthcare delivery has gradually shifted from curative medicine to preventive medicine over the last two decades (Guilleminault et al., 2017). This shift has brought about not only an increased need for communication among healthcare providers as well as the publics, but has also necessitated the need for increased communication with the community. With Nigerian population at about 186 million (NPC, 2013; Worldometers, 2016) and still increasing, there is a need to find ways of improving efficiency and the quality of healthcare delivery systems in the country. A study by Adeleke (2015) notes that the growing field of ICT4D definitely has a key role to play in bringing the needed healthcare improvement and efficiency to the resource-limited and marginalised population of Nigeria. While it identified the advent of the use of ICTs in the health sector as the ideal vehicle for the improvement in disease detection and management particularly in Nigeria, the study showed that existing ICTs have had positive impact in the area of access to healthcare facilities and services, in many other African countries, including Kenya, Ghana, Ethiopia, Rwanda, Senegal, Tanzania, Malawi and Uganda (Adeleke, 2015). ICT tools that facilitate communication and the processing and transmission of information and the sharing of knowledge by electronic means, comprises all electronic digital and analogue ICTs such as computers (hardware, software and procedures), the internet Web 2.0 and 3.0), telephones (fixed and mobile), radio, and television, electronic-based media, such as digital text, audio/video recording, social networking and web-based communities (Barjis et al., 2013; Toyama & Dias, 2008)

There are thus increasing evidence of the transformative power of ICTs in the healthcare sector in Nigeria. The WHO (2013) has described electronic health (e-health) as the combined use of health-related ICT tools in the health sector including computers, software, mobile phones, and digital platforms, to enable healthcare professionals support and deliver health services to patients and their relatives (WHO, 2013). The main electronic health applications include, computer-aided screening and diagnostic, decision support tools, electronic health records, telemedicine, Internet-based technologies and services, digital imaging, and different kinds of health monitoring systems (WHO, 2013). Mobile Health (m-Health), another field of
new field of e-Health, has also been described as medical and public health practice supported by mobile devices including, wireless devices, mobile phones, patent monitoring devices, and personal digital assistants (Varshney, 2014). M-health Education is a new set of applications designed for mobile devices for training, testing, supporting, and supervising healthcare workers, and provide health information to individuals (WHO, 2013).

3.3 ICT4D for socio-economic development in Nigeria

Although many theories have been used to explain it, as earlier stated, the link between ICTs and socio-economic development in the developing countries is still an ongoing area of inquiry (Thomas et al., 2017). This shall be described with specific reference to the Nigerian healthcare system in section 3.3.1

3.3.1 ICT Policy for development in Nigeria

The emergence and adoption of ICTs in fast-tracking development in all sectors of the Nigerian economy, and in the inseparable sociocultural and political spheres of life, is well known in the literature (Ezema, 2016; Gambo & Soriyan, 2017; Olatokun, 2009). Previous studies have noted the strategic difficulty that health institutions and industrial sectors will face if they did not take steps to harness and implement ICTs as tools for leveraging their activities in the emerging global economy (Akande, 2004; Asuke et al., 2016; Cd, Cn, Me, & Ho, 2017; Olatokun, 2009; UNCTAD, 2014).

Some of the several efforts the Nigerian government has made towards the development of ICTs in the country include: the launching of the National Telecommunication Policy in September, 2000, the development and launching of the National IT Policy in 2001, the development of a comprehensible science and technology policy in 2001, , the establishment of the national information technology development agency (NTDA) in 2001, and the launching of the national space research and development satellite systems programmes by the national space research and development agency (NASRDA) in 2001 (Babalobi, 2010). These efforts are complementary to other development initiatives, such as the granting of licenses to mobile telephone network operators (MTN, Airtel and Globacom) in 2001 (Ndukwe, 2011)

Nigeria’s information and communications technology for development (ICTT4D) was launched in 2010,. The national information development agency (NTDA), in collaboration with the united nation’s economic commission for Africa (UNECA), co-ordinated the development of the National ICT4D strategic action plan. This Action Plan provides
implementation of strategies for a 5-year period for the main sectors of the national economy—education, health, infrastructure, human resources, and development. agriculture, legal/regulations, media/community, among others - as part of an integrated approach to achieving national development within the context of the Federal Government of Nigeria’s Seven Point Agenda, the national Economic Empowerment Development Programmes (NEEDS) and various socio-economic development programmes and initiatives, all geared towards the improvement of ICT penetration in all sectors of the nation’s economy (FGN, 2012).

While there has been this remarkable investments and growth in ICT usage in many sectors of Nigerian economy, there is a worrying lack of empirical evidence on effects of ICTs upon the underserved areas and the lives of the poor. In the ICT literature, there has also been consensus that ICT usage in Nigeria’s tertiary institutions is still very low and shallow (Ayoola, 2015; Babalobi, 2010). Thus, the National ICTs Policy, approved by the Federal government in January 2012, has been developed to support the development of Nigeria’s Vision 2020 (FGN, 2012), with the goal of yielding reasonable expectations if compared to similar investments made in the mobile telecommunication (“create a conducive environment for the rapid expansion of ICT networks and services that are accessible to all at reasonable costs, and for the transformation of Nigeria into a digital and knowledge-driven economy” (FGN, 2012).

3.4 Acceptance of ICT applications in the health sector and theories of adoption and diffusion of innovations
As earlier stated, a deeper understanding of the complex processes of the adoption and diffusion of ICTs requires the combination of theories from diverse perspectives, including communications, information systems, political science, sociology and international relations (Wisdom, Chor, Hoagwood, & Horwitz, 2014). In terms of technology and society compatibility, these theories could help explain why a particular technology is more compatible in certain societies than in others (Rogers, 2015). The Diffusion of Innovation theory that was elaborated by Everett Rogers (2015) became one of the most influential modernization theories (Rogers, 2015). It has become the blueprint for development communication. Rogers’ intention was to understand the adoption of new behaviours, and that innovations diffuse over time according to an individual’s stages. In in the Nigeria healthcare, for instance, economic factors, such as income level, the availability and price structures of ICT products and services, and
bandwidth and other supporting infrastructures have been noted as major factors affecting the effective utilisation, adoption and diffusion of ICT applications (Zayyad & Toycan, 2018). Income can be expected to be positively associated with the demand for modern ICT products. Economic factors influence the means used to access the ICT applications, such as the internet bandwidth. The availability of Bandwidth determines the adoption and diffusion of Internet. In Nigeria and many developing countries, bandwidth is very low, and lower bandwidth results in a longer time being needed to transfer data, and hence a low relative advantage for Internet use (Zayyad & Toycan, 2018).

Another factor of the value system is related to the skills required to use ICT applications. Literacy and computer skills are almost the prerequisites for ICT use (Zayyad & Toycan, 2018). High level of illiteracy, poor infrastructural development in the rural and urban areas, availability and affordability certainly have profound effects on the acceptance and diffusion of the new innovations by both the users and non-users of healthcare services. A large proportion of the population in developing countries, including Nigeria – the site of this study, is illiterate, and a still higher proportion lacks computer skills (Oyegoke, 2013). Other studies have equally reported similar findings (Ahlan & Isma’el Ahmad, 2015; Asemahagn, 2016). Innovations are adopted by those individuals from the higher socioeconomic strata, rather than the lower ones. As Rogers (Rogers, 2015) had previously stated, the acceptance patterns of an innovation are dependent on several elements, including the characteristics of the innovation itself, the channel of communication, the nature of the social system, and time. ICT adoption and utilisation consists of successive phases that eventually lead to its use or rejection. In addition to the inherent problems as highlighted, deficiencies in the knowledge and skills of patients and health professionals to use ICT solutions present other challenges. This was particularly noted during the pilot study in chapter one. Other challenges relate to the challenges ICT poses for healthcare organisations. Even when implemented, the benefits of ICTs and applications cannot be realised if the intended users are unable to use them. One challenge is to train the intended users in the use of ICT applications so that they can improve on their health or quality of service (Ruxwana, Herselman, & Conradie, 2010).

In summary, the findings of the studies under review and others like them are a pointer to the fact that a number of factors influence the adoption and utilisation of ICTs in the Nigerian healthcare sector, including: the extent to which a people believe that using a particular technology will meet their need or enhance their job performance; the perceived benefits of using the technology; availability of useful information by using the ICT application; the
extent to which the person believes that using a particular technology will be free of effort, and that the performance benefit of usage are outweighed by the effort involved. Others factors relate to the levels of ICT access, access to supporting communication infrastructure and the ICT-related skills (Ruxwana et al., 2010).

3.5 Machine learning application in healthcare

A number of recent studies have shown that healthcare is one of the most promising and important areas of machine learning application. It is, however, important to mention that significant obstacles remain before machine learning is fully integrated into healthcare delivery. The barrier to integrating new products into healthcare is much higher than other industries since even small mistakes can have life-threatening consequences for patients. The techniques being applied now in research must be made more robust, a clear chain of accountability must be present, and justification for how why and how care decisions are made must be made clear. Nevertheless, some healthcare areas where machine learning applications have been successfully applied described:

1) Radiology. Image-based diagnostics like radiology lend themselves to the application of deep learning. There are large amounts of labelled image data to work from and a degree of uniformity that's unmatched in many other vision applications (Gibson et al., 2018; Ravi et al., 2017; Suzuki, 2017).

2) Diagnostics. Machine learning techniques have the potential to help clinicians make better diagnostic decisions, manage patient triage and screening programs, and identify high-level population health trends. This has been demonstrated in several studies Google Brain (Google, 2017) and IBM Watson (IBM, 2017) are all very active in this area as well, among others.

3) Health Monitoring. Machine learning is also driving health diagnostics and monitoring into the hands of consumers. Apple built-in heart rate monitor to collect data on irregular heartbeats and alert patients who may be experiencing atrial fibrillation (Hijazi, Page, Kantarci, & Soyata, 2016; Smarsly, Dragos, & Wiggenbrock, 2016)

4) Personalized medicine. Personalized, or precision, medicine seeks to tailor medical interventions to the predicted response of the patient based on their genetics or other factors. Applications include selecting the best medicines for each patient and
developing custom medications that target pathways based on an individual patient’s genetics.

5) Electronic Health Records. The major EHR vendors—including Allscripts, Athenahealth, Cerner, eClinicalWorks, and Epic—all made announcements at HiMSS about ways that they would be incorporating AI into their products. Allscripts announced a partnership with Microsoft to develop an Azure-powered EHR, while Epic unveiled a partnership with Nuance to integrate their AI-powered virtual assistant into the Epic EHR workflow. Trump Administration advisor Jared Kushner even made an appearance advocating for greater EHR interoperability as a step towards applying AI, machine learning, and big data (Adkins, 2017; Zheng et al., 2017).

Because of its good mathematical formalism, many early medical application systems extensively used Bayes' theorem for their experimental designs for dealing with uncertainty with favourable results (Shortliffe & Lindberg, 1976). The Bayesian framework also has methods of updating probabilities when new data are added. Though its application to diagnosis has been disputed on the grounds that conditions under which the theorem is meaningful are rarely met and that sources of the probabilities often are vague, several applications can readily be found in recent literature that applied the Bayesian networks in medical diagnosis (Armero et al., 2016; Ojeme & Mbogho, 2016a, 2016b; Ojeme, Mbogho, & Meyer, 2016; Sumathi & Poorna, 2015; Usher-Smith, Emery, Hamilton, Griffin, & Walter, 2015).

Sumathi (2015) described a Bayesian networks framework for detecting depression grade and suggested treatments in accordance with patient details provided to the framework. Though not implemented, the framework systematizes domain expert knowledge and observed datasets of patients and helps to map cause-effect relationship between variables. The study framework had great limitation in that it was unable to identify key factors of depression. In a study by Fleiss et al (1972), three expert systems (Bayesian classification, discriminant function classification and logical decision tree classification) which generated psychiatric diagnoses were compared with the diagnoses made by physicians. It was found that the expert systems’ diagnoses were as good as those of the clinicians’ on a cross-validation sample drawn from the same patient population. In our previous studies, (Ojeme & Mbogho, 2016a), we had made an effort to test the predictive strength of Bayesian networks with real clinical depression datasets and obtained a good accuracy against other machine learning algorithms. Then, in an effort to understand the interactions between depression and co-existing physical disorders, we also
developed various multidimensional machine learning models with the concept of Bayesian networks. Again, the interesting results obtained were published (Ojeme & Mbogho, 2016b). After more dataset was collected, we went beyond merely producing predictions like the previous ones by carrying out another study (Ojeme et al., 2016) revealing more reasoning ability of Bayesian networks in depression after performing dimensionality reduction to remove all redundant features using an unsupervised learning algorithm, the principal component analysis (PCA). We then used graphical knowledge-based system models to precisely quantify the importance of individual symptoms, and identified the most efficient path towards the target nodes. Other studies where Bayesian networks were tested in mental health domain include Curiac et al (Curiac, Vasile, Banias, Volosencu, & Albu, 2009) who presented a Bayesian network-based analysis of four major psychiatric diseases: schizophrenia (simple and paranoid), mixed dementia (Alzheimer disease included), depressive disorder and maniac depressive psychosis. Chang (2014) also developed a prototype that utilizes ontologies and Bayesian network systems for inferring the possibility of depression.

In Chattopadhyay (2017), an application of neuro-fuzzy system was described in a study which applied Mamdani’s technique mapped onto a feed forward back propagation neural network (BPNN) for the differential diagnosis of depression. The study modelled the manual process of clinical diagnosis of depression, obtaining a 95.5% classification on a 302 real-world adult depression cases and 50 controls. Though the results obtained do not directly compare with the model object of the present study (whose aim is the screening of depression by non-clinicians, they do prove the potential of machine learning techniques in medical domain, showing also that no prior knowledge is required to be included in the model in order to construct a good prediction tool. In another similar study, Faust et al (Faust, Ang, Puthankattil, & Joseph, 2014) presented a hybrid model consisting of probabilistic neural network (PNN), support vector machine (SVM), Decision tree (DT), K-nearest neighbor (K-NN), Naïve Bayes classifier (NBC), Gaussian mixture model (GMM), and fuzzy-sugeno classifier (FSC) for the diagnosis of depression based on the electroencephalography (EEG) signal. When tested with patient’s data, the results showed an accuracy of 99.5%, with the probabilistic neural network classifier performing better than the other classifiers in discriminating between normal and depression EEG signals. In a similar study, (Hosseinifard, Moradi, & Rostami, 2013) described a nonlinear analysis of electroencephalography (EEG) signal for discriminating 45 depression patients and 45 normal controls. For discriminating the two groups, k-nearest neighbor, linear discriminant analysis and logistic regression as the classifiers are then used. A classification
accuracy of 83.3% was obtained by correlation dimension and logistic regression classifier among other nonlinear features. The classification accuracy increased to 90% when all nonlinear features were combined and applied to the logistic regression. Again, the different number and type of collected variables prevent us from a comparison with the results of the present study (where data of previously diagnosed cases were collected), however, this application is an evidence that machine learning model-based systems can be efficient tools for medical healthcare clinicians in the diagnosis of depression. Recently, Sato et al (2015) applied a novel machine learning technique for the analysis of functional magnetic resonance imaging (FMRI) to predict individual vulnerability to major depression. The classification algorithm was able to distinguish remitted major depression from control participants with 78.3% accuracy. Several other past studies have also explored predictive models for diagnosis and treatment response of depression. A complete survey of these methods and a comparison between some of the most commonly used algorithms can be found in Patel, Khalaf, & Aizenstein (2016b).

As noted by several studies, Oteniya (2008), Seixas et al.(2014), the main advantage of Bayesian network classifier over other classification methods is the opportunity of considering the prior information about a given problem. However, the main disadvantages of Bayesian classifier are (1) the numerical attributes require discretization in most cases; (2) it is not suitable for large data sets which contain many attributes (time and space issues). Several other previous studies have also explored predictive models for diagnosis and treatment response of depression.

3.6 Usability of medical applications

Usability of an artefact is directly linked with the context of users’ task, the environment of use and the artefact. According to Nielsen satisfaction Nielsen (2010), usability is defined in terms of the following five usability attributes: learnability, efficiency, memorability, errors and Usability is therefore not a one---dimensional property of an artefact. Factors such as how well users learn and use an application, how often an error occurs while using the system, how well a user remembers and recognises features based on previous experience with the system, and overall user satisfaction are all associated with usability. These factors are usually measured during usability testing. The usability of a product can be assessed using usability evaluation or usability testing or a combination of these two methods (Usability.gov, 2012). Usability in medical devices is of particular importance because the slightest usability issue can have a
negative impact on patient care (HIMSS, 2009). In some cases, can lead to fatal accidents (Braun, 2005). Usability testing early in the development process can identify potential problems with an artefact.

3.7 Effectiveness of usability evaluation methods in medical applications

Although the different usability evaluation methods (heuristic evaluation, think-aloud, cognitive walkthrough, cognitive talk analysis, and interviews) vary with regard to the type of users (real users or opinion of experts), the number and type of problems identified by them, time constraints, efficiency and the cost of using these methods (Jake-Schoffman et al., 2017; Usability.gov, 2012), their general aim, which is to identify usability problems that prevent users from interacting easily with an interface, are similar (Bhutkar, Konkani, Katre, & Ray, 2013). A number of work has been carried in the HCI literatures concerning several usability evaluation methods for different applications, but they provide little knowledge about usability studies on medical applications. Consequently, in this section, we provide a synthesis of relevant and appropriate usability evaluation methods used and the empirical studies available in medical applications and in related areas. The is to help identify the boundary, weakness, and strength of current research.

The empirical findings of these comparative methodological studies indicated which methods were more effective in detecting usability problems with regard to several criteria: the number of usability problems, the type of usability problems, and the cost of using each method. However, early discovery of usability problems is critical in medical applications because usability problems can induce inefficiency and lead to errors. The intricacy in workflow in clinics and hospitals and the attitude of users can sometimes make the use of computer technology very complex so, the challenge for developers is to make these complex systems usable.

In Hosky et al (2012), the importance of using different usability evaluations for system design process was highlighted in a study to compare four evaluation methods used during the development of outpatient clinical documentation software. These methods include: clinician email response, online survey, observations and interviews. The findings from the study showed that no single method identifies all or most usability problems. Instead, each method proved to be good for evaluations at a different stage of design and characterizes different usability aspect. Email responses elicited from clinicians and surveys report mostly technical, biomedical, terminology and control problems and are most effective when a working
prototype has been completed. Observations of clinical work and interviews inform conceptual and workflow-related problems and are best performed early in the cycle. Appropriate use of these methods consistently during development may significantly improve system usability and contribute to higher adoption rates among clinicians and to improved healthcare quality.

Every device that is used in high-risk applications, such as medical diagnosis and treatment, has to aid the users in preventing errors. For a depression screening, for instance, this means that the tool should provide user guidance and assistance for all tasks of daily work. As Schnall et al. (2016) noted, early detection of usability issues is critical in medical applications because usability issues can induce inefficiency and lead to errors. However, medical applications are fraught with errors. Various methods of usability tests exist, each providing diverse insight into usability issues. Usability evaluation and usability testing are two ways of assessing usability. (Usability.gov, 2012). Usually, usability experts perform usability evaluations and conduct usability tests with end-users of a product or system. Usability evaluations and usability tests can be used to identify potential usability issues with a product. Most often usability evaluation reveals issues that can be quantified with a follow-up testing session. In some scenarios, usability specialists may not be qualified to judge if required information is present in the product. In such cases, usability experts and subject matter experts collaborate to conduct usability evaluations (Schnall, Cho, & Liu, 2018).

According to Lacerda et al. (2015), usability tests during the design process help to reduce errors in clinical decision support systems intended for use in clinical practice. Through a systematic literature review, the study investigated which usability evaluation methods have been used more frequently in a variety of medical applications. The goal of the study was to provide a preliminary discussion about how usability evaluation methods have been applied in the healthcare for smartphones. The findings from the study show that heuristic usability evaluations of mobile health applications were reported for both patients and healthcare professionals use. In the evaluations reported for patient’s use, two were related to the self-management of diseases such as diabetes (Isaković, Sedlar, Volk, & Bešter, 2016) and thrombosis (Martínez-Pérez, De La Torre-Díez, & López-Coronado, 2013) one was developed for the control of the user’s caloric intake (Chomutare, Fernandez-Luque, Arsand, & Hartvigsen, 2011), and the other one is a reference guide for everyone to understand blood test reports (Harvard Health publications, 2014).

In Narasimha et al. (2016), an investigation on the usability issues associated with geriatric patients using home-based video telemedicine systems was carried out. The four home-based
video telemedicine systems chosen for the study are: (1) Doxy.me, (2) Polycom, (3) Vidyo and (4) VSee. In a between-subjects experimental set-up, 20 participants were assigned randomly to one of the four conditions. The participants were asked to complete a demographic questionnaire and the representative tasks on the telemedicine platform. This was followed by a think-aloud session at the end of which, the participants completed a NASATLX workload survey, an IBM Computer System Usability Questionnaire (IBM-CSUQ), and a post-test subjective questionnaire. Difficulties faced by the participants include downloading application plug-ins, locating icons and the size of the icons.

In the medical literature, only a few studies have been carried out on quality control or regulations to ensure that medical applications are user-friendly, accurate in content, evidence-based, or efficacious. The work of, Boudreaux et al (2014) described seven approaches for evaluating and selecting medical applications. These include (1) Review of the scientific literature, (2) Searching application clearinghouse websites, (3) Searching application stores, (4) Review of application descriptions, user ratings, and reviews, (5) carry out a social media query within professional and, if available, patient networks, (6) Pilot the application, and (7) Elicit feedback from patients. The study concludes that because of the enormous range of quality among medical application, strategies for evaluating them becomes necessary for adoption to occur so that it aligns with core values in healthcare.

In Reolon et al (2016) was presented the results of a systematic review of literature to analyse the existence of specific usability heuristics for m-health applications. The results showed that only two studies reported the usage of heuristics customized to mobile applications, but not further taking into consideration specific characteristics of healthcare applications. The study noted the clear lack of studies on the customization of usability heuristics for m-health applications, which has the potential to contribute to the adoption of lightweight evaluation techniques and, thus, contributing to the improvement of the usability of m-health applications.

### 3.8 Machine learning and HCI collaboration

The complementary effect of the fusion between the techniques of machine learning and HCI has been well discussed in the literature (Amershi, Cakmak, Knox, Kulesza, & Lau, 2013; Heuer, 2013; Lieberman, 2009; Marco et al., 2016; Moustakis & Herrmann, 1997). As noted by Amershi et al (2013), a growing research community at the relationship between machine learning and human-computer interaction are making interaction with humans an essential part
of building machine learning systems. These efforts include employing interaction design principles to machine learning classifiers, using human-participant testing to evaluate machine learning systems and inspire new methods, and changing the input and output channels of machine learning systems to better leverage human capabilities. This complementary efforts was also corroborated by the work of Ilbeygi, and Shah-Hosseini (2012), which presented the proposal for the collaboration of HCI and Fuzzy Inference System (FIS) for developing intelligent systems for emotion recognition from facial expression recognition. The study further described new algorithms for facial feature extraction that demonstrated acceptable performance and precision (93.96% for Emotion Recognition of six basic emotions). Heuer (Heuer, 2013) in his work “On the intersection of human-computer interaction (HCI) and artificial intelligence”, highlighted the mutual benefits from a closer collaboration of machine learning and human computer interactions. Similarly, Lieberman (Lieberman, 2009) note that the user-centered approach and testing methods of HCI can benefit machine learning to obtain user interfaces, while machine learning applications can serve HCI’s goals of providing usability and good user experience.

Much earlier, Moustakis and Hermann (1997) presented reports on a survey of 112 professionals and academicians specializing in HCI, who were asked to state level of machine learning use in HCI study. Feedback from the survey were captured in a structured questionnaire. The results of the survey Analysis showed that about one-third of the participants had used machine learning in different HCI tasks. The study concluded by noting a gradual decline in the number of researchers who use machine learning in HCI tasks, and that the main causes are a) misperceptions about machine learning b) lack of awareness of machine learning’s potential, and c) scarcity of concrete case studies demonstrating the application of machine learning in HCI.

3.9 Summary of the review, gaps, limitations and opportunities

3.9.1 What this study does differently

Previous studies in the domain of ICT intervention in the Nigerian healthcare have examined the use of ICTs by health workers, especially clinicians, so as to update their knowledge and enhance healthcare delivery. This study, on the other hand, investigates the existing ICTs used in medical application, not only from the perspectives of the clinicians but also those of the intended end-users who are benefitting from the services. Access to healthcare services in Nigeria seems to be poor, as the clinician/patient ratio (Table 1.1) is unacceptably low,
especially when compared to that in developed countries. This study will focus on the use of ICTs in disease screening, and its uniqueness is that the focus is not only on the clinicians, but also on the heterogenous users who stand to benefit from their services. At the time of writing this thesis, there was no study in the literature that applied a collaboration of machine learning and HCI techniques for disease screening in Nigeria. The present study outcomes are the possible machine learning and HCI designs for the depression screening in Nigerian universities and the possibility of extension to other populations. Though the study outcomes were interpreted based on existing ICT4D frameworks such as adoption and diffusion of innovations by Rogers (2015), the context of the present was different.

3.9.2 Limitations

It is important to note that the study does not claim to have reviewed all published papers, books and technical reports on the subject topic. Several factors may have caused the non-inclusion of some important published works in the survey. The most important factor was the exclusion of non-English publications in the survey. Whilst it is true that some work on machine learning models for inferencing in medical diagnosis may have been constructed and published in other languages, this was a necessary limitation as there was no consistent method for checking whether non-English studies were relevant for the review.

Additionally, given that this review focused mainly on specific research questions, it is important to note that it could not have covered the entire research in the field of ICTs and mental health. This is because, beside the search keyword index used in the study failing to find some important published works in other areas of ICTs and mental health, it is also unable to find published works in ICTs and mental health in the databases that were inaccessible to the researcher.

Lastly, beside ensuring that only peer-reviewed conference and journal papers, books and technical reports were included in the review, no other form of quality checks were conducted on the review publications.

Given the limitations of the reviewed studies, it is important therefore not to interpret the findings and selection of studies in this review as being representative of the totality of research effort concerning adopting ICT4D framework to support the methodology for depression screening in Nigeria.
3.9.3 Opportunities

The literature outlined in the preceding sections and others like them revealed some opportunities and highlighted some important gaps that motivated this study. The opportunities are summarized below:

1) there is need to create a local computing solution that the people understand to complement existing facilities in reducing the risk of depression in Nigeria University community. In any resource-constrained environments, it is important that all possible areas of solutions be investigated so as to select the one that works for a particular society. The needed solution in Nigeria, with shortage in mental health professionals and diagnostic facilities should be channelled towards rapid expansion of ICT-aided healthcare delivery, including health information technologies, especially screening plans. The goal is to create a screening tool by combining machine learning and HCI techniques to increase flexibility in depression prevention and detection processes

2) use of computers for healthcare delivery is underexplored in developing countries, especially with respect to creating diagnostic-assisted tools

3) Though the results from the reviewed papers are not directly comparable with the model object of this present study (whose aim is the development of computing solutions that enhances regular assessment of University students for depression by non-clinicians), they do demonstrate the potential of machine learning model-based systems and HCI as efficient tools for clinicians in the diagnosis of depression

4) though the studies reviewed do not have real primary depression datasets, do not evaluate the models with metrics described in this study, and the interfaces were built for use by only experts clinicians, the present study builds on them, using them as baselines in the experimental analysis. The methods were chosen because, within computational biology, industrial psychology and public health, they have been applied to an increasing variety of problems, including various types of disease detection, and their performance could be evaluated with the datasets used in the present study.

These gaps and opportunities implied that there was a need to provide a workable depression screening solution on personal computers and laptops installed in all departments at the University of Benin, specifically designed for non-clinicians and designed based on users’ needs. Therefore, the next logical question was, which machine learning techniques and which HCI methods would support non-clinicians and non-technical users? Once such machine learning techniques were designed, it was deemed important to integrate their effect on easy-
to-use screening interfaces on desktop computers and laptops. Consequently, the following research questions were posed: What is the combined framework that integrates ICT4D tools and novice users together? How can the linkage between machine learning and HCI tools be strengthened to support the framework for screening for depression in Nigeria in the context of ICT4D project? What machine learning techniques would be appropriate to screen for depression among University staff and students? This study was conducted to address these and a few other research questions. The related work provided some opportunities that could be explored when designing machine learning techniques on for depression screening. These are summarized below. 1) When designing machine learning techniques on a desktop computer, consider: a) obtain dataset; 2) select data subset; 3) pre-process data; 4) transform data; 5) extract useful patterns or structure in data with several algorithms; 6) evaluate performance; 7) select the best performing algorithms integrate knowledge on interface. Chapters four and five discuss the design and implementation of machine learning techniques and screening interfaces and indicates how the identified gaps and opportunities were integrated within the design process.
Chapter Four

Study methodology

4.1 Introduction

This chapter deals with the methodology that was adopted in conducting the study, describing and justifying (where necessary), the methods and procedures used. These include sections on the research design that was used to carry out the study, the methods of data collection and the data collection instruments. The chapter discusses validity and reliability issues applied to the study dataset, ethical considerations and methods for data analysis. Finally, the chapter discusses problems encountered during data collection and presents an evaluation of the methodology used to conduct the study.

4.2 Research design

Research design, according to Creswell (2014), is a plan of how a researcher intends to carry out a study. It is the general plan for the collection, measurement and analysis of data, with the central goal of answering the research questions and achieving the research objectives. This includes the summary of what the researcher will do, from writing the research questions, objectives and its operational implications, to the analysis of data (Morse, 2016). According to Creswell (2014), a good research design must provide maximum information and offer an opportunity for considering many different aspects of the problem. Chilisa and Kawulich (2015) noted that the nature and the context of the study is a determinant of the research method employed since a good research method for a certain study might be inappropriate for another study. Positivist (called scientific), Interpretive (known as anti-positivist), and the mixed methods are the three major research paradigms that have been identified in the Western tradition of science (Creswell, 2014). In terms of research methods some commonly used ICT4D research methods include questionnaire, surveys, ethnography, in-depth interviews and focus groups (Burrell & Toyama, 2009; Kleine, 2015; Loh, 2015). Questionnaire and survey instruments are quite common in intentional ICT4D projects, where they can include users and other local residents.

The positivism paradigm holds that the scientific method is the only way to establish truth and objective reality. It assumes a quantitative methodology; based on previous observation or previous history and reasoning as a tool of understanding a certain problem or behaviour. It
holds the view that the methods, techniques and procedures used in the natural sciences produce the best framework for investigating the social world. Positivist paradigms, which believes in the use of survey methods and questionnaires for data collection, are concerned with what has caused a particular relationship and what the effects of this relationship are, they also prefer quantitative data which can be transformed into numbers and statistics (Creswell, 2014).

The commonly used ICT4D for data collection in Interpretive or qualitative research method are ethnography, participant observation, grounded theory, documentary methods, field works and the use of an unstructured interview for data collection (Creswell, 2014; Kleine, 2015; Loh, 2015; Ramlo, 2016), concentrate on subjectivist approach to studying social phenomena which have importance to a range of research techniques. Anti-positivism researchers criticize positivists because they believe that statistics and numbers are not useful about human behaviour. Assumptions on the multiplicity of realities also inform the research process. For instance, the research questions may not be identified before the research begins but rather may evolve as the study advances (Mertens, 2008). The research questions are usually open-ended, descriptive and non-directional (Creswell, 2013).

Given the nature of strengths and limitations of both the positivist and Interpretive research approaches highlighted in the several studies (Chilisa & Kawulich, 2015; Creswell, 2014; Ramlo, 2016), the ‘mixed method research approach’ was considered (McKim, 2017) as a third possible research approach. The philosophy behind the mixed method is that though each research paradigm has its own approaches and methods, the researcher may adopt research methods cutting across research methods to solve the problem or to answer research questions (Chilisa & Kawulich, 2015).

The ontological and epistemological positions of the three research methods in turn influence the choice of the methodology and the data collection methods employed in a research project

4.2.1 Justifying the mixed research method chosen for the study

This study focuses on adopting ICT4D frameworks to support depression screening methodology. During the study, several types of qualitative and quantitative data were collected. The qualitative data were gathered using self-administered questionnaire and interviews from clinicians, University staff and students. The questionnaire examined such issues as knowledge and use of ICT tools in work place and attitudes towards the adoption of ICT tools in routine medical practice. Quantitative data were recorded using two methods: the
self-administered questionnaire and artefacts. The questionnaire invited participants to describe themselves in terms of age, gender, and number and severity of heuristic violations. These artefacts included user interface design features in chapter five.

Given that the diverse nature of the study research questions requires the use of more than one of the research paradigms and their methods and that the data needed to be explored to generate new knowledge are in multiphase, the mixed research method of inquiry, which uses both qualitative and quantitative research practices, was considered to be the most appropriate approach to conduct the study. A mixed research method design, according to Creswell (2014), includes the combination of various quantitative or qualitative approaches in the same study. It involves the collection, analysis and integration of quantitative and qualitative data in a single or multiphase study (Ramlo, 2016). Although certain methodologies tend to be associated with a given research paradigm, Morse (Morse, 2016) suggests that the scope, objectives, and nature of study are consistent across research methods and across research traditions. Furthermore, the steps applied in the present study are consistent with the works of Morse (Morse, 2016) Ramlo (2016) who noted that the steps of a mixed methods, which are similar to those in traditional research methods include: identifying a research problem and research objective; designing the purpose of the research and research questions(s); choosing a research method; collecting data; analysing data; interpreting/validating data; and communicating results or findings. According to Bergman (2008), some of the advantages that come with employing a mixed method in a study with different data collection approaches include:

- It provides *corroboration*: Combining qualitative and quantitative research corroborates research findings, mutually, thus providing greater validity.
- It can *offset* disadvantages: A study can take advantage of the strengths in qualitative and quantitative research by offsetting any of the disadvantages found in either of the two.
- It is *comprehensive*: it offers the researcher the ability to provide a more thorough account of the field of investigation by using both qualitative and quantitative methods.
- It allows for *instrument development*: clearer and more structured scale items can be devised from a qualitative probe of the inquiry area.
4.3 Existing depression diagnosis procedure in Nigeria

In healthcare system, generally, both clinicians and patients rely on an accurate diagnostic process to detect the correct illness and draw out a treatment plan. In Nigeria, with shortage of mental health services (Jack-Ide et al., 2012; World Health Organization, 2011b), General-Practice clinicians are the first-line contact in the detection and treatment of depression at the primary care (Gureje et al., 2015; Obadeji et al., 2015). Here, traditional depression diagnostic practice (see Figure 4.1) typically involves a series of thinking and analyses and clinician-to-patient interview (sometimes through a questionnaire) where judgments are made from the patient's demographic data (name, age, sex, marital status, religion, nationality, educational level and status), appearance and behaviour, subjective self-reported symptoms, source of referral (self-referral, parent or guardian, police or relatives), past psychiatric/depression history, past medical history and current life circumstances (Baasher, Carstairs, Giel, & Hassler, 1975; Chang et al., 2014). The views of relatives or other third parties may be taken into account. A physical examination to check for ill health, the effects of medications or other drugs may also be conducted. This is followed by the evaluation of the relative importance of those symptoms and their categorisation according to their significance. Next is the differentia classification where the clinician rules out some other diseases by excluding one disease after another in order to arrive at a definite depression diagnosis.

Though still in use till this day, several studies in the mental health literature (Ahmed & Bhugra, 2007; Ayonrinde, Gureje, & Lawal, 2004; Gureje et al., 2015; Obadeji et al., 2015) have expressed concern over the inability of this manual model address the challenges of managing depression in Nigeria and other developing countries. In particular, the studies highlighted the following limitations:

a) The model is static and does not address or resolve the most challenging problem of shortage of mental health professionals and limited diagnostic facilities to cate for the ever-increasing number of depression sufferers
b) The model is slow, time-consuming and often lead to long waiting queues before patients get medical attention.

c) The model lacks the ability to transform collected data into actionable knowledge. Most often, the data collected end up in the dirty shelves in different hospital departments.

As its central goal, this study attempts to address these challenges by adopting ICT4D frameworks to support the methodology for depression screening in the Nigerian University
community. As earlier mentioned, the specific tools employed are techniques from machine learning and HCI (Figure 4.1).

![Figure 4.1 Traditional diagnostic process](image)

### 4.4 Design of a new machine learning-HCI screening system

This section shows the steps undertaken to develop the University students’ depression screening application with focus on machine learning with Bayesian networks and HCI.
Figure 4.2 Framework of the study

Figure 4.3 shows a more detailed research method overview, from data collection to implementation of the model. Data gathering process, which is first step in the processes is discussed next.
4.5 Data collection and description of dataset

Besides the data collection methods used in ICT4D research, another factor that influenced the choice of data collection methods for the study was the research questions. For instance, to address the first research question: Are there ICT4D tools that can help address some of the disease screening challenges faced by mental health professionals in Nigeria? This research question was answered through the detailed design process (Section 4.3). The problem identification, requirements gathering, design, evaluation and results outcome of the designed prototypes indicated the ICT4D applications that could be helpful in addressing the challenges of depression screening in Nigeria.

To address the fourth research question: what machine learning techniques would be appropriate to screen for depression among University staff and students? the predictive strength of various machine learning techniques was required. This was described and tested, and the results obtained was published (Ojeme & Mbogho, 2016a).

There are six orderly steps in the research method overview in Figure 4.3. Steps 1-3 are discussed in sections 4.5.1, 4.5.2 and 4.5.3 while steps 4, 5 and 6 are discussed in sections 5.3, 5.4, and 5.5.

4.5.1 Data collection

Data plays an important role in an experimental study such as this. To achieve this role however, data must be of high quality. High quality data are defined by the Completeness, accuracy, and consistent of data elements. The quality of any large real-world data set depends on several factors, among which the source of and the process of data collection are often the crucial factors (Cai & Zhu, 2015). It requires careful planning and preparation for fieldwork. In healthcare, for instance, diagnostic errors account for more than 8% of adverse occurrence in medical diagnosis and up to 30% of malpractice claims (Nendaz & Perrier, 2012). Mechanisms of errors may be related to the working environment but cognitive issues are involved in about 75% of the cases, either alone or in association with system failures. Majority of diagnostic errors are not related to deficiency of knowledge but to data collection errors, data integration, and data validation and verification that may lead to premature identification closure (Nendaz & Perrier, 2012). To this end, a substantial amount of attention was given to the data preparation, which typically involves data acquisition methodology, data formatting and cleaning (strings, numbers, delimiters), and data storage and handling, normalization (acronyms, typos), filling in/removing missing values, de-duplication, and merging multiple
dataset/features/sources (Gareth, Witten, Hastie, & Tibshirani, 2013). Data acquisition includes methodological effort such as knowledge elicitation method from clinicians, method of harmonising opinions from the experts in case of disagreements, and incorporating a computer-based decision-making such that would be accepted in their daily diagnostic practice. As discussed in section 1.2.1, prior to embarking on the study, the researcher conducted a pilot data collection survey with two study population (Table 1.2).

Following the methodologies for data collection in ICT4D research, the researcher employed the use of workshops (in the form of seminars), semi-structured interviews and record extraction from previously diagnosed cases for the collection of data. This was necessary to establish good relations with the domain experts (since they will have to set aside considerable time to provide me with information) and avoid the bias of knowledge elicitation from human experts, as highlighted by Oteniya (2008). Since the study did not involve any direct interaction with patients, but only used anonymized records of previously diagnosed patients, it was unlikely that the use of the data for this study would increase the chance of causing any kind of harm to the patients whose records were used to develop the datasets, and to the physicians who administered diagnoses. That is, to maintain confidentiality of patients and physicians, personal details of patients and physicians were removed from the records before data was extracted. Thus, data collection was carried out using the instruments described in section 4.5.1.1.

4.5.1.1 Abstraction form

Abstraction form is a standard instrument used to systematically collect data from scientific reports. The purpose of the abstraction form was to guide the collection of data from the clinical records of patients who were previously diagnosed with varying degrees of depression. For each item on the abstraction form, the section of the medical record was specified. For instances, both patients-reported symptoms and psychiatrists’ observations were sources of reported symptoms. The abstraction is divided into 12 sections, shown in Table 4.1
4.5.1.2 Use of data collectors

A data collection team made up of two (2) psychiatric nurses and of two (2) medical records personnel experienced with medical data were selected by the psychiatrists to help in the record extraction process. They were screened for abstraction skills using test clinical records. After demonstrating adequate skills, four (4) data collectors were invited to participate in the training sessions on the use of abstraction form. The training, which lasted for two days, covered the specifics of accessing study sample medical records, abstracting data from medical records of patients with depression, and monitoring data collection. The data collection was supervised by the psychiatrists. Expectedly, inter-observer discrepancies among the data collectors was almost a threat to the process but this was quickly addressed by the combined team of psychiatrists and psychologists. The researcher worked with the data collection team throughout the data collection period. The whole process was to enhance the quality of research data as their unbiased evaluation of medical diagnosis has a great impact on treatment planning.

It is important to state here that since the data was not recorded in a form which leaves it for research purpose, much time was spent in the extraction and conversion process. This was done to ensure that only records that are relevant for answering our research questions are extracted. The dataset (see Figure 4.4, Tables 4.3, 4.4) consisted of anonymised records of 1798 data instances, (1020 male and 778 female cases from 12 to 92 years old with a mean age of 42.55 and standard deviation of 13.92). It originally had 27 main attributes and one class attribute (depression). The dataset attributes, their codes, values (level of presence/absence) and data types are shown in Table 4.4. The class attributes consist of four grades (No depression (0), mild depression (1), moderate depression (2) and severe depression (3). The datasets were
collected from the University of Benin Teaching Hospital (UBTH) and one primary care centre in Nigeria. All depression cases selected fulfilled clinical criteria for depression as defined in DSM-5 (*Diagnostic and Statistical Manual of Mental Disorders fifth edition*, n.d.) and ICD-10 (World Health Organization, 1992).

Table 4.2 Original dataset and attribute values

<table>
<thead>
<tr>
<th>S/N</th>
<th>Attributes</th>
<th>Code</th>
<th>Values</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sad mood</td>
<td>SM</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Thought of suicide</td>
<td>SU</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Loss of pleasure</td>
<td>LP</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>insomnia</td>
<td>IN</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Hypersomnia</td>
<td>HY</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Loss of appetite</td>
<td>LA</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Psychomotor agitation</td>
<td>PA</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>Psychomotor retardation</td>
<td>PR</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Loss of energy</td>
<td>LE</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Feeling of worthlessness</td>
<td>FW</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>Lack of thinking</td>
<td>LT</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>Indecisiveness</td>
<td>ID</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>Recurrent thought of death</td>
<td>TD</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>Impaired function</td>
<td>IF</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>Weight gain</td>
<td>WG</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>Weight loss</td>
<td>WL</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>Employment status</td>
<td>ES</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>Depression in family</td>
<td>DF</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>Stressful life events</td>
<td>SL</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>Financial pressure</td>
<td>FP</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>Level of family support</td>
<td>LS</td>
<td>None: 0; low: 1; medium: 2, High: 3</td>
<td>Integer</td>
</tr>
<tr>
<td>22</td>
<td>Availability of Accommodation</td>
<td>AA</td>
<td>None: 0; low: 1; medium: 2, High: 3</td>
<td>Integer</td>
</tr>
<tr>
<td>23</td>
<td>Alcohol consumption</td>
<td>AC</td>
<td>None: 0; low: 1; medium: 2, High: 3</td>
<td>Integer</td>
</tr>
<tr>
<td>24</td>
<td>Other drug consumption</td>
<td>DC</td>
<td>None: 0; low: 1; medium: 2, High: 3</td>
<td>Integer</td>
</tr>
<tr>
<td>25</td>
<td>Job satisfaction</td>
<td>JS</td>
<td>None: 0; low: 1; medium: 2, High: 3</td>
<td>Integer</td>
</tr>
<tr>
<td>26</td>
<td>Academic performance</td>
<td>AP</td>
<td>None: 0; low: 1; medium: 2, High: 3</td>
<td>Integer</td>
</tr>
<tr>
<td>27</td>
<td>Cigarette smoking</td>
<td>CS</td>
<td>None: 0; low: 1; medium: 2, High: 3</td>
<td>Integer</td>
</tr>
<tr>
<td></td>
<td>Depression diagnosis</td>
<td>DG</td>
<td>None: 0; mild: 1; Moderate: 2, severe: 3</td>
<td>Nominal</td>
</tr>
</tbody>
</table>
4.5.1.3 Data validation

Medical records contain information given by the patient to the physician. Most times, this information is either incomplete or not standardized. For example, the patient may incorrectly recall information from his/her earlier medical history, or may report incomplete in inaccurate symptoms. Also, the clinician may take an incomplete history or record information incorrectly. Again, there might be some missing information in older records, without the benefit of subsequent advances in medical knowledge. These errors occurring at the patient and clinician levels are difficult to avoid in practice and neither the patient nor the clinicians are involved in the real data collection process for research purposes. As a result of this potential threat, further validation of the collected data was needed. This was done by a group of eight mental health professionals, made up of three Psychiatrists, one Child/Adolescent Psychiatrist, two Clinical Psychologists, one Clinical Social Worker and one Nurse Psychotherapists. A control group (No depression) of 372 cases were also collected. The two datasets were merged by the researcher and mental health professionals, who also manually matched their attributes to achieve compatibility. In a few cases where the attributes did not match, the researcher and the mental health professionals consulted the team at the primary health care centre for clarifications. A summary of this data collection phase is displayed in Figure 4.4

Figure 4.4  Flow of information for data collected from patient to researcher

4.5.1.4 Ethics

Ethical approval for the study was obtained from the Faculty of Science Research Ethics Committee, University of Cape Town on March 10, 2015 and the Ethics and Research Committee of the University of Benin Teaching Hospital on August 17 2015.
The distribution of different depression grades among patients’ age-bracket were analysed using descriptive statistics.

Table 4.3  Descriptive statistics of age bracket and depression grades from dataset

<table>
<thead>
<tr>
<th>Age Interval (years)</th>
<th>Severe depression</th>
<th>Moderate depression</th>
<th>Mild depression</th>
<th>No depression</th>
<th>Total number of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 - 30</td>
<td>283</td>
<td>322</td>
<td>249</td>
<td>158</td>
<td>1012</td>
</tr>
<tr>
<td>31 - 60</td>
<td>101</td>
<td>99</td>
<td>132</td>
<td>147</td>
<td>479</td>
</tr>
<tr>
<td>61 - 92</td>
<td>93</td>
<td>109</td>
<td>38</td>
<td>67</td>
<td>307</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>477</strong></td>
<td><strong>530</strong></td>
<td><strong>419</strong></td>
<td><strong>372</strong></td>
<td><strong>1798</strong></td>
</tr>
</tbody>
</table>

**Basic assumptions:** The following three assumptions were made about our study data:

1. In order to be able to optimally find correlations between features and classes, the features in our data are assumed to be conditionally independent given the classes.
2. There are no cases in the dataset for which there are variables for which a no-value is specified.
3. No ordering exists on the cases in the database and all cases are independent of each other given the target.
4.5.2 Data selection

Selecting data relates to the merging of related features or analysis task from the collected dataset. After careful considerations by the combined team of eight mental health professionals, some features in the dataset were merged. For instance, job satisfaction and academic performance were merged, availability of accommodation and level of family support were merged, and alcohol and other drug consumption were also merged. Consequently, the predictor variables (serial number 1-24 in Table 4.4) and the diagnosis (marked in boldface) were selected.
Table 4.4  Selected attribute set

<table>
<thead>
<tr>
<th>S/N</th>
<th>Attributes</th>
<th>Code</th>
<th>Values</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Absent</td>
<td>Present</td>
</tr>
<tr>
<td>1</td>
<td>Sad mood</td>
<td>SM</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Thought of suicide</td>
<td>SU</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Loss of pleasure</td>
<td>LP</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Insomnia</td>
<td>IN</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Hypersonomnia</td>
<td>HY</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Loss of appetite</td>
<td>LA</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Psychomotor agitation</td>
<td>PA</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>Psychomotor retardation</td>
<td>PR</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Loss of energy</td>
<td>LE</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Feeling of worthlessness</td>
<td>FW</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>Lack of thinking</td>
<td>LT</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>Indecisiveness</td>
<td>ID</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>Recurrent thought of death</td>
<td>TD</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>Impaired function</td>
<td>IF</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>Weight gain</td>
<td>WG</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>Weight loss</td>
<td>WL</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>Employment status</td>
<td>ES</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>Depression in family</td>
<td>DF</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>Stressful life events</td>
<td>SL</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>Financial pressure</td>
<td>FP</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>Level of family support availability of accommodation</td>
<td>LS</td>
<td>None: 0; low: 1; medium: 2, High:3</td>
<td>Integer</td>
</tr>
<tr>
<td>22</td>
<td>Alcohol or drug consumption</td>
<td>AC</td>
<td>None: 0; low: 1; medium: 2, High:3</td>
<td>Integer</td>
</tr>
<tr>
<td>23</td>
<td>Job satisfaction/Academic performance</td>
<td>JS</td>
<td>None: 0; low: 1; medium: 2, High:3</td>
<td>Integer</td>
</tr>
<tr>
<td>24</td>
<td>Cigarette smoking</td>
<td>CS</td>
<td>None: 0; low: 1; medium: 2, High:3</td>
<td>Integer</td>
</tr>
<tr>
<td></td>
<td>Depression diagnosis</td>
<td>DG</td>
<td>None: 0; mild: 1; Moderate: 2, severe: 3</td>
<td>Nominal</td>
</tr>
</tbody>
</table>

4.5.3 Data pre-processing

Data collection phase may produce dataset containing missing values, inaccurate, inconsistent and incomplete data. Inaccurate data containing incorrect attribute values may sometime be due to data entry errors, faulty data collection tools, errors in data transmission, and data collectors may enter these incorrect values just to fill mandatory fields during data collection (Han & Kamber, 2011). Incomplete data can occur for various reasons. For example, some attributes values were not important during data entry and some attributes values were
not always available. Inconsistency occurs when there is a record that is in conflict with other records on the dataset.

For the present study, one of the data pre-processing tasks carried out was the conversion of the dataset, both on a structural level (transposition to row and columns) as well as an instance level (value conversion and attribute normalisation). Since there were no missing values in the study dataset, other data pre-processing tasks carried out were, datatypes conversions, conversion of data to tables, and merging of features. As shown in the resulting dataset from the pre-processing in Table 4.5, the training cases in the dataset were in Boolean format, based on presence (1) or absent (0) of symptoms (for symptoms with serial number 1 – 23), and the degree of presence (symptoms with serial number 21 – 24). These pre-processing activities were necessary in order to satisfy data quality elements and meet the requirements of the machine learning analysis tools, as suggested by Murphy (2012) and Cai and Zhu (2015)

4.5.4 Data transformation

Part of the objectives of this study was to compare the performance of supervised learning algorithms based on the selected symptoms of depression. One big challenge in applied machine learning, however, is choosing features that can express the properties of the data relevant for the task at hand. There are four consequences of a dataset with large feature space that resulted from irrelevant features (Bro & Smilde, 2014; Silipo, Adae, Hart, & Berthold, 2014). One is that dealing with large feature spaces can easily become prohibitive due to time and memory constraints. Second, there is a high chance of many features being irrelevant, and thus, introduce extra noise to the dataset. This could degrade prediction’s accuracy. Third, the amount of data required to generate a prediction function that expresses the properties of the data typically grows with the dimensionality of the feature space, and therefore, a feature space with fewer dimensions is desirable. Lastly, high data dimensionality makes it difficult for human analysts and machine learning algorithms to visualize and reveal hidden structures and patterns in data, which is not readily evident, for accurate predictions (Maaten & Hinton, 2008). By ignoring features that contribute nothing to the efficacy and efficiency of the learning algorithm, the dimensionality of the dataset and computational complexity are reduced and at the same time and improvement in the classification accuracy.

At heart of the data transformation procedure, dimensionality reduction is usually employed to denoise a research dataset and choose the most predictors. This describes the reduction of a high dimensional dataset $X = (x_1, \ldots, x_m)$ into a low-dimensional data $Y = (y_1, \ldots, y_d)$ by
removing redundant features and outliers from the dataset while preserving as much of the significant structure of the high-dimensional data as possible in the reduced-dimensional representation (Jeong, Ziemkiewicz, Ribarsky, & Chang, 2009). This is similar to the way physicians extract the most significant symptoms of an illness during medical diagnosis (Chattopadhyay, 2017).

Two main methods of dimensionality reduction are feature selection and the more general feature extraction (Sakthivel, Nair, Elangovan, Sugumaran, & Saravanmurugan, 2014). A subset of the existing features is selected in feature selection, while new features are constructed from the existing ones either using class information (supervised) or not (unsupervised) in feature extraction. There are several feature extraction methodologies and techniques that can be used to reduce feature space for more efficient performance of machine learning algorithms. Some of these techniques have been well applied in the single-target classification tasks and are directly applicable to the multi-target domain. They are grouped into two: filter methods, and wrapper methods. The study concentrates on the filter methods for the following reasons:

a. Filter methods are much faster compared to wrapper methods as they do not involve training the models. This independency of the filter method has been reported as a benefit in several studies (Alhaj, Siraj, Zainal, Elshoush, & Elhaj, 2016; Bennasar, Hicks, & Setchi, 2015) Wrapper methods, on the other hand, are computationally very expensive.

b. Using the subset of variables from the wrapper methods make the model more prone to overfitting as compared to using subset of variables from the filter methods.

c. Filter methods are independent of any machine learning algorithms. Instead, they extract features by ranking them on the basis of their scores with the output in various techniques. Commonly used filter methods include information gain (univariate algorithm), Relief-F, principal component analysis (PCA), linear discriminant analysis (LDA), Ranking by Chi-square, correlation, p-value from significance test (Chandrashekar & Sahin, 2014).

However, the intention of this study is not to further select or ignore features that have been carefully selected by a combined team of mental health professionals. As part of the objectives, the study aims to establish the strengths of each feature and the inter-relationships between the features and the class target. Due to its efficiency, simplicity, remarkable success in bioinformatics (L. Wang, Wang, & Chang, 2016), text categorisation (Gao, Xu, Meng, Qi,
& Lin, 2014), and several other applications (Chandrashekar & Sahin, 2014), this study employed the information gain to compute the relative importance of the predictors (symptoms, in this case) and calculate the dependence relationships between the symptoms, and the symptoms and the diagnosis.

4.5.5 Information gain

The information gain is an approach that ranks features based on a relevancy score which is based on each individual attribute. The information gain of an attribute says how much information with respect to the classification target the attribute has (Alhaj et al., 2016). That is, the information gain looks at each feature independently, computes its information gain and measures how important and relevant it is to the class label. Based on mutual information, with possible interactions between features (Bennasar et al., 2015), the information gain selects only those features that have significant information gain (mutual information with the class variable). Because a common measure for the information is the entropy (that is, the measure of the degree of average uncertainty in the random variable) (Shannon, 1948), we start the computation of information gain by calculating the entropy for the target class. Entropy, as defined by (Shannon, 1948) is:

\[
info(D) = - \sum_{i=1}^{m} p_i \log_2(p_i) \tag{4.1}
\]

Where:

- \( info(D) \) represents the information needed to classify a tuple in \( D \), also known as the entropy of \( D \)
- \( D \) denotes the dataset sample
- \( p_i \) represents the fraction of \( D \) in respect of target class
- \( m \) is the number of possible outcomes

The extreme entropy values for \( info(D)_{max} \) are 1 (totally random) and the deterministic value is 0 (perfectly classified).

The next step in computing the information gain is to calculate the expected information required to classify a tuple from \( D \) based on the partitioning of attribute \( A \).

The expression is:

\[
info_A(D) = \sum_{j=1}^{p} (|D_j|/|D|) \ast info(D_j) \tag{4.2}
\]
where $D_j$ is the subset of $D$ containing distinct value of $A$ and $v$ is the number of distinct value in $A$

The information gain measurement can now be computed as the difference between the prior entropy of classes and posterior entropy

$$Gain(A) = info(D) - info_A(D)$$  \hspace{1cm} (4.3)

According to Sluga and Lotric (2017), mutual information measures how much information is communicated, on average, in one random variable about another. In other words, mutual information reports how much to which the joint probability of the predictor (in this case, symptom), and the target (depression) deviates from what it would be if the predictor was independent of the target (Conrady & Jouffe, 2015; Korb & Nicholson, 2004). As an example, suppose $X$ denotes the roll of a fair 6-sided die, while $Y$ denotes whether the roll is even (0 if even, 1 if odd). Evidently, the value of $Y$ says something about the value of $X$ and vice versa. That is, these variables share mutual information. For the present study, mutual information helped us to measure the amount of information that one symptom of depression has about another or depression itself, thereby reducing the uncertainty of one symptom to the knowledge of the other. Consequently, the value of mutual information of each symptom, and the overall contribution of each symptom to the target nodes (depression) were computed. The mutual information between a predictor $E$ and a target $C$ is defined as:

$$MI(C, E) = H(C) - H(C/E)$$  \hspace{1cm} (4.4)

$$\approx \sum_{c \in C} \sum_{e \in E} P(c, e) \log_2 \frac{P(c, e)}{P(c)P(e)}$$  \hspace{1cm} (4.5)

$$\approx \sum_{e \in E} P(e) \sum_{c \in C} P(c/e) \log_2 \frac{P(c/e)}{P(c)}$$  \hspace{1cm} (4.6)

Where $H(C)$ represents entropy of class variable (in training set)

$H(C/E)$ represents entropy of class variable given feature $C$

This enables the computation of the mutual information between a classification target and any possible predictors (Conrady & Jouffe, 2015). Consequently, the predictor that provides the maximum information gain and, thus, the greatest predictive importance can be found. The concept of mutual information as a feature selection method has been well applied in the literature with remarkable success to determine the relevance between features and target classes (Fang et al., 2015; Miche et al., 2017; Qian & Shu, 2015). In Qian and Shu (Qian & Shu, 2015), an effective mutual information-based feature selection algorithm with forward
A greedy strategy was developed for evaluating candidate features in incomplete data, which used the largest mutual information with the target class and also took into consideration the redundancy between selected features. The selection of candidate features was implemented in a dwindling object set. When tested, the experimental results on different real data sets showed that mutual information-based feature selection algorithm was more effective for feature selection than most existing feature selection algorithms.

The general algorithm for implementing information gain is as follows:

```plaintext
1: Function IG C/E feature ranking based entropy
2: initialisation:
3:     S = 0;
4:     C \in \text{domain of a class label};
5:     E \in \text{domain of an attribute values};
6:     For each c \in C do:
7:         calculate P(c | i);
8:         H_c = S + P(c | i) * \log_2 P(c | i);
9:     S = H_c;
10: End For
11: For each e \in E:
12:     calculate P(e | j)
13:     Sum = S + P(e | j) * \log_2 P(e | j);
14:     C = Sum;
15: End For
16: For each c \in C do:
17:     For each e \in E do:
18:         calculate P(c[i | e | j])
19:         M = S + P(c[i | e | j) * \log_2 P(c[i | e | j);
20:     S = M;
21: End For
22: IG(C/E) = (-1) * Sum * (-1) * M;
23: IG = H_c - H(C/E);
24: return IG
25: End function
```

In the study, the proposed procedure for computing the information gain is as follows:

1. Pre-process depression dataset
2. Calculate the entropy for the target class (depression)
3. Determine the mutual information values between the symptoms and depression in the dataset. This was done by the probability density estimation method to extract the linear and nonlinear relationship between depression symptoms.
4. Determine the overall contribution of each symptom to the target class

After processing with the original depression dataset in BayesiaLab (version 6) (Conrady & Jouffe, 2015), the results of the mutual information and overall contributions towards the class variable are determined the results in Table 5.2 of section 5.6

4.6 Problems encountered during data collection

Like many other ICT4D and machine learning studies, a number of challenges were encountered by the researcher during data collection fieldwork. These are summarised as follows:

- Difficulties in getting mental health professionals together for a series of workshops in order to acquaint them with various ICT-related terms. The researcher had difficulty in explaining and defining terms such as ICT4D, machine learning, human computer interactions, user experience and user interface.

- Difficulties in getting staff and student of the University as participants during the pilot study to respond to questions while maintaining a minimum human bias. Participants' difficulty in recalling information was a general problem at all the sessions. Majority of the University staff and students were willing to share information but found some of the questions difficult to understand and confusing, thereby leading to some giving exaggerated view of the usefulness of computers, machine learning and HCI in screening for diseases.

- Difficulties in getting access to de-identified sensitive patient data as the hospital and primary care centre generally do not keep records in usable formats. The researcher experienced problems extracting only the needed information from the dusty, tattered records which were scattered in all departments.

- Because the original dataset is composed of disparate sources, adequate time was spent converting and cleaning the data to get the desired quality for machine learning algorithm processing and analysis. This was resolved during the pre-processing stages of the data.

- Another challenge that confronted the initial depression dataset was the highly unbalanced dataset. The imbalance, 80% in one class and 20% in another class. The researcher however dealt with this challenge by going back to the field to collect more data on the classes that were short.
4.7 Applying machine learning methods in the experimental set up

The experimental set up is described in this section. To make the experiments reproducible, details of the study methods and their parameters are first discussed before the implementation platforms. The extensive experimental evaluation measures for the methods, which explain the step-by-step process that was followed for the comparison of the methods’ performance are described in chapter five.

The architecture of the Bayesian network model integrated into a user interface design is shown Figure 4.6. However, other commonly used state-of-the-art probabilistic and non-probabilistic algorithms (see Table 4.5), which can be implemented in public domain software are also used to prove the superiority of Bayesian networks. These include Naïve Bayes, artificial neural networks, Tree-base boosting, K-nearest neighbour, and Kerner methods.
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Figure 4.6 Architecture of probabilistic-HCI diagnostic model for the study

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Probability-based methods</th>
<th>Non-probability-based methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Bayesian networks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Naïve Bayes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Artificial neural network (MLP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Tree-base boosting (C4.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 K-nearest neighbour</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 Kernel methods (support vector machines)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.7.1 Naïve Bayes

Naïve Bayes algorithms are probabilistic classifiers that are based on Bayes’ theorem. Naïve Bayes classifiers are well known for their unrealistic assumption that attributes $X_i$ are conditionally independent (naïve) given the class $C_j$ and high performance in single-target classification (Xuesong, Wei, Qinghua, & Victor, 2016). Although this independence assumption is not true in real-life, the assumption can still lead to optimal decisions even if probability estimates are inaccurate due to feature dependence in practice (Zaidi & Cerquides, 2013). One side effect of this model is faster running times which is as a result to lower computational complexity. To classify a given instance, the posterior probability of each possible class value $C_j$ is computed, and then, the most probable class $C^*$ is selected. More formally

$$C^* = \arg \max_{C_j} P(C_j) \prod_{i=1}^n P(X_i|C_j)$$

Although the popularity of the Naïve Bayes stems from the fact that it does not require iterative parameter estimation schemes, and it’s relative ease of construction (Wu et al., 2008), a number of studies has noted its inferiority to AdaBoost and SVM in terms of performance (Kotsiantis, 2007; Miyamoto, Hazeyama, & Kadobayashi, 2009). In a study, using a set of 35,000 training and testing datasets (5,000 depressed and 30,000 non-depressed) from the electronic health records of Palo Alto Medical Foundation in California, USA, Huang et al (2014) built on the success of rule-based expert system by demonstrating the predictive strength of Naïve Bayes classifier on depressive disorders. The features were disease and drug treatment terms extracted from clinical notes and patient demographics. When tested against the ICD-9 codes, the results had a sensitivity of 65% and a specificity of 80%.

4.7.2 Neural networks

The original idea behind the neural network is inspired by the mechanism of patterns recognition in the human brain. Considerable research has been carried out on neural networks since the pioneering work of McCulloch and Pitts (1943), to handle more complex tasks. A commonly used neural network algorithm, the multilayer perceptron (MLP). An MLP is a feedforward neural network (FFNN) with one or more hidden layers. In its general structure, the MLP is made up of three different interconnected layers (Kotsiantis, 2007). These are the
input layers of source neuron, which accept the elements of the input feature vectors, an output layer of computational neurons, which representing the classification result or supply the response of the neural network, and at least one middle or hidden layer of computational neurons, which represent datasets that are not linearly separable and are fully connected to the input and output units. The input signals are propagated in a forward direction on a layer-by-layer basis (J. Tang, Deng, & Guang, 2015). This is shown in Figure 4.7
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Figure 4.7 MLP with 2 hidden layers

The MLP uses the back-propagation (BP) algorithm and a sigmoid function to teach the ANN how to perform a given task. The BP algorithm has the ability to detect multiple nonlinear correlations from the training examples (Negnevitsky, 2005) and helps to compute how fast the error changes as activity changes by using error derivatives with respect to hidden activities. This is defined as follows:

\[ X_j = \sum_{i=1}^{n} x_i \cdot w_{ij} - \theta_j \]  

4.8

\[ Y_j = \frac{1}{1 + e^{-x_j}} \]  

4.9

where

n is the number of inputs to node j,
$w_{ij}$ is the weight of the connection between each node i and node j

$\theta_j$ is the threshold value assigned for node j

$x_i$ is the input value for input node i

$y_j$ is the output value produced by node j

Input signals $x_1, x_2, ..., x_n$ are passed through the network from left to right while error signal, $e_1, e_2, ..., e_j$ from right to left.

<table>
<thead>
<tr>
<th>Function</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>$F(X) = 1$</td>
</tr>
</tbody>
</table>
| Binary step         | $F(X) = 1$ if $X \geq \emptyset$
                     | $F(X) = 0$ otherwise |
| Binary sigmoid      | $F(X) = \frac{1}{1 + e^{-\alpha X}}$ |
| Bipolar sigmoid     | $F(X) = \frac{-1 + 2}{1 + e^{-\alpha X}}$ |
| Hyperbolic tangent  | $F(X) = (e^X - e^{-X})/(e^X + e^{-X})$ |

Figures 4.8 shows the architectural design set up for depression diagnosis neural network and its corresponding backpropagation algorithm components. Each input to one neuron represents a symptom of depression and the output represents the diagnosis of depression (No depression, mild depression, moderate depression and severe depression). The weight, a key element of the ANN, represent information being used by the network to solve a problem. Each neuron has an internal state called activation function which helps to compute output signal from input signal. During training, a neuron receives input, determines it strength or weight, calculates the total weighted input, and compares with the threshold value (between 0 and 1). If the total weighted input is greater than or equal to the threshold value, the neuron will produce output, and if the total weighted input is less than the threshold value, no output will be produced.
In a study, Suhasini et al. (2010) designed a multi-decision support system with Backpropagation (BP) and radial basis function (RBF) neural network. Using 400 patient records divided into four equal parts, the model was trained with $\frac{3}{4}$ of the dataset and tested with the remaining $\frac{1}{4}$. Experimental results show that the proposed method achieves an accuracy of 98.75% for identifying the psychiatric problems. Several other studies have applied neural networks in the domain of mental health diagnosis (Bing-Mei, Xiao-Ping, Zhi-Ming, & Xue-Rong, 2011).

### 4.7.3 Tree-based boosting

Boosting is a general method for improving the accuracy of machine learning algorithms. A commonly used boosting algorithm is AdaBoost developed by Freund and Schapire (1997). AdaBoost, short for Adaptive Boosting, became a popular classifier due to the modification of combining several classifiers to create a strong classifier, based on a set of attributes. A simple learning algorithm (a weak learner) is called several times, each time selecting the best weak classifier (using a greedy feature selection process). The learner is called weak because it is not expected to retrieve the best classification function to accurately classify the training data. To reduce the computational complexity, the complex classifiers are combined in a cascade structure proposed by Viola & Jones (2004). AdaBoost methods have mainly been used in bioinformatics applications (Yoon & Kim, 2008) and can also work well in domains with missing data values (Zhou & Lai, 2016).

The learning algorithm begins by using training dataset as input (depression and its symptoms, for this study). It then searches for the most suitable test that can be put in the root node. If found, the algorithm then creates a new internal node and calls itself recursively to build a subtree for each subset in the partition induced by the test on the training instances. To
select the most suitable test, the algorithm scores the tests by reducing the variance (see equ 4.5) induced on the instances. The reduction in variance helps to maximise cluster homogeneity and improves predictive performance. If no acceptable test that significantly reduces variance (as measured by a statistical F-test) is found, then the algorithm creates a leaf and labels it with a representative case, or prototype, of the given instances. The variance of a set of example $S$ is defined as the average squared distance between each example’s class vector $v_k$ and the set’s mean class vector $\bar{v}$:

$$
\text{var}(S) = \frac{\sum_k d(v_k, \bar{v})^2}{|S|}
$$

4.10

Figure 4.9 Tree-based Boosting

Basic algorithm for Tree-based Boosting

a. Start with full dataset

b. Find test that partitions examples as well as possible

   a. Examples with the same class should be put together

   b. Maximal information gain

   c. For each outcome of test, create child node

d. Move examples to children according to outcome of test

e. Repeat procedure for each child that is not ‘pure’
4.7.4 Decision Tree (C4.5)

C4.5 is a commonly used decision tree algorithm introduced by Quinlan (1992). It has graphs consisting of nodes and leafs with each node having one or more following nodes or leafs. A leaf contains the classification result. Beginning with the root node, the graph is traversed up to a leaf. At each node, a condition is evaluated to decide about the selected successor. For example, a condition for a node with two successors could be the evaluation if an input exceeds a threshold. The left successor is chosen if the threshold is exceeded, the right successor otherwise. It selects one feature with at least two outcomes, which partitions the set of samples most effectively. In case all samples of a set belong to the same class, or the set is small, the leaf is labelled with the (most frequent) class label (Wu et al., 2008). C4.5 is represented as J48 in many popular machine learning software tools (Hall & Witten, 2010) and performs quite well with numerical and categorical variables. Besides the good combination of low error rate and speed of C4.5 algorithm, its created decision trees are usually easy to understand and interpret by users (Wu et al., 2008). C4.5 performs better if there are only a few highly relevant inputs. The general algorithm for building a decision trees is as follows (Armano & Tamponi, 2018; J R Quinlan, 2006):

1: check for base cases 
2: for each attribute $A$, find the normalised information gain from splitting on $A$ 
3: Let $a_{best}$ be the attribute with the highest normalized information gain 
4: Create a decision node that splits on $a_{best}$ 
5: Recur on the sub lists obtained by splitting on $a_{best}$, and add those nodes as children of the node

4.7.5 k-nearest neighbours

K-nearest neighbours (KNN) algorithm, the most commonly used instance-based learning (IBL) algorithm (Muja & Lowe, 2014) is a statistical and efficient lazy learning algorithm that makes a prediction by calculating the output values of the nearest learn data tuples –called the nearest neighbours (Deng, Zhu, Cheng, Zong, & Zhang, 2016). That is, it uses the assumption that samples of a dataset with similar properties will exist in close proximity (Kotsiantis, 2007). These nearest neighbours are determined by means of a suitable distance measure. Where $k = 1$, the algorithm simplifies to the simple nearest neighbour (nn) algorithm. The calculation of the output values is done by either voting or by the means of a weighted average. Usually, the voting is used for classification tasks while calculation by means of a weighted average is often
used for regression tasks. Ties must be broken using a suitable tie breaking policy. For example by preferring the output class with the highest a priori probability on the learn dataset. A popular approach is the Nadaraya-Watson estimator (Nadaraya, 1964; Watson, 1964), that can be written for case where $k = N$ as

$$
\hat{y} = \frac{\sum_{i=1}^{N} F(d_i) y_i}{\sum_{i=1}^{N} F(d_i)} \quad 4.11
$$

$F$ = an arbitrary one-dimensional kernel, which is usually a continuous, bounded and integrable value

$d_i$ = the distance of the i-th data tuple of the learn dataset to the given input position.

The basic algorithm for K-NN as follows:

Input: $D = \{(x_1, c_1), ..., (x_n, c_n)\}$

1. begin
2. $y = (y_1, ..., y_p)$ new instance to be classified
3. compute $d(x_i, y)$ for each $(x_i, c_i)$
4. sort $d(x_i, y)$ from the lowest to highest, $i = (1, ..., n)$
5. select $k$ points nearest to $y$: $D_k^x$
6. assign to $y$ the most frequent class $D_k^x$
7. end

where $D$ represents the dataset,

$k$ represents the number of neighbours,

$p$ is the number of features

$d(x_i, y)$ represents the Euclidean distance

$n$ represents the number of values

The properties of the kNN algorithm, according to (2006) are summarised as follows:

### 4.7.6 kernel methods

Kernel methods are data analysis techniques that map an existing dataset into a feature space, where existing patterns can be discovered using simple linear relations. For its sound theoretical foundations and geometric interpretations, support vector machines, introduced by Cortes and Vapnik (1995), is the best-known kernel method, though others such as, radial basis function, least squares support vector machines (LS-SVMs) and kernel Fisher discriminant
(KFD) analysis have been proposed for both classification and regression problems in the literature (Engelbrecht & Paquet, 2008). Traditionally, support vector machines are used with a single-output variable to determine the mapping between the input vector \( T = \{(x_1, y_1), \ldots, (x_n, y_n)\} \), with \( x_i \in \mathbb{R}^m \) and \( y_i \in \{\pm 1\} \), assuming \( n \) examples with \( m \) real attributes, and the single output \( Y \) from a given training data set \( D \). If a training dataset \( D = \{(x_i, y_i) \mid 1 \leq i \leq m\} \) where \( m \) is size of dataset and \( x_i \in \mathbb{R}^d \) is a \( d \)-dimensional feature vector and \( y_i \subseteq y, y = \{y_1, y_2, \ldots, y_i\} \), \( x_i \) and \( y_i \) represent the \( i^{th} \) instance and its relevant class, respectively. In the same time, the complement of \( y_i \), which is \( \overline{y}_i = y \setminus y_i \) is called the irrelevant set of labels.

The goal of SVM is to construct a (set of) hyperplane(s) in a high-dimensional space. A fundamental challenge is how to find a hyperplane that fits well, especially in case where the dimensionality of the feature space is large. SVM solves this problem by taking only a small amount of the training data into consideration (that is, the so-called support vectors), which are used to determine the margin. Another challenge has to do with the finite dimensional space. Usually, this space is not linearly separable. Consequently, a mapping, called the kernel trick (Holloway, Suttie, Dass, & Neubauer, 2011) from the low-dimensional feature space into a higher-dimensional feature space is performed, presuming that the separation is easier in the higher-dimensional space.

In order to apply a support vector machine to a dataset, kernels must be defined for each data type and the kernel matrices must be combined algebraically. When support vector machine is applied in classification tasks, the task is divided among several support vector machines. The processing time is proportional to the number of kernel computations performed. The authors employed modified SVMs, which allows the simultaneous training of a set of support vector machine classifiers by using a single optimization. Then, the discriminatory boundary is defined thus:

\[
(w_i - w_l, x) + b_k - b_i = 0
\]

4.12

Where \( w_i, w_l \in \mathbb{R}^d \) and \( b_k, b_i \in \mathbb{R} \) is the weight vectors and bias terms, respectively. Similarly, the classification system’s margin on \( (x_i, y_i) \) is defined. It is reasonable that the labels belonging to an instance should be ranked higher than those not belonging to that instance:

\[
\min_{(y_k, y_l) \neq (y_i, \overline{y}_i)} \frac{(w_l - w_i, x) + b_k - b_i}{w_i - w_l}
\]

4.13
After that, maximize the classification system’s margin in the whole training set D and meanwhile a slack variable is incorporated by considering real-world situation.

Therefore, the SVM defines the margin over hyper planes for relevant–irrelevant label pairs, which explicitly characterizes label correlations of an individual instance. SVM achieves great accuracy, though has a high computational cost, which limits its usability for many applications. SVMs have been employed in the development of several clinical decision support systems to help clinicians to make decisions about diagnosis of disease and interpretation of medical tests. For example, in Yu et al (Yu, Liu, Valdez, Gwinn, & Khoury, 2010), an SVM technique was developed for the classification of persons with and without common diseases. Several other studies have used SVM for diagnosing neurological and psychiatric disorders by utilising a diverse range of neuroimaging technique as in Orru et al (Orrù, Pettersson-Yeo, Marquand, Sartori, & Mechelli, 2012), and Ramirez et al (Ramírez et al., 2013) The SVM is used in automatic computer-aided diagnosis systems for early diagnosis of AD by the means of SPECT imaging (Ramirez et al., 2013).

The proposed procedure for applying the SVM algorithm are as follows:

1. Pre-process the dataset
2. Select SVM model
3. Select a kernel function
4. Tune the parameters
5. Test the model for deployment

4.8 Challenges of machine learning application in medicine

The rapid advancement in machine learning and computing technology has had positive effects in service delivery in many applications, medicine inclusive. However, despite these benefits, some limitations of employing machine learning methodologies in medicine have been noted by studies in informatics literature (de Bruijne, 2016; Foster, Koprowski, & Skufca, 2014; Hijazi et al., 2016; Holzinger & Jurisica, 2014). These are described briefly:

1) The first is the type of data in healthcare databases. Data types in healthcare database are usually heterogeneous in the sense that many patients’ tests results are in numeric form, text form, and images. Analysing such mixed data types often poses a big challenge to developers and data scientists and machine learning tools. The different sources of data, including laboratories, medical centres, clinicians, patients and many more, makes data collection and integration processes both laborious and
time-consuming. To overcome this challenge, several studies have recommended that a data warehouse to be put in place where data is be pre-processed before data analysis process begins (Berndt, Fisher, Hevner, & Studnicki, 2001; Taniar & Chen, 2011; Wyllie & Davies, 2015)

2) The second limitation is the unorganised nature of data in healthcare databases. This include missing attribute values, inconsistent with patient history or family history, and corrupted files. Though the problem of missing attribute values can be solved by constructing or estimating the missing attribute values, complete dataset, without any missing values, makes analysis process and conversion into useful knowledge much more efficient.

3) The third limitation is that medical data often contains large number of cases and attributes, which makes it difficult for machine learning algorithms to generate accurate patterns and useful knowledge. This can however, be solved by using feature selection and extraction processes to select the most important features in data.

4) The fourth limitation of machine learning application in healthcare is that it requires combined expertise in the fields of machine learning and medical science. Given that it is difficult to have a person with such combined expertise, analysing medical data may require collaboration between experts in both fields. However, a lack of cooperation between the experts in the two domains may produce a negative outcome.
Chapter Five

Implementation, presentation of results and discussions

5.1 Introduction

Having established compatibility between the two study datasets and transformed into a format suitable for machine learning algorithms, the next phase is to set up an elaborate experiment that is necessary to empirically confirm the performance of the study methodological design and answer the study research questions. This was done in three phases. The first phase involved running the depression dataset through a four-step mutual information procedure in BayesiaLab 6. This was done to determine the relevance of each symptom relative to the classification target and to determine the strengths of a combination of symptoms with respect to the class target. The second phase involved running different classification algorithms using the depression dataset in Weka 3.8. This afforded the researcher an in-depth knowledge of the performance of the classifiers in a 10-fold cross validation method. The last phase involved integration of the knowledge base models into designed screening interfaces. This was done to enable the researcher test the efficiency and effectiveness of use by both clinicians and non-clinicians in a non-clinical environment. The first two phases were carried out using commercially available predictive analytics software tools, which are described briefly in section 5.1

5.2 Software tools used in the study

A number of Predictive analytics software exist for modelling and inference through algorithms that find patterns in data and enhances experience of working on messy data. These include BayesiaLab (Conrady & Jouffe, 2015), Waikato environment for knowledge analysis (Weka) (Bouckaert et al., 2014), Multi-label extension to Weka (Meka) (Read, Reutemann, Pfahringer, & Holmes, 2016), Analytical, Bayes Net Toolbox, GeNIe (Genie, 1999), Hugin (Hugin, 2016), JavaBayes, MSBNx, (Korb & Nicholson, 2004) and Netica (2010). The framework for the implementation of the models for the study are discussed in sections 5.2.1.

5.2.1 Waikato environment for knowledge analysis (Weka)

Available as an open source tool with a supportive large user community, Weka is an efficient multi-usage machine learning workbench available in two segments: API, and a number of
command line and intuitive graphical user interfaces for the whole machine learning lifecycle. It supports all the important features for machine learning tasks such as, data preparation, visualisation, exploration, inspection, discretisation, numeration, scaling, attribute selection, missing values, outliers, statistics, visualization, balancing, sampling, row selection, building classification, regression, association rules and clustering models (Bouckaert et al., 2014). Weka has many algorithms (Bayesian networks and its variants, Naïve Bayes and its variants, Decision trees (C4.5 represented as J48)), Kernel methods (SVM represented as Sequential Minimal Optimisation (SMO)), Boosting (AdaBoost), Neural networks (MLP), Linear models, Time series, etc), which are provided built-in as well as provided in third party plugins. It is a very versatile environment, which has several advantageous features (including numeric and graphical interface building parts) making it an ideal machine learning development environment (Bouckaert et al., 2014). Weka also has interesting automation feature to save and redo previous tasks on a new dataset and does not have the boundaries of many other machine learning software in terms of algorithm options. Another advantage of Weka is its simplicity, high performance and the ability to load data from all major internet survey programs like survey monkey, survey gizmo, and many others. Weka has the capability to automatically link the students’ epidemiological data to the diagnosis section; hence it eliminates entering duplicate data. The database tables were configured to conform to the input requirement set by Weka. For the present study, Weka provided the platform to test the strengths of several classifiers using standard metrics.

5.2.2 BayesiaLab

Though has much fewer algorithms than Weka, BayesiaLab has exceptional machine learning capabilities to explore, transform and extract valuable knowledge from raw data. It then generates easily-interpretable reports with every possible chart, for visualisation purpose. BayesiaLab was used in the study for the analysis of data during the proof-of-concept study and the analysis of the statistical relationships between each symptom with respect to depression and synergistic combination of symptoms with respect to depression (described in section 5.5.1).

5.3 Presentation of experimental results

Several test experiments on real clinical dataset were performed to prove the theoretical conjectures made in the study and to evaluate the performance of the proposed Bayesian
network models to discover interdependencies between features and targets. Two evaluations were carried out to ascertain the quality of the proposed integrated systems. The first was the task of evaluating and comparing the knowledge-based models (classifiers) and the second was to evaluate the instantiation of the artifact.

The first experiments had full dataset with 1090 instances, 19 normal features and one target class. The second experiments were to investigate the influence of the PCA-reduced features on the performance of the models. In all experiments, a ten-fold cross validation was performed for the dataset, the running time was computed, and a ranking of the algorithms was provided.

5.4 Evaluation metrics for knowledge-based models

Several evaluation metrics for assessing the quality of a classifier have been described in the literature, but based on five under-listed criteria reported by Mandal (2014) and Martin (2010), the study has considered the following seven metrics, (1) predictive accuracy, (2) precision, (3) F-Measures, (4) Root mean squared error (RMSE), (5) Pearson correlation coefficient (R), (6) Receiver operating characteristics (ROC), and (7) running time. The metrics perform differently under balanced and imbalanced datasets (Saito & Rehmsmeier, 2015).

A. **Accuracy:** It signifies the level of confidence a classifier has, usually computed as the proportion of correct classification ratio that it is capable of producing.

B. **Speed:** Though less important than the accuracy, the speed is the classifier’s response time from introducing an unseen example to classify, to the instant in which the classifier produces the predicted class.

C. **Learning speed:** This is the time required by the classifier to obtain the classification rule from a data set.

D. **Robustness:** Minimum number of examples needed to obtain a precise and reliable classification rule.

1. **Prediction accuracy**

   Though not a preferred metric for an imbalanced dataset, prediction accuracy is one of the most commonly used performance measures for a machine learning classification system. It is common to describe the classification performance of medical diagnosis in four categories: True Positive (TP), False Negative (FN), False Positive (FP) and True Negative (TP). Prediction accuracy is measured on all four values. The True Positive and True Negative represented the number of persons diagnosed by the diagnosis system correctly either as having
or not having depression. The False Positive represented the number of persons diagnosed by the system as depressed whereas they were actually not depressed while False Negative represented the number of persons classified as not depressed whereas they were actually depressed.

Traditional accuracy measures of prediction accuracy of medical diagnostic tests include sensitivity and specificity.

**Sensitivity:** The sensitivity or true positive rate of a learning machine is defined as the proportion of the positive cases that are predicted to be positive. It is defined as:

\[
\text{Sensitivity} = \frac{\text{Number of positive correctly classified}}{\text{Number of total positive}} = \frac{TP}{TP + FN} \tag{5.1}
\]

**Specificity:** The specificity or true negative rate is defined as the proportion of the negative cases that are predicted to be negative. It is defined as:

\[
\text{Specificity} = \frac{\text{Number of negative correctly classified}}{\text{Number of negative correctly classified}} = \frac{TN}{TN + FP} \tag{5.2}
\]

Therefore, prediction accuracy is defined thus:

\[
\text{Prediction accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \tag{5.3}
\]

A perfect classifier (that is, 100% prediction accuracy) would have 100% Sensitivity, which means that all TP cases are identified as TP, and 100% Specificity, which means that all TN cases are identified as TN.

2. **Precision**

The Precision is the proportion of the examples which truly have class x among all those which were classified as class x. In other words, Precision is a measure of a classifier's exactness. For instance, a precision of 0.957 achieved by the Bayesian networks classifier in the study is interpreted as 95.7% correct predictions among the positive predictions. A good classifier should be precise, so that its estimates show little or no variation. Variation.

Mathematically, Precision is defined as:

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{5.4}
\]
3. **F-Measure**

The F-Measure conveys a balance between the precision and the recall (Bouckaert et al., 2014), determines the effectiveness of the classifier in classifying TP cases. In essence, the F-Measure is the harmonic mean of the recall and precision measures.

F-Measure is simply defined as:

\[
F-Measure = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Recall is otherwise called True positive Rate (TPR), which is equivalent to Sensitivity (defined above).

4. **Root mean squared error (RMSE)**

The root-mean-squared error (RMSE) measures the differences between values predicted by a model and the values actually observed. This difference is the average of the error.

Mathematically, the RMSE is defined as:

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n}(x_{obs,i} - x_{model,i})^2}{n}}
\]

where \(x_{obs}\) is observed values and \(x_{model}\) is modelled values at time/place \(i\) and \(n\) is the number of observations. The values of RMSE range from 0 to infinity with 0 indicating a perfect model performance.

5. **The Pearson correlation coefficient (R)**

The Pearson correlation coefficient \((r)\) shows the strength and direction of a linear relationship between two variables, \(X\) (model output) \(Y\) (observed values). It is obtained by dividing the covariance of the two variables by the product of their standard deviations, given a value between -1 and +1. A correlation coefficient of +1 shows a total correlation, 0 is no correlation and -1 is a total negative correlation. Mathematically,

\[
R = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2 \sum_{i=1}^{n}(y_i - \bar{y})^2}}
\]
where \( x_i \) = actual number; \( y_i \) = predicted number; \( \bar{x} \) and \( \bar{y} \) are average numbers for actual and predicted, respectively. As an equivalence of Cohen’s Kappa (Feingold, 1992), Pearson correlation coefficient (\( r \)) is represented in Weka as Cohen’s Kappa (Bouckaert et al., 2014).

6. **Receiver operating characteristics (ROC)**

Receiver operating characteristics (ROC) curve is used for visualizing the performance of a classifier. ROC provides the area under the curve (AUC) of the plot of the TPR (y-axis) against the false positive rate (x-axis). An excellent classifier will have ROC area values between 0.9 and 1.0 (90 and 100%) while a poor classifier will have ROC area values between 0.6 and 0.7 (60 and 70%) (Bouckaert et al., 2014). The ROC curve is used for visualizing the performance of a classifier, where the sensitivity (TPR) is plotted against 1-specificity (FPR).

7. **Runtime**

This is the computational costs to first learn a model from the learn data sample and then make predictions for new unknown input vectors. This is usually reported as cumulative training and testing times in seconds.

5.4.1 **Cross-validation**

To obtain a fair accuracy estimation, the dataset used to train the classification algorithms must be independent from the dataset used to test it (Witten, Frank, & Hall, 2011). Weka provided the platform that ensured this independence by performing a stratified 10-fold cross validation (Juan Fernandez del pozo, Pedro, Larranaga, 2013) to split out the depression dataset. Stratification is the process of dividing a study dataset into subgroups before actual sampling takes place (Witten et al., 2011). This strategy is used when sub-data (strata) within the dataset vary greatly and generally ensures a better representation of the study. That is, the original dataset was randomly divided into ten parts, each with approximately the same size. As illustrated in Table 5.1, in each fold, one part was held-out for testing and the learning algorithm was trained on the remaining dataset. The process was repeated ten times so that each part was used as the test data exactly once, where the averaged metric values out of ten runs were reported for the algorithm. The stratification helped preserve the statistical properties of the original dataset, including the joint probability distribution of the class variables and a reduced variance. It also helped to ensure that our limited and unbalanced depression dataset got a good balance between the size and representation of the training and test sets. Each subset
was utilized once as a test set and nine times as part of a training set. After that, its error rate is computed on the holdout set. Therefore, learning procedure (search, evaluate, and classify) is executed a total of ten times on different training sets in order to ensure a valid and robust results. Finally, the ten error estimates are averaged to produce an overall error estimate. This technique was used for all the classification algorithms under study.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>10-Fold cross validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>Training</td>
</tr>
<tr>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td></td>
</tr>
</tbody>
</table>

5.5 Results and discussion of knowledge-based models

In this section, the results of the algorithms described earlier in the study are presented in two parts. The first part is the computation of mutual information (relationship) between the symptoms of depression and depression itself, while the second part is the classifiers performance on the dataset.

5.5.1 Relationship between symptoms and depression

Mutual information measures, in the information-theoretic sense, how much information the presence or absence of a symptom contributes to making the correct classification decision on depression. The study followed the four-step procedure for information gain as stated in section 4.5 and tested with the original depression dataset in BayesiaLab 6 (Conrady & Jouffe, 2015).

As noted by Korb and Nicholson (2004), mutual information is symmetric. This means that the amount of mutual information that a predictor reports on the target is the same as the amount of mutual information a target reports on the predictor. Mathematically, $MI(C; E) = MI(E; C)$ and is zero if $C$ and $E$ statistically independent.
Building on this concept, and given that there are two variables: the symptoms and depression, the results of the mutual information and overall contributions towards the class variable (depression), which represents the ranking of the symptoms based on statistical relevance measures, are tabulated in Table 5.2.

Table 5.2  Mutual information and contribution of symptoms to depression

<table>
<thead>
<tr>
<th>S/N</th>
<th>Parent/Target: depression</th>
<th>Symptom</th>
<th>Mutual information</th>
<th>Overall contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Depression</td>
<td>Impaired function</td>
<td>0.6309</td>
<td>17.1944</td>
</tr>
<tr>
<td>2</td>
<td>Depression</td>
<td>Loss of energy</td>
<td>0.5621</td>
<td>15.318</td>
</tr>
<tr>
<td>3</td>
<td>Depression</td>
<td>Worthlessness</td>
<td>0.3650</td>
<td>9.4984</td>
</tr>
<tr>
<td>4</td>
<td>Depression</td>
<td>Weight loss</td>
<td>0.3448</td>
<td>9.3879</td>
</tr>
<tr>
<td>5</td>
<td>Depression</td>
<td>Lack of thinking</td>
<td>0.3101</td>
<td>8.4521</td>
</tr>
<tr>
<td>6</td>
<td>Depression</td>
<td>Alcohol or other drug consumption</td>
<td>0.3098</td>
<td>8.3152</td>
</tr>
<tr>
<td>7</td>
<td>Depression</td>
<td>Indecisiveness</td>
<td>0.3069</td>
<td>8.3627</td>
</tr>
<tr>
<td>8</td>
<td>Depression</td>
<td>Loss of appetite</td>
<td>0.2022</td>
<td>5.0693</td>
</tr>
<tr>
<td>9</td>
<td>Depression</td>
<td>Recurrent thought of death</td>
<td>0.1898</td>
<td>5.1730</td>
</tr>
<tr>
<td>10</td>
<td>Depression</td>
<td>Family support and availability of accommodation</td>
<td>0.1774</td>
<td>5.1689</td>
</tr>
<tr>
<td>11</td>
<td>Depression</td>
<td>Psychomotor retardation</td>
<td>0.1896</td>
<td>5.1674</td>
</tr>
<tr>
<td>12</td>
<td>Depression</td>
<td>Loss of pleasure</td>
<td>0.1618</td>
<td>4.4101</td>
</tr>
<tr>
<td>13</td>
<td>Depression</td>
<td>Job satisfaction or academic performance</td>
<td>0.1310</td>
<td>3.8041</td>
</tr>
<tr>
<td>14</td>
<td>Depression</td>
<td>Insomnia</td>
<td>0.1179</td>
<td>3.2135</td>
</tr>
<tr>
<td>15</td>
<td>Depression</td>
<td>Sad mood</td>
<td>0.0863</td>
<td>2.3532</td>
</tr>
<tr>
<td>16</td>
<td>Depression</td>
<td>Suicide attempt</td>
<td>0.0680</td>
<td>1.8226</td>
</tr>
<tr>
<td>17</td>
<td>Depression</td>
<td>Weight gain</td>
<td>0.0352</td>
<td>0.9602</td>
</tr>
<tr>
<td>18</td>
<td>Depression</td>
<td>Depression in family</td>
<td>0.0277</td>
<td>0.7540</td>
</tr>
<tr>
<td>19</td>
<td>Depression</td>
<td>Hypersomnia</td>
<td>0.0214</td>
<td>0.5825</td>
</tr>
<tr>
<td>20</td>
<td>Depression</td>
<td>Stressful life events</td>
<td>0.0201</td>
<td>0.5503</td>
</tr>
<tr>
<td>21</td>
<td>Depression</td>
<td>Psychomotor agitation</td>
<td>0.0171</td>
<td>0.4654</td>
</tr>
<tr>
<td>22</td>
<td>Depression</td>
<td>Financial pressure</td>
<td>0.032</td>
<td>0.873</td>
</tr>
<tr>
<td>23</td>
<td>Depression</td>
<td>Cigarette smoking</td>
<td>0.0152</td>
<td>0.0550</td>
</tr>
<tr>
<td>24</td>
<td>Depression</td>
<td>Employment status</td>
<td>0.0097</td>
<td>0.0257</td>
</tr>
</tbody>
</table>

It can be observed from the results in Table 5.2 that ‘impaired function’ had the highest mutual information (0.6309) and highest overall contribution (17.1944%) to the depression.
This was followed by ‘loss of energy’ with mutual information (0.5621) and a contribution of (15.318%) towards depression. It is surprising to note that the level of alcohol or other drug consumption, with mutual information (0.3098) was the 6th highest contributor (8.3152%) to depression, while the ‘level of family support and availability of accommodation’, with mutual information (0.1774), was the 10th highest contributor (5.1689%) to depression. ‘Job satisfaction and academic performance’, with mutual information (0.1310), was the 13th highest contributor (3.8041%) to depression, while cigarette smoking, which had a low mutual information (0.0152) was the second lowest contributor (0.0550%) to depression. ‘Employment status’ had the lowest mutual information (0.0097) was also the lowest overall contributor (0.0257%) to depression.

For the synergistic combination of symptoms, only the positive contributors were considered, as shown in Table 5.3. It was observed that ‘loss of appetite’ and ‘sad mood’ with a mean synergy of 6.099 were the highest contributors to depression. This was followed by the combination of ‘sad mood’ and ‘weight loss’ with a mean synergy of 6.7256. ‘Alcohol or other drug consumption’ and ‘impaired function’ were the 5th highest contributor to depression. The combination that produced the least contribution to depression was from ‘suicide attempt’ and ‘weight gain’ and ‘recurrent thought of death’ with a mean synergy of 0.0003 (serial number 106, Appendix H).
Table 5.3  Synergistic combination of depression symptoms to depression

<table>
<thead>
<tr>
<th>S/N</th>
<th>Symptom</th>
<th>Symptom</th>
<th>Mean synergy (%)</th>
<th>S/N</th>
<th>Symptom</th>
<th>Symptom</th>
<th>Mean synergy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Loss of appetite</td>
<td>Sad mood</td>
<td>6.9968</td>
<td>23</td>
<td>Lack of thinking</td>
<td>Weight loss</td>
<td>0.8029</td>
</tr>
<tr>
<td>2</td>
<td>Sad mood</td>
<td>Weight loss</td>
<td>6.7256</td>
<td>24</td>
<td>Depression in family</td>
<td>Impaired function</td>
<td>0.7392</td>
</tr>
<tr>
<td>3</td>
<td>Insomnia</td>
<td>Loss of pleasure</td>
<td>4.5318</td>
<td>25</td>
<td>Job dissatisfaction or academic performance</td>
<td>Sad mood</td>
<td>0.6845</td>
</tr>
<tr>
<td>4</td>
<td>Loss of appetite</td>
<td>Loss of pleasure</td>
<td>4.3210</td>
<td>26</td>
<td>Impaired function</td>
<td>Cigarette smoking</td>
<td>0.6705</td>
</tr>
<tr>
<td>5</td>
<td>Alcohol or other drug consumption</td>
<td>Impaired function</td>
<td>4.1431</td>
<td>27</td>
<td>Recurrent thought of death</td>
<td>Weight loss</td>
<td>0.6430</td>
</tr>
<tr>
<td>6</td>
<td>Insomnia</td>
<td>Loss of energy</td>
<td>4.0504</td>
<td>28</td>
<td>Psychomotor retardation</td>
<td>Weight loss</td>
<td>0.6206</td>
</tr>
<tr>
<td>7</td>
<td>Impaired function</td>
<td>Sad mood</td>
<td>3.6677</td>
<td>29</td>
<td>Impaired function</td>
<td>Psychomotor agitation</td>
<td>0.5398</td>
</tr>
<tr>
<td>8</td>
<td>Loss of energy</td>
<td>Loss of pleasure</td>
<td>3.2593</td>
<td>30</td>
<td>Depression in family</td>
<td>Indecisiveness</td>
<td>0.5031</td>
</tr>
<tr>
<td>9</td>
<td>Insomnia</td>
<td>Loss of appetite</td>
<td>3.1744</td>
<td>31</td>
<td>Depression in family</td>
<td>Lack of thinking</td>
<td>0.4873</td>
</tr>
<tr>
<td>10</td>
<td>Loss of appetite</td>
<td>Loss of energy</td>
<td>2.5662</td>
<td>32</td>
<td>Impaired function</td>
<td>Suicide attempt</td>
<td>0.4427</td>
</tr>
<tr>
<td>11</td>
<td>Impaired function</td>
<td>Worthlessness</td>
<td>2.1636</td>
<td>33</td>
<td>Depression in family</td>
<td>Worthlessness</td>
<td>0.4084</td>
</tr>
<tr>
<td>12</td>
<td>Impaired function</td>
<td>Indecisiveness</td>
<td>1.7308</td>
<td>34</td>
<td>Job dissatisfaction or academic performance</td>
<td>Indecisiveness</td>
<td>0.3392</td>
</tr>
<tr>
<td>13</td>
<td>Impaired function</td>
<td>Lack of thinking</td>
<td>1.6685</td>
<td>35</td>
<td>Cigarette smoking</td>
<td>Weight loss</td>
<td>0.3210</td>
</tr>
<tr>
<td>14</td>
<td>Impaired function</td>
<td>Recurrent thought of death</td>
<td>1.4090</td>
<td>36</td>
<td>Depression in family</td>
<td>Psychomotor retardation</td>
<td>0.2645</td>
</tr>
<tr>
<td>15</td>
<td>Family support and availability of accommodation</td>
<td>Job dissatisfaction or academic performance</td>
<td>1.3994</td>
<td>37</td>
<td>Depression in family</td>
<td>Weight loss</td>
<td>0.2423</td>
</tr>
<tr>
<td>16</td>
<td>Impaired function</td>
<td>Psychomotor retardation</td>
<td>1.3568</td>
<td>38</td>
<td>Suicide attempt</td>
<td>Weight loss</td>
<td>0.2318</td>
</tr>
</tbody>
</table>
The comprehensive reports of the contributions of each of the symptoms and the synergistic combination of symptoms relative to the target class (depression) are shown in Appendices G and H.

5.5.2 Knowledge-based models

After the preparation of dataset for a format acceptable by the machine learning classifiers, their performance were tested in Weka with the specified metrics. Table 5.4 shows the results of the proposed Bayesian networks versus the NB, KNN, SVM, C4.5, MLP and AdaBoost,

Table 5.4  Results from attributes in dataset

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>F-Measure</th>
<th>RSME</th>
<th>R</th>
<th>ROC (%)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td>94.3**</td>
<td>94.4**</td>
<td>0.943**</td>
<td>0.150**</td>
<td>0.923</td>
<td>92.2</td>
<td>10.04*</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>93.3</td>
<td>93.3</td>
<td>0.933</td>
<td>0.0175</td>
<td>0.935*</td>
<td>98.6**</td>
<td>1.24</td>
</tr>
<tr>
<td>KNN</td>
<td>92.2</td>
<td>92.9</td>
<td>0.901</td>
<td>0.372*</td>
<td>0.919</td>
<td>95.3</td>
<td>0.55</td>
</tr>
<tr>
<td>SVM</td>
<td>92.0</td>
<td>91.7</td>
<td>0.872</td>
<td>0.192</td>
<td>0.811</td>
<td>86.6</td>
<td>9.21</td>
</tr>
<tr>
<td>C4.5</td>
<td>90.3</td>
<td>91.5</td>
<td>0.924</td>
<td>0.314</td>
<td>0.912</td>
<td>91.3</td>
<td>0.92</td>
</tr>
<tr>
<td>MLP</td>
<td>90.1</td>
<td>89.4</td>
<td>0.856</td>
<td>0.245</td>
<td>0.901</td>
<td>90.2</td>
<td>0.42</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>49.1*</td>
<td>47.0*</td>
<td>0.348*</td>
<td>0.368</td>
<td>0.710*</td>
<td>80.3*</td>
<td>0.17**</td>
</tr>
</tbody>
</table>

As indicated in Table 5.4, the results confirm a good performance of the proposed Bayesian networks model (marked in boldface) in terms of the considered metrics, but given that a classifier may have its own inductive bias that could be detrimental, it was found helpful testing out a variety of other supervised learning classifiers. This procedure helps to avoid coercion of consensus by one classifier and to get the performance of other classifiers in the same domain. For visualisation purpose, the best results on each metric is marked in double asterisks (**) while the worst performer is marked in single asterisk (*).
Bayesian networks model showing depression prediction performance

It was observed that Bayesian networks showed significant superiority over other classifiers in terms of predictive accuracy, precision, F-Measure, RSME, (see Table 5.2) as a pointer to producing predictions with the lowest deviations from the original dataset. Bayesian network classifier, however, was the slowest in terms of running time (10.04 second). As shown in Figure 5.1, the detailed classification results are calculated and displayed in a matrix format called Confusion Matrix (also called the contingency table) (Bouckaert et al., 2014).

The confusion matrix, a clean and unambiguous way to present the prediction results of a classifier, shows how many instances (patients in this case) have been assigned to each depression (depression). Elements show the number of test examples whose actual class is the row and whose predicted class is the column. For this study, there were four outcomes:

1. True positives (TP) are positive items correctly classified as positive.
2. True negatives (TN) are negative items correctly identified as negatives.
3. False positives (FP) are negative items classified as positive.
4. False negatives (FN) are positives items classified as negative.

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Classified as:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual class</td>
<td>Negative</td>
</tr>
<tr>
<td>Negative</td>
<td>TN</td>
</tr>
<tr>
<td>Positive</td>
<td>FN</td>
</tr>
</tbody>
</table>
From the results, there were 477 severely depressed cases, 419 mildly depressed cases, 530 moderately depressed cases and 372 ‘No depression’ cases, as detected by mental health professionals. Out of these figures, it was observed that the Bayesian networks algorithm classified 458 as severe depression, 384 as mild depression, 491 as moderate depression and 362 as ‘No depression’ cases. This represented a total of 1695 (94.3%) correctly classified cases. In the same experiment, it was observed that 19 instances were wrongly classified as severely depressed, 35 instances were wrongly classified as mildly depressed, 39 instances were wrongly classified as moderately depressed while 10 instances were wrongly classified as ‘Not depressed’ cases, making a total of 103 (5.7%) as wrongly classified cases.

Table 5.6 is a quick view of the performance of all classifiers in terms of predictive accuracy.

Table 5.6  Summary of model results in terms of accuracy

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td>94.3**</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>93.3</td>
</tr>
<tr>
<td>KNN</td>
<td>92.2</td>
</tr>
<tr>
<td>SVM</td>
<td>92.0</td>
</tr>
<tr>
<td>C4.5</td>
<td>90.3</td>
</tr>
<tr>
<td>MLP</td>
<td>90.1</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>49.1*</td>
</tr>
</tbody>
</table>

In terms of the predictive accuracy in Table 5.4, it was observed that Bayesian network classifier, with 94.3%, performed better than the other classification algorithms. This was followed by the Naïve Bayes classifier with 93.3%. It was also observed that the KNN, which comes next didn’t have significant difference with the performances of SVM. Again, the performances of C4.5 and MLP were almost the same with 90.3% and 90.1% respectively. AdaBoost had the poorest performance with 49.1%.

Table 5.7  Summary of model results in terms of Precision

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td>94.4**</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>93.3</td>
</tr>
<tr>
<td>KNN</td>
<td>92.9</td>
</tr>
<tr>
<td>SVM</td>
<td>91.7</td>
</tr>
<tr>
<td>C4.5</td>
<td>91.5</td>
</tr>
<tr>
<td>MLP</td>
<td>89.4</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>47.0*</td>
</tr>
</tbody>
</table>
In terms of Precision, Table 5.7 provides another quick view of the performance of all classifiers, with Bayesian networks also outperforming all others. As it was with the predictive accuracy metric, Naïve Bayes came next, followed by KNN. SVM with 91.7% didn’t show any significant difference C4.5 (91.5%). MLP had a lower 89.4% while AdaBoost also had the poorest performance with 47.0%

Table 5.8 Summary of model results in terms of F-Measure

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td>0.943**</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.933</td>
</tr>
<tr>
<td>KNN</td>
<td>0.901</td>
</tr>
<tr>
<td>SVM</td>
<td>0.872</td>
</tr>
<tr>
<td>C4.5</td>
<td>0.924</td>
</tr>
<tr>
<td>MLP</td>
<td>0.856</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.348*</td>
</tr>
</tbody>
</table>

In terms of F-Measure, Bayesian networks surpassed other classifiers having an identical performance measure (0.943) with the predictive accuracy (94.3%). Naïve Bayes also recorded higher performance. Surprisingly C4.5 produced a higher F-Measure (0.924) than SVM with 0.872. AdaBoost, also had the poorest performance with 0.348.

Table 5.9 Summary of model results in terms of RSME

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RSME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td>0.150**</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.0175</td>
</tr>
<tr>
<td>KNN</td>
<td>0.372*</td>
</tr>
<tr>
<td>SVM</td>
<td>0.192</td>
</tr>
<tr>
<td>C4.5</td>
<td>0.314</td>
</tr>
<tr>
<td>MLP</td>
<td>0.245</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.378</td>
</tr>
</tbody>
</table>

In terms of RSME, Bayesian networks was better than other classifiers. Naïve Bayes had better performance with full features. Although KNN recorded the poorest performance with this metric, there was no significant difference between its RMSE value and those of AdaBoost and C4.5
Table 5.10 Summary of model results in terms of Pearson correlation coefficient (R)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td>0.923</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.935**</td>
</tr>
<tr>
<td>KNN</td>
<td>0.919</td>
</tr>
<tr>
<td>SVM</td>
<td>0.811</td>
</tr>
<tr>
<td>C4.5</td>
<td>0.912</td>
</tr>
<tr>
<td>MLP</td>
<td>0.901</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.710*</td>
</tr>
</tbody>
</table>

In terms of Pearson correlation coefficient (R), Naïve Bayes produced a better performance value (0.935) than Bayesian networks (0.923) while C4.5 and MLP showed superiority over SVM. AdaBoost was also the poorest in performance with a low value of 0.710.

Table 5.11 Summary of model results in terms of Receiver operating characteristics (ROC)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ROC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td>92.2</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>98.6**</td>
</tr>
<tr>
<td>KNN</td>
<td>95.3</td>
</tr>
<tr>
<td>SVM</td>
<td>86.6</td>
</tr>
<tr>
<td>C4.5</td>
<td>91.3</td>
</tr>
<tr>
<td>MLP</td>
<td>90.2</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>80.3*</td>
</tr>
</tbody>
</table>

With Receiver operating characteristics (ROC), Naïve Bayes also had a far better performance value than Bayesian networks. Surprisingly, again, C4.5 and MLP performed better than SVM while AdaBoost had the lowest performance value.

Table 5.12 Summary of model results in terms of Running time

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td>10.04*</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>1.24</td>
</tr>
<tr>
<td>KNN</td>
<td>0.55</td>
</tr>
<tr>
<td>SVM</td>
<td>9.21</td>
</tr>
<tr>
<td>C4.5</td>
<td>0.92</td>
</tr>
<tr>
<td>MLP</td>
<td>0.42</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.17**</td>
</tr>
</tbody>
</table>

In terms of running time, AdaBoost had the best performance value while Bayesian networks recorded the worst performance, closely followed by SVM.
In conclusion, of the seven (7) metrics used to measure the performance of the classification algorithms, it can be that Bayesian network classifier has demonstrated its superiority over other highly competitive state-of-the-art classifiers in this case, having the best values in four (accuracy, precision, F-Measure, and RMSE) and worst value in one (Running time). This was followed by Naïve Bayes, having the best values in two of the metrics (R and ROC). Although KNN recorded the worst performance value in one of the metrics (RMSE), it followed Naïve Bayes in performance having outperformed SVM, C4.5 and MLP in predictive accuracy, F-Measure, Precision, ROC, R. The results demonstrate a superior performance of probabilistic classifiers (Bayesian networks, Naïve Bayes, and KNN) over non-probability-based classifiers (SVM, C4.5, MLP, and AdaBoost). In all, AdaBoost showed a poor performance except for the running time, where it recorded the highest performance. The results also agree with the results of our earlier study to test the predictive strengths of several supervised classifiers (Ojeme & Mbohgo, 2016a), although with smaller dataset.

5.6 Human Interfaces to Bayesian networks-Based expert systems

This section provides an implementation of a knowledge-based system based on the Bayesian diagnostic framework described earlier and to test the feasibility and convenience of use by non-clinicians and non-technical persons in a non-clinical environment. This framework retains some of the most appealing characteristics of existing traditional diagnostic techniques, and improves the efficiency and effectiveness of ICT-aided depression screening. More importantly, it helps in the transfer and exchange knowledge and technology between experts and non-experts in accordance with Rogers Everett theory of Diffusion of Innovations (Rogers, 2015).

Every activity that makes up a study usually has a goal. For this study, the goal is to investigate which machine learning model would be integrated into a user interface screening tool to assist non-clinicians take screening tests and get an estimation of the presence of depression for staff and students in a Nigerian University. To achieve this goal, the study started by finding the best machine learning model. This was achieved in the preceding sections when the predictive strengths of six supervised classifiers were tested using seven metrics. Having done that, the next task was to design a user interface that the machine learning model would be integrated into. Various critical design decisions were involved. First, the software needed to be designed such that it will be intuitive and operates at its most basic and effortless level.
for the users to be successful because the more intuitive, the less training required. The
objective is to implement the screening component of a working Bayesian network system in
a simplified graphical user interface that would assist University academic staff to understand
the problem-solving process of clinicians so as to be able to determine what student information
is needed to come up with a possible assessment for depression. It will guide and direct the
users on what might support or refute the depression diagnosis. After answering the questions,
the users can see clearly the results of the classifier.

There are several usability design methods but the User-Centred Design (UCD) (Endsley,
2016), a method and philosophy for designing and developing usable products and systems that
place the user at the centre of the process (Dearden et al., 2010), was chosen. The UCD
evaluation method is founded on getting user feedback in each step of the development process.
Receiving such feedback involves several usability methods at any step of the design process.
Several usability evaluation methods have been designed to identify usability problems. These
methods have been classified differently by different studies. The work of Nielsen (1993)
grouped usability evaluation methods into four general classes: automatic (involving the use of
software to evaluate a user interface); empirical (involving real users to interact with a user
interface); formal (incorporating the use of models to evaluate a user interface), and informal
(where evaluators use rules and their skills, knowledge and experience to evaluate a user
interface).

Given that the study seeks to build a usable system following a standard research
methodology, the empirical approach, where the real users of the developed artefacts will
interact with it for feedback, the empirical usability evaluation method was adopted. As
demonstrated in Table 2.1, the most commonly used empirical methods are the Evaluator
testing, User testing and Tools-based testing. Again, the Evaluators testing was chosen for the
study for the same reason. Among the evaluators testing methods are the Heuristics, Pluralistic
walkthrough, Cognitive walkthrough, Guideline reviews, Consistency inspections, and the
Standards inspection methods (Endsley, 2016). The concentrates on heuristic evaluation
method.

5.6.1 Design process

The UCD approach has been widely used in medical applications (Endsley, 2016; Peischl,
Ferk, & Holzinger, 2013; Vincent & Blandford, 2011) and its design process for the present
study is described in four orderly methodological phases as suggested by Preece et al (Preece,
Rogers, & Sharp, 2015): user needs (establishing user requirements), developing alternative designs (design alternatives), building prototypes (prototyping) and evaluating designs (evaluating). At the top of these four phases is the task identification step where the goal of the study is defined: developing depression screening system for use by non-clinicians. The first step towards achieving this goal was to test the strength of several supervised classifiers with the aim of choosing the best in commonly used machine learning metrics.

Figure 5.2  Modified user-centered design approach for the study

In section 5.7, the user requirements of the system and problem description are given in detail. In section 5.8, an architecture is designed for guiding the implementation. This is followed by a detailed description of the prototypes from the technical perspective in sub-section 5.10. Section 5.10.1 discusses the evaluation of the implemented user-interface, with emphasis on part of the contribution of the study.

5.7  User needs, problem description and System requirements

The process started by identifying the task at hand. As well described in section 1.3, this was done during the pilot study conducted by the researcher prior to the commencement of the study. The task was duly identified through a self-administered questionnaire to a team of 29 clinicians (Table 1.2) at the University of Benin Teaching Hospital, and 73 staff (teaching and...
non-teaching) and students (Undergraduates, Masters and PhD) of the University of Benin, all in Nigeria. The users of the proposed system, what they want to do with it, and the environment in which it will operate were also discussed. The requirements (inputs and outputs) of the proposed system were agreed upon by the researcher and the users. In accordance with the work of Sharma & Dhir (2016), two types of requirements were used for the study: functional and non-functional requirements. Functional requirements describe those things that the system will be able to achieve while non-functional requirements describe the attributes or constraint that the system must respect. As itemised below, these were identified during the pilot study:

5.7.1 Functional Requirements

The artefact should allow direct interaction with its users.

1. The designed artefact should provide a simple way of viewing depression data for staff and students.
2. The designed system should be intuitive enough and operates at its basic form
3. The system must have a search icon for users to perform free searches, filter search requests following criteria as stated by users
4. The interface must be simple and easy to use.
5. The designed system must have an error prevention mechanism to prevent users from making wrong entries
6. The designed artefact should be able to group and display screened depression data as requested by the users, for instance; age-wise, depression grade-wise or risk-wise.
7. The designed artefact should use icons and terminologies that are easy to understand even for persons without medical, or computer background
8. The designed system must not be expensive to maintain.
9. The designed artefact should provide a possibility to make booking for depression assessment outside the routine period.
10. The designed system must motivate the users to continue using it.
11. The artefact should have different ways of visually presenting the data.
12. The designed artefact should have clear and visible display of only the important functions.
13. The interface should have distinct screens for confusable items
14. The system should have relevant staff and students-specific information
15. The system should have in-built interruptive and non-interruptive alerts
5.7.2 Non-functional Requirements

1. The designed artefact should be able to access publicly available yearly reports.
2. The designed artefact should be effective to allow users get instant responses to their requests.
3. The designed system should conform to the Nigerian Disability Discrimination Act (NASS, 2012); hence ensures that the system is accessible to disabled users and used for all disabled staff and students as well.
4. The designed artefact should be available for academic staff and students of the University and the clinicians at the mental health unit of UBTH since the Bayesian networks model will be installed in laptops and desktop computers in all the department of the University.

Demand specification:
For this study, the requirements needed to support the existence of the designed artefact are:

- A computer is the recommended device especially when displaying dashboards with a lot of content or for analysis purposes.
  - Other devices such as laptops and tablets may also be used for simple informative tasks but would not be recommended for analytical tasks that require larger viewing surfaces.

Problem domain description
The first problem addressed by the system is developing a Bayesian network model and then linking it to a user interface that estimates the degree of depression present in a staff or student and alerting the appropriate body for referral to a specialized hospital for a confirmation test and possible hospitalization and treatment. The academic staff of the University of Benin gather medical history from staff and students. At intervals of six months, each head of department in collaboration with the management staff of the University is required to submit a summary of case document to the mental health unit of the hospital for those who need further assessment and treatments.

Medical History: All relevant information gathered from staff and students about their illness, past and current drug treatments, significant medical history, social background and family background. Figure 5.3 is an illustration of users taking medical history from staff and students.
Developing alternative design: low fidelity prototype

After setting the requirements and problem descriptions right, the development of design alternatives comes next. Typically, this is generated from the requirements. The starting point of this phase is called conceptual design, followed by the physical design. The conceptual design, according to Preece et al. (2015) represents and validates the requirements gathered, and one way of achieving it is through low fidelity prototypes. Just like the requirements phase, it is achieved by the designer working in collaboration with the users. Low-fidelity prototyping (also known as low-tech), according to Sharp et al. (2011) represents simple and easy translation of design concepts into testable and tangible artefacts, collecting and analysing the user requirements at the initial stage. They help discover design issues and get them resolved at the early stage. While low-fidelity prototypes do not resemble the final product, they are simple and quick to develop. High-fidelity prototypes, on the other hand, look very much like the final product, conveyed in the same medium as the final product, and take much longer time to develop. As suggested by Preece et al. (2015), three different design alternatives were created during the interactive design process. The design alternatives were made focusing on the features of the design in order to avoid wasting much time in this early stage. Figures 5.4, 5.5 and 5.6 present the appearances of the three hand-sketched alternatives.
As shown in Figure 5.4, the first design alternative is made up of three parts: the top part which divides the interface into two equal halves, contains the list of variables (file, modules and utilities) and their drop-down menus. The lower left part contains the personal details of staff and students of the University who will be using the system. Once the personal details have been entered and the ‘submit’ button is clicked, the last part of the interface is displayed. This part contains the interview questions for depression symptoms.
The design alternative 2 in Figure 5.5 shows a slightly different arrangement of the features. Though the interface is also divided into parts, the arrangement of the features are different, with the top right part dedicated for viewing any item of interest in the system simply by selecting the variable.
Figure 5.6 Hand-drawn sketches of design alternative 3

Much more minimalist than design alternatives 1 and 2, design alternative 3 shown in Figure 5.6 presents the five different options of viewing the features on horizontally arranged containers across the interface. This design alternative, unlike the first and second design alternatives, limited users from selecting the features before selecting the items in the drop-down menu. Items displayed on the next page, after selecting one of the five features, would depend on whether it’s in staff or student mode.

It must be noted that the sketches in the three design alternatives only show the intended buttons and functions and their positioning and labelling; but none of the functions or buttons works at this initial stage of development.

5.8 Description of system architecture

After analysing the results obtained from the users, consisting of academic staff and students of the University of Benin, some good features from the three design alternatives were combined into one design concept. Among the academic staff were HCI experts, medical professionals (with domain knowledge in mental health) and other end-users. This merging led to the design of two prototypes for the decision support system in the study. The first prototype was the high-fidelity design, and after the users provided feedback, the researcher adjusted the design features into the final prototype.
The development uses the information technology (IT) that is close to the users’ skill, experience and understanding, which is an important requirement in ICT4D project. This was expected to improve the process of depression assessment, which is typically a challenging task. The resulting artefacts from the design process presents several user interfaces that allow for depression assessment in the most basic way, send alert to mental health professionals in high risk cases, generate and use database report. This approach is a remedy for the systems in the literature in which the users (mainly clinicians) were presented with screening tools that suffer from poor consideration for user group to human-interface design and clinicians actual work practices (Bee, Brooks, Fraser, & Lovell, 2015; Lawrence-Jones, 2010; Molin, 2016; Wiseman et al., 2013; Zakaria & Ghani, 2013).

Designing east-to-use interfaces for depression assessment makes it easy to navigate through the database and enables retrieval of any information that would have been hard to manage due to the presentation and amount of information. Graphical interfaces make data more accessible since the academic staff and students can see the exact information they are authorised to see using just a few clicks. Some example cases will therefore be displayed and will demonstrate that it is easier to explore information through simple natural interactions. Additionally, staff, students and other possible users will have easier time to go through their diagnostic reports and recommendations to mental health professionals for further tests and treatment plans.

A simple overview of the first prototype (high fidelity) implementation is presented and discussed in section 5.9 while the second prototype is discussed in section 5.11. They were developed with the programming language, Java. It allows users a model for simulating interaction of depressive disorders with the staff and students, and has a data collection interface. To facilitate the implementation, many existing tools and application programming interfaces were used. Many of them are open-source software, but some are commercial software.

### 5.9 Audience

The design methodology described in the study aims to add new knowledge to the existing mental health knowledge bases used by mental health interest groups, public health researchers, industrial psychologists, and many others. Though the graphical interfaces were specifically designed to be used by non-clinicians and non-technical University of Benin academic staff as a first step in regularly assessing their staff and students for depression and thereafter
scheduling appointments for those that need help, it could eventually be useful and available for use by the following groups:

5.9.1 Clinicians
The research is expected to establish some models and tools that would be of assistance to clinicians in screening for depression. The objective is to build an expert system that combines the human expertise and the technology intelligence to achieve more accurate disease identification. This system may assist clinicians in decision making and double check clinician’s assessment (evidence-based diagnosis).

5.9.2 Medical students
For medical students, the resulting prototype opens up possibilities of learning as it can be used as an electronic learning system by describing tasks in which the data could be used, for instance, connect types of depression, and the study outcomes to do research even at the student level. User interface with good data visualization functionalities will allow a medical student to explore relationships in the data to combine different representation forms and to understand relationships which otherwise could be tedious to find.

5.10 Alerts in decision support application
Interruptive and non-interruptive alert systems are important parts of decision support application (Pevnick, Li, Grein, Bell, & Silka, 2013) (McCoy et al., 2012), and has thus been given a consideration in the design of the present system. Interruptive alerts are those that disturb the workflow and demand a response or an action by the clinician before proceeding. It could be a pop-up with the warning on which the clinicians actively have to do something with in order to proceed. These interruptive alerts for the more serious warnings and their purpose are to force the clinician to recognize a possible hazardous situation. Non-interruptive alerts are for the less serious warnings and they do not disturb the workflow of the clinician due to them appearing as info-buttons or links on which you can choose to open or not. It is preferable today to have interfaces that eliminate the need for interruptive alerts by guiding the user instead, since too many interruptions can cause irritation amongst the users (Payne et al., 2015). In the study, Payne et al (2015) had focused on the user interface design of both interruptive and non-interruptive alerts, conducting a series of meetings with a group of experts
consisting of people with a background in either medicine, informatics or computer interface design to look at the design of drug-drug interaction (DDI) alerts. The result of the study was a list of components that a DDI alert should include:

1. Drugs involved
2. Signal word indicating the level of seriousness
3. Clinical consequences
4. Mechanism of the interaction
5. Contextual information/modifying factors
6. Recommended action(s)
7. Evidence

Horsky et al. (Horsky et al., 2012) have, aside from the list of general user interface design recommendations, provided specific suggestions for alerts and reminders. These recommendations were compiled in the same targeted review. Some of the recommendations they provide specifically for alerts are:

1. Interruptive alerts should be reserved for the two or three highest levels of severity (severe and moderate depression, in this case)
2. Content of the alert should be limited to 1-2 lines with a justification separated by white space.
3. Alert prioritization
4. Meaningful colour coding
5. Revise trigger rules

An extensive literature review on this is found on Horsky et al (2012)

5.11 Application interface: High-fidelity prototype

The merged selected features in the three design alternatives were re-designed and implemented in the PCs and, laptops and tablets in each department at the University of Benin and the mental health unit of the University of benin teaching hospital (UBTH). This was done in two prototypes: the high-fidelity (first) prototype and the final (second) prototype.

The high-fidelity prototype, a simple, easy-to-use graphical application interface, was developed with the widget toolkit, Java swing. This was needed to facilitate interactions between the academic staff and students of the University. Given that all University staff (teaching and non-teaching) and students have predefined profile with the University, the first screen that appears on clicking the application on the desktop is the login page (Figure 5.7),
and access rights to the software are given based on roles. Access rights are given to both staff and students. Once the “ok” button is clicked, the system searches through the permanent database of the University staff or student list, comparing the username and password entered with the ones already on the database. Upon successful login authentication, the system takes the user to the main interface page (Figure 5.7). If, however, the username (staff or student number) or password fields were empty, or they were unregistered, or were incorrectly entered, a relevant error message was displayed.

![Login Interface](image)

Figure 5.7  Application interface login page

The main interface consists of three menus (Figure 5.8): the file, modules and utilities. The file menu has the logout and Exit buttons. The modules menu consists of three modules: the diagnostic module, student module, and staff module. The Utilities menu consists of the Reports and Speech Setting (Figure 5.9. )
Figure 5.8  Four menus of the main application interface

Each of the modules starts with a request for a username and password before gaining access to the module content. A click of the diagnostic module, for instance, prompts the user for another authentication.
The **diagnostic module**, which is where the actual screening data are entered and processed, is only accessible to academic staff. It starts with a user login page, prompting the academic staff to enter his/her name, staff number and password. This was developed with the *Java authentication and authorisation service* (JAAS) framework, a pluggable Java package for providing information security service to authenticate and enforce access controls on users. The username and password are the same as the predefined official staff number with which the University communicates with staff. This login page serves two purposes: 1) to ensure that only authorised users are allowed into the diagnostic module and 2) to keep track of the number of users and also to uniquely identify each user for the purpose of computer log. The users’ data were stored in a secure central server of the University of Benin.

Upon successful login to the diagnostic module, the academic staff explains the purpose of the system to the staff or student for assessment before continuing. The system then prompts to go the next screen, the *Consent page* (Figure 5.10). The user’s login state was retained unless they logged out.
In the consent page (See details in Appendix I), the purpose of the system is explained to the staff or student in very clear terms. If he/she does not agree to the assessment, the system gives a “THANK YOU” message. At this time, the user halts the process by clicking on the quit button and takes the next person for assessment. But if he/she agrees to the assessment, the user clicks the Accept button and the system goes to the staff and students details page (Figure 5.11), where some basic data is collected.
Because of the anticipated heavy usage of the system and the possibility of having two or more students with the same name, the data is indexed on name, student number and ID/passport number. Given that the University already has basic details of every staff and student, the user only takes readings of his/her weight, as the other details are captured from the University database upon entering his/her number. If a staff/student says he/she has been assessed previously, the system goes through the permanent database and displays details of already assessed persons. If there is no one by those details in the list, it is then forced to treat this person as a new staff/student for assessment. If, however, the details do exist in the list, the system prompts the user to confirm with the student. He does this by presenting his/her details in the form "Blessing Ojeme with student number ojmble001 and passport number A04607041 has been found. He is 27 years old, weighs 70 kilograms, and the last time assessed was on 15th May 2017". This helps to prevent the user from entering multiple information for the same student.

The ‘submit’ button takes you to the next page where the symptoms of staff students are collected. In order to ensure fulfilment of all criteria for depression as defined in DSM-5
(Diagnostic and Statistical Manual of Mental Disorders fifth edition, n.d.) and ICD-10 (WHO, 1992), interview questions and answer categories were derived from the study dataset, using the same datatypes, and the degree of presence and absence of symptoms. This also agrees with several studies of depression in the medical literature (Allgaier, Pietsch, Frühe, Sigl-Glöckner, & Schulte-Körne, 2012; Arrieta et al., 2017; Eisenberg et al., 2007; A. K. Ibrahim et al., 2013; Semrau et al., 2015).
Did you have difficulty sitting still or restless almost every day?

Did you move or talk more slowly than normal?

Did you feel tired or without energy almost every day?

Did you feel worthless or guilty almost every day?

Did you have difficulty concentrating, or be easily distracted almost every day?

Did you have difficulty making decisions almost every day?

In the past month, did you repeatedly think that you would be better off dead or wish you were dead?
Symptoms

Did you have difficulty maintaining relationship with friends or perform work efficiently for the past two weeks?

Back Yes No Quit

Symptoms

Did your weight increase without trying intentionally by about 5% or 8lb/3.5kg, for a 160lb/70kg person in a month?

Back Yes No Quit

Symptoms

Did your weight decrease without trying intentionally by about 5% or 8lb/3.5kg, for a 160lb/70kg person in a month?

Back Yes No Quit

Symptoms

Did these symptoms cause significant problems at home, at work, socially, at school, or in some other important ways?

Back Yes No Quit

Symptoms

Have you been under serious financial pressure for the past two weeks?

Back Yes No Quit

Symptoms

Does any of your family members suffer from depression for the past three months?

Back Yes No Quit

Symptoms

What is your level of cigarette smoking?

Back Yes No Quit

Symptoms

What is your level of alcohol?
After each student has answered all the relevant questions, a notification of depression status is displayed. The results will display the grade of depression. The user interface is linked to a Bayesian networks engine that controls which questions are asked and what interpretations are given at the end of the screening exercise.

![Screening result](image)

**Figure 5.12** Screening result

The **staff module** contains diagnosis and referral records of all staff of the University. Access right to this module is given to all staff. These records are indexed on staff number and password so that a staff can only have access to his/her records. The records in this module are write-protected.

Similarly, **student module** contains diagnosis and referral records of all students of the University. Access right to this module is given to all students. These records are indexed on each student number and password so that a student can only have to access his/her records. The records in this module are also write-protected.

In the **utilities menu** are Reports and Speech Setting modules for generating reports and activating explanatory sounds. Also in this menu are specified the modalities for alerting clinicians at the hospital for further depression assessment (for moderate and severe cases),
modifying records of staff and students, adding and deleting users. Access right to this module is given to the management staff, consisting of heads of departments/units, Deans of faculties, the Vice Chancellor, his deputy, and registrar of the University. This module also serves as the **storage** of the application in the sense that after the successful authentication and authorisation in each module, a log of the profile of the staff or student, login and logout date and time, and a summary of activities during the period is loaded and stored in this module. Each of these records can be opened by clicking on a related menu. This opens a screen with a list of all the saved programs. On clicking the required program, the user is asked if they want to load the program or to delete it. When the user clicks on the required program it is loaded back to the main interface.

### 5.11.1 Evaluation of the first prototype

Detailed evaluation of medical diagnostic tools, an important pre-requisite to their routine use in the clinical settings, helps to demonstrate that the efforts (1) lead to needed change in the right direction, (2) contribute to positive results in different parts of the system, and (3) require more efforts to bring a process back into satisfactory ranges (Varkey, Reller, & Resar, 2007). This is based on the confidence that good performance replicates good-quality practice, and that comparing performance among users and providers will encourage better performance. To this end, the developed Bayesian network model in the study was implemented in an easy-to-use software system for the assessment of staff and students for depression. In an attempt to optimise user-friendly interface and utility in a busy University setting, the screening tools sought to use few parameters which are consistent with a reasonably high ease of use, ease of learning, user satisfaction, error prevention and efficiency of the interface (Oteniya, Cowie, & Coles, 2005; Peng, Ramaiah, & Foo, 2004). As mentioned earlier, only prototypes of a screening tool (not a full-fledged patient/clinically-tested system) were developed, running on personal computers, laptops and tablets, at the University of Benin and the UBTH. It is hoped that this work will lay the foundations necessary for the professional development and deployment of such a full-fledged system, and also serve as a reference model for other government and non-government agencies. Thus, there was no total evaluation or clinical testing of the prototype with real patients. Evaluation was done through heuristic and intended end-user performance, where the designed screens were put to work in an audit to explore its practical value. The methods employed in evaluating the screening tool prototype in this study are discussed in section 5.11.2
5.11.2 Heuristic evaluation

In this approach, several evaluators assess the user interface to confirm if it conforms to a set of usability principles (‘heuristics’). Nielsen (1993) identified a set of ten usability heuristics which were: visibility of system status, match between the system and the real world, user control and freedom, consistency and standards, error prevention, recognition rather than recall, flexibility and efficiency of use, aesthetic and minimal design, helping users to recognise, diagnose and recover from errors, and help and documentation. Despite the criticisms of these Nielsen’s ten heuristics as being too general, the study is motivated by the successes it has recorded in medical diagnosis (P. H. Lilholt, Hæsum, & Hejlesen, 2015; Z. Tang, Johnson, Tindall, & Zhang, 2006).

5.11.3 Heuristic Evaluation Method

Heuristic evaluation is a usability evaluation method developed by Nielsen and Molich (Nielsen & Molich, 1990). The heuristics evaluation method is based on a set of heuristics that guide evaluators through the interface to uncover potential problems (Yuan, Finley, Long, Mills, & Johnson, 2013). The guidelines offer a range of heuristics available, however these were grouped into ten (10) Jacob Nielsen’s Heuristics (Table 5.13), to facilitate the evaluation process. These heuristics were based on earlier heuristics and guidelines for evaluating medical applications together with guidelines developed to evaluate them (Molin, 2016). The evaluators, using the heuristics, examine the interface and identify usability problems that users might encounter while interacting with an interface. Then they suggest recommendations to improve the usability of the interface. A set of comprehensive heuristics specific to medical devices was developed.

Through this method, the evaluators are able to judge whether an interface conforms to a set of usability principles. For this study, the goal of the usability testing was not to select a winner design alternative from the three design alternatives discussed earlier, but to get feedback from users regarding what they found as good or bad design features (identify requirements, listed functions, and operations the system must perform), which is necessary to refine the design. This is the time when a combination of end-users and heuristic evaluation experts were involved as evaluators of the designed artefacts whose valuable feedback helped refine the final prototype, as suggested by several researchers (P. Lilholt et al., 2015; Yen & Bakken, 2009). Since the designed artefacts are to be used by both novice and expert users, this testing tried to
find out how easy it was for users to accomplish the tasks the very first time they interact with the interfaces and whether it was easy to learn the operation of the artefacts after the initial instructions. This was necessary in order to keep the designed artefact easy to learn and spare users the effort of learning everything from the start every time they interact with the system as suggested by Wilkund et al (2013).
Table 5.13 Jacob Nielsen’s usability heuristics

<table>
<thead>
<tr>
<th>Heuristic</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>H1 - visibility of system status</strong></td>
<td>Are users informed about system progress through progress indicators or messages? The system should always keep users informed about what is going on, through appropriate feedback within reasonable time.</td>
</tr>
<tr>
<td><strong>H2 - Match between system and real world</strong></td>
<td>Does the system cater for users with no prior experience of electronic devices? Does the system use user’s language, with familiar words, phrases and concepts, rather than technical terms? The system should speak the users’ language, with words, phrases, and concepts familiar to the user, rather than system-oriented terms. Follow real-world conventions, making information appear in a natural and logical order.</td>
</tr>
<tr>
<td><strong>H3 - User control and freedom</strong></td>
<td>Can users do what they want to do freely? Can the users navigate the screens with ease? Users often choose system functions by mistake and will need a clearly marked exit strategy to leave the unwanted state without having to go through an extended dialogue. Support undo and redo.</td>
</tr>
<tr>
<td><strong>H4 - Consistency and standards</strong></td>
<td>Do the screen objects and actions have the same meaning and effect in different situations? Users should not have to wonder whether different words, situations, or actions mean the same thing. Follow platform conventions.</td>
</tr>
<tr>
<td><strong>H5 - Error prevention</strong></td>
<td>Would users make mistakes they would easily avoid with a better system? Even better than good error messages is a careful design which prevents a problem from occurring in the first place. Either eliminate error-prone conditions or check for them and present users with a confirmation option before they commit to the action.</td>
</tr>
<tr>
<td><strong>H6 - Recognition rather than recall</strong></td>
<td>Are the screen objects, actions, and options visible enough? Are the functionality of the screen objects obvious from labels? Minimize the user’s memory load by making objects, actions, and options visible. The user should not have to remember</td>
</tr>
<tr>
<td>H7 - Flexibility and efficiency of use</td>
<td>Does the system allow for both expert and novice users? Accelerators—unseen by the novice user—may often speed up the interaction for the expert user such that the system can cater to both inexperienced and experienced users. Allow users to tailor frequent actions.</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>H8 - Aesthetics and minimalist design</td>
<td>Do the screens contain information which is irrelevant or rarely used? Dialogues should not contain information which is irrelevant or rarely needed. Every extra unit of information in a dialogue competes with the relevant units of information and diminishes their relative visibility.</td>
</tr>
<tr>
<td>H9 - Help users recognise, diagnose and recover from errors</td>
<td>Are error messages expressed in simple language? Do they accurately describe the errors, and suggest solutions? Express error messages in plain language (no codes), precisely indicate the problem, and constructively suggest a solution.</td>
</tr>
<tr>
<td>H10 - Help and documentation</td>
<td>Is appropriate help provided? Is the information easy for the user to find, understand and use? Even though it is better if the system can be used without documentation, it may be necessary to provide help and documentation. Any such information should be easy to search, be focused on the user’s task, list concrete steps to be carried out, and not be too large.</td>
</tr>
</tbody>
</table>

### 5.11.4 Evaluation procedure

The evaluation session began with a three-hour PowerPoint presentation and multimedia projector workshop in form of a seminar where the researcher welcomed the evaluators, read the test script that explained the objectives of the study, introduced the prototype, standard application of the Nielsen heuristics, the usability problems associated with each one of them to the evaluators, and the user’s right to withdraw from the session at any time. It was also
explained to the evaluators that they would be observed and that their screens would be recorded using screen capture software during the session. A 20-minute break was observed after each 45 minutes of presentation. It was then agreed that each screen be discussed (in the order of appearance) by each evaluator using one of the most popular, simple-to-use and low-cost methods, heuristic evaluation (de Carvalho, Évora, & Zem-Mascarenhas, 2016; Nielsen, 1993) for the detection of the heuristics violated, usability problems, their severity and the exact location of the problems. Solutions were also proffered for problems found. Where there were disagreements among the evaluators, it was discussed until an agreement was reached.

The evaluators were then asked to read and sign the consent form, after which a pre-test questionnaire was given to each user to fill out in order to obtain information regarding his/her background, expertise and experience. The evaluators went through the interface features in the application along with information about its functionality, objectives and standard terminology. This gave them a better understanding of what to evaluate. Each evaluator went through and analysed his/her prototype at least twice. The first run ensured that the evaluators were familiar with the interface, while the second run allowed the evaluators to search for usability problems using Jacob Nielsen’s Heuristics (1993) and analysing severity on a scale of zero to four (Table 5.14). Each evaluator was given a Heuristic Evaluation Form (Appendix J) to enter their findings. A comment section is also included in the form.

Table 5.14  Usability scale based on usability evaluation

<table>
<thead>
<tr>
<th>Severity</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>I don’t consider this a usability problem at all</td>
</tr>
<tr>
<td>1</td>
<td>A cosmetic problem only; need not be fixed unless there is time available</td>
</tr>
<tr>
<td>2</td>
<td>A minor usability problem; fixing this problem should be given low priority.</td>
</tr>
<tr>
<td>3</td>
<td>A major usability problem: it is important to fix and should be assigned a high priority.</td>
</tr>
<tr>
<td>4</td>
<td>Usability catastrophe: must be remedied prior to releasing the software</td>
</tr>
</tbody>
</table>

It is important to state that the severity of a usability problem is a combination of the three factors below (Joshi et a., 2009):

1. The **frequency** with which the problem occurs; whether it’s rare or common
2. The **impact** of the problem if it occurs; whether it will it be easy or difficult for the users to resolve?

3. The **persistence** of the problem; whether it’s a one-time problem that users can resolve once they know about it, or repeatedly be concerned by the problem.

### 5.11.5 Recruitment of participants

Table 5.13 (graphically represented in Figure 5.9) summarises the panel of 62 clinicians and academic staff comprising both males and females who participated in the experiments to inspect the interfaces in search of problems and suggest ways to improve them. They were selected from twelve departments at the University of Benin and the teaching hospital for the evaluation of the developed system and the workflow. The selection was done using an intentional method, in which formal invitation was through emails and participation through a confirmation, as recommended in Dumas (1996).

Among these 62 evaluators, 56 reported to use PCs, laptops and tablets regularly while the remaining 6 reported that they use computers and laptops sporadically and with help from a third person, 6 were usability experts (experienced using different usability systems for at least six months on a monthly basis), 10 had domain knowledge in the medical and mental health with at least 5 years work experience. Considering the primary goal of the study, which is to develop predictive tool to support a heterogenous user population (University academic staff) in assessing their staff and students for depression, and that the artefacts would be used by all evaluators, such a high number and mix of panel of evaluators, consisting of both expert and novice users were deemed appropriate, as suggested by Wilkund et al (2013) To minimize the number of evaluators who would not turn up for the evaluation sessions, two approaches were taken: 1) recruitment and selection was conducted as close as possible to the time of the evaluation; and 2) evaluators were given incentives in the form of N1000 (one thousand naira) per hour or provision of lunch. This means that evaluators participated in the study by choice and could withdraw at any time.
The University of Benin was selected for three reasons: 1) a pre-study survey had been done at the institution in which questionnaire was administered to staff, students and clinicians, as part of the motivation for the study 2) there had been prior contact with the respective heads of departments, lecturers and students at the University. Additionally, the study data was collected from the mental health hospital unit of the same University. The total number of evaluators depended on the inclusion and exclusion criteria composition of the required expertise, and availability of evaluators who confirmed their participation in the experiment.

<table>
<thead>
<tr>
<th>Faculty</th>
<th>Department</th>
<th>Number</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sciences</td>
<td>Computer science</td>
<td>5</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Zoology</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Arts</td>
<td>Music</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>French</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Education</td>
<td>Science education</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Edu Adm</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Social sciences</td>
<td>Marketing</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Economics</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Health</td>
<td>Mental health</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Medicine</td>
<td>6</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Engineering</td>
<td>Electrical engineering</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Petroleum engineering</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td><strong>62</strong></td>
<td><strong>39</strong></td>
<td><strong>23</strong></td>
</tr>
</tbody>
</table>
5.11.6 Data collection method

As in many ICT4D projects, the research questions influenced the choice of data collection methods for evaluation. For instance, the fourth research question (What machine learning techniques would be appropriate to screen for depression among University staff and students?), was addressed by testing and analysing the predictive strength of various machine learning techniques. The interesting result obtained, which agrees with those obtained in section 5.4.2, was evaluated with real clinical depression dataset and standard machine learning metrics, and published (Ojeme & Mbogho, 2016a). To address the second and third research questions, heuristic evaluation forms were administered to collect qualitative feedback from users on the suitability (convenience, ease-of-use) of the chosen evaluation method. A quantitative approach was used to assess the usability of the developed prototypes.

Having described the evaluation method that were used to assess the usability of the screening prototypes in the study, the usability problems that were identified and the suggestions that were made on how the usability of the prototypes could be improved upon are presented. These identified usability problems are summarised, categorised and explained. Recommendations and suggestions for each of these problems are also explained and presented together for each of the problems (Table 5.16).
Table 5.16 Usability problem description and location in the first prototype

<table>
<thead>
<tr>
<th>User interface design principle</th>
<th>Violation</th>
<th>Score</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visibility of system status:</td>
<td>Some operations took a long time and no progress indicator was shown. The user does not have to be unsure as to whether or not anything was happening with the system or if he should try to click the function again</td>
<td>10</td>
<td>Include progress indicator to help users monitor the progress of some selected function</td>
</tr>
<tr>
<td>Match between system and the real world</td>
<td>Some of the words were not easy for me to understand because I don’t have a good knowledge of depression and depression cases. The system doesn’t say what happens after detecting a high risk for depression</td>
<td>7</td>
<td>Include an alert system that keeps popping for moderate and severe depression cases</td>
</tr>
</tbody>
</table>
| User control and freedom       | It’s frustrating having to completely start over again to change an answer. Again, it should be possible to log off users’ activities in the application. No return and Home buttons on each page of the application making it difficult to navigate | 7     | - Users should be able to change an answer once it has gone down the list of answered questions 
- The return to the Home page should be made visible on each page since they are used very often |
<p>| Consistency and standards      | There was no consistency in the use of standard boxes and buttons and this made it somewhat difficult to navigate without any prior knowledge of the system | 6     | The consistency of the design should be improved upon |</p>
<table>
<thead>
<tr>
<th>User interface design principle</th>
<th>Violation</th>
<th>Score</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error prevention</td>
<td>I found it difficult to retract a request. The features appear to be too close in colour thereby making it difficult to see the difference</td>
<td>7</td>
<td>Include a means whereby users can retract or cancel any request that has been made. Also separate the colour spectrum of the features so that it doesn’t get confusing to users.</td>
</tr>
<tr>
<td>Recognition rather than recall</td>
<td>It was difficult for me to recognise the generate report of already screened students and staff.</td>
<td>9</td>
<td>Make the tab for ‘generate report’ much more recognisable so that the system can generate report from different users.</td>
</tr>
<tr>
<td>Flexibility and efficiency of use</td>
<td>The systems do not have any accelerators for expert users. The slowness of the system made it feel a little inefficient in some parts.</td>
<td>2</td>
<td>Include keyboard shortcut for all features.</td>
</tr>
<tr>
<td>Aesthetic and minimalist design</td>
<td>The application design is simplistic and it’s not attractive or appealing enough to impress the users - it is confusing having all questions in separate pages</td>
<td>7</td>
<td>Questions should be on same page but diagnosis should appear on a separate page. Use beautiful icons and graphics on the home page to capture users’ attention. These should reflect the purpose of the application</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>User interface design principle</th>
<th>Violation</th>
<th>Score</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Help users recognize, diagnose, and recover from errors:</td>
<td>A major problem is that no Help or documentation buttons</td>
<td>9</td>
<td>Make Help and documentation buttons more visible.</td>
</tr>
</tbody>
</table>
Problems were categorised into nine sections according to nine usability problem areas and their corresponding sub-areas. Table 5.17 shows a summary of the number and severity of the heuristics violations in the first prototype.

Table 5.17 Number and severity of heuristic violations

<table>
<thead>
<tr>
<th>Heuristic violated</th>
<th>severity</th>
<th>Total Count of usability problem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>Cosmetic</td>
</tr>
<tr>
<td>System status visibility</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Match btw system interface and real world</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>User control and freedom</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Consistency and standards</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Error prevention</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Recognition rather than recall</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Flexibility and efficiency of use</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Aesthetics and minimalist design</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Help and documentation</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Total by heuristic</td>
<td>11</td>
<td>17</td>
</tr>
</tbody>
</table>

5.12 Ethical considerations

Ethical considerations denote a moral attitude that are involved when conducting research to achieve not only high professional standards of technical procedures, but also respect and protection for the study participants consenting to be studied. Professional ethical standards should be maintained during all phases of research study (Cacciattolo, 2015; Lyon & Segal, 2013).
The works of Cacciattolo (2015) and Raudonis (1992) exhaustively described some fundamental ethical considerations in medical research. This include: confidentiality, anonymity, integrity, voluntary participation and consent requirement. Confidentiality concerns how the data, especially personal data, is handled and (Raudonis, 1992). In this study, the issue of confidentiality has mainly been achieved by not having personal information connected to the participant’s responses, so even if access is accidentally gained to the data, it is impossible to deduce who the participant is. A second fundamental ethical concern in qualitative research is anonymity. The study had little ethical concerns regarding anonymity and it ties into what was previously stated, that staff and students identities anonymized immediately and only connected to a given ID. It was also made sure that the anonymity and confidentiality were clearly stated in the consent form (appendix B) and also explained to them by the researcher. Personal integrity is another ethical consideration in qualitative research, and it concerns the protection of the participant by not intruding on their privacy (Stevens, 2013). Due to the high level of anonymity, participant’s privacy was protected. Again, the study did not target a vulnerable population and the topic did not concern anything sensitive which reduced the intrusion of the participant’s privacy. The fourth ethical consideration is voluntariness. This has been addressed in the study by explicitly stating in the consent form that participation was voluntary and that participants had the option to withdraw from participation at any time. The last ethical consideration for the study is the consent. This principle states that those who participate in a study should be fully informed about the purpose and contents of the research (Raudonis, 1992). A consent form, as earlier mentioned, with general information about the study was presented prior to the session and it was mandatory to sign it in order to participate. Thus, no data was collected and shared without the consent of the participants.
5.13 Results and analysis of first prototype evaluation

The results of Table 5.15 show that out of the ten (10) Jacob Nielsen (1993) usability heuristics, nine (9) violated heuristics and sixty four (64) usability problems with their corresponding severity were found. Table 5.14 shows the location of the problems and suggested solutions where necessary. The results show that “System status visibility” was the most often violated, with 10 (16%) usability problems found, followed by “Recognition rather than recall” and “Help and documentation”, with 9 (14%) usability problems found in each one. “Match between system interface and real world”, “User control and freedom”, “Error prevention”, and “Aesthetics and minimalist design” with 7 (11%) usability problems found in each one come next, followed by “Consistency and standards” with 6 (9%) usability problems. The least usability problems were found in “Flexibility and efficiency of use” with only 2 (3.1%) in the minor category. It is important to note that no problems were found in the “Help users recognise, diagnose and recover from errors” heuristics by the evaluators. It was only in the “Help and documentation” heuristics that severity grade 4 (catastrophic) was found. That was an indication of a serious violation that required serious attention. For visualisation purpose, these violations were graphically represented in simple pie chart in Figure 5.11. Other problems found by the evaluators were a few grammar errors, typos and insufficient explanation of some of the screens. These were corrected in the second version of the prototype application.
It is the belief of the researcher that all usability problems found in the study and the corresponding severity were important and could negatively affect the effectiveness of the final prototype. To that end, after discussing the problems identified and suggested solutions with the evaluators, they were all taken seriously, prioritised and implemented in the second prototype.

![Graphical illustration of heuristic violation](image)

**Figure 5.15   Graphical illustration of heuristic violation**

### 5.14 Application interface: second prototype

In this section, a description of the second prototype showing some modifications, which resulted from feedback from the first prototype, are given. The details of the results that led to the modifications are discussed in section 5.10. The main interface, login, page, personal details of staff and student page, and depression assessment pages are still present as in the first prototype but the modifications to them are described in section 5.14.1.

#### 5.14.1 Modifications on the main interface

The main interface of the second prototype, as shown in Figure 5.15, contains four menus: **file**, **modules**, **utilities** and additional **Help** to help users search for any information on the application. The **file** and **utilities** menus contain the number of modules as in the first prototype but **modules** menu consists of four modules (as against three in the first prototype): the
diagnostic, student, staff and the additional Appointment module (Figure 5.17). Additionally, an audio icon for explaining every item on the main interface and the screening processes was provided on the task bar, for the visually impaired user. The task bar also houses shortcuts for the diagnostic module, staff module, student module, appointment module and the report module (Figure 5.18). Also included in the main interface are the Return and the Home buttons.

Figure 5.16  Four menus and shortcuts of the main application interface

Figure 5.17  Modified diagnostic and file menus
Staff and students make request for depression assessment using the request Appointment Form (Figure 5.19)

Report generation

Those authorized to generate the reports of already assessed staff and students are the HOD and management staff. Each HOD can generate report of staff or students who have been assessed in his/her department. A sample of such report showing student ID, name, surname, weight, temperature, date of assessment and the diagnosis is shown in figure 5.19. Aside the six months interval for the general depression assessment in the University, a staff or student can make a request for depression assessment whenever the need arises. Such request can be made using the Request Appointment Form (see Figure 5.18) in the student and staff module. It is the responsibility of HODs to attend to such pending requests from staff and student in his/her department fixing a date for the assessment and then notify the persons who made the requests. Meanwhile, the management staff is the only body entitled to generate report of every
staff and student in the University and send alert to the mental health unit of the University teaching hospital for further test for those screen with moderate and severe depression.

![Figure 5.20 Report of students already assessed](image)

Following recommendations from evaluators on the first prototype, the diagnostic module was also modified to accommodate screening questions in one page (Figure 5.21, A, B, C). These questions had appeared on different pages in the first prototype.
Figure 5.21A  Screening questions

Figure 5.21B  Screening questions
Figure 5.21 C  Screening questions

Figure 5.22  Screening result

5.15 Evaluation of the second prototype

It is interesting to note that the same number of evaluators were used during the second prototype. This was because of the mutual agreement during the training that all feedback from the first prototype would be corrected and included in the second prototype. Before the commencement of the evaluation the researcher had a one-hour training session with the users based on some of the changes that were made. At the completion of the given tasks, the
researcher collected and collated the feedback from the evaluators. These were summarized and presented in Table 5.18

Table 5.18 Summary of feedback from evaluators on second prototype

<table>
<thead>
<tr>
<th>User interface design principle</th>
<th>Results from validation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Visibility of system status</strong></td>
<td>The system had good information about what pages you were on. I was able to complete the tasks without difficulties. The simple and intuitive design made it easy to learn how to use the tool.</td>
</tr>
<tr>
<td><strong>Match between system and the real world</strong></td>
<td>The application was easy to understand even though I did not know anything about the field of study; the language was easy and similar to reality. Concepts appeared familiar to the users. The application is easy to use and generates report. -what the different menu lead to were mostly understood. -It was a good idea that students and staff could make request for assessment</td>
</tr>
<tr>
<td><strong>User control and freedom</strong></td>
<td>It was good that the return and Home buttons were in all pages of the application.</td>
</tr>
<tr>
<td><strong>Consistency and standards</strong></td>
<td>-Consistent positioning of the navigation buttons was very good. -Easy to know where you are. -Good use of standard buttons and names made navigation easy even without any prerequisite knowledge of the study. - Terminologies and icons used were clear and easy to understand. -I think the prototype was consistent, easy to follow how the different parts were connected and easy to navigate through.</td>
</tr>
<tr>
<td><strong>Error prevention:</strong></td>
<td>I didn't encounter any errors, so I can only assume that the application serves the intended purpose.</td>
</tr>
<tr>
<td><strong>Recognition rather than recall:</strong></td>
<td>Instructions for use of the system were easy to find in the help menu accessible to anyone. Again, the speech buttons made explanation of the functionalities easy for visually impaired users</td>
</tr>
<tr>
<td><strong>Flexibility and efficiency of use:</strong></td>
<td>-When I've done the tasks more than once I easily learned the way of doing it. -If I had done different tasks one more time I think I would be going pretty much faster. It's so good!</td>
</tr>
<tr>
<td><strong>Aesthetic and minimalist design:</strong></td>
<td>-Simple and beautiful design -Very clean design. It made me find the information I wanted to see very fast. -The design presents information in an aesthetically pleasing manner -A very simple design with great functionalities.</td>
</tr>
<tr>
<td><strong>Help users recognize, diagnose, and recover from errors:</strong></td>
<td>-Didn't encounter any errors -Did not experience any errors</td>
</tr>
<tr>
<td><strong>Help and documentation:</strong></td>
<td>-It was clear how to use it, and the Help button helped -I don't think extra documentation is needed if the user gets a proper introduction to the system and knows the specific terms. -The documentation and way to understand different functions is much easier in this system than in the first prototype.</td>
</tr>
</tbody>
</table>
The results and analysis from the first and second prototypes above underscore the importance of end-user evaluation of user interface in terms of strengths and weaknesses. In an efficient and effective manner, it has uncovered several usability violations that would have reduced the smooth interaction between users and the application and lead users of the application to incorrect interpretation of the action desired. The evaluation has also demonstrated that the application was functional and fits into the tight schedules of the University academic staff. The overall heuristic results suggest that timely and reliable feedback system of evaluation is a demonstration of the significance and relevance of end-user factors in the process of designing computer-aided diagnostic intervention, especially with respect to acceptance of the system for use in non-clinical environment. This was evident in the final prototype, which demonstrated much better ease of use and greater ease of navigation, while minimizing the errors earlier identified.

5.15.1 Practical implication of the second evaluation

The practical implications from the evaluation of the second prototype is of particular interest to researchers, software developers, decision-makers, and innovation managers. With respect to perceived impact, majority of the participants were convinced that the developed depression screening tool was a good complement for the existing methodology as it could potentially resolve many of the challenges faced by the existing system. The feedback from many of the users also suggest that more consultations with users of the application within the mental health unit of hospitals during the development process could help designers and innovation managers to be able modify the innovations so that they are perceived as more impactful, which will make them much more likely to adoption. Though not part of the specification in the present design, the participants also suggested that decision-makers, designers and innovation managers must be proactive towards unforeseen events that may have negative effects on adoption intentions and decisions. This means that, for innovations that are currently on the innovation-decision process, it is important for designers and decision-makers to know how mental health users perceive and behave towards new applications or innovations. Regardless of whether an adoption-decision will certainly be made in some cases, this will still be an important implication for adoption decisions that are important to the user. By being familiar with the motivation behind the mental health users, decision-makers might respond appropriately in order for the adoption to be a success. For mental health unit, the implications are particular important since an application or innovation that has the potential to improve
screening or diagnosis of diseases in some way, might be rejected due to the way its attributes are perceived by the users. An application or innovation that is rejected also means a huge financial loss to both the designers, decision-makers and users.

5.15.2 Strengths and weaknesses of heuristics evaluation method

Although heuristic evaluation has the potential to identify many usability problems, it is often criticised by many researchers for two reasons. The first is its heavy reliance on the expertise of the usability professionals who conduct the evaluation (P. H. Lilholt et al., 2015; Z. Tang et al., 2006). These experts may lack domain knowledge and could therefore overlook important domain-related usability problems which would be detected by end-users of the application. In this study, measures put in place to overcome this important limitation was to ensure that the heuristic evaluation was conducted by the same end-users, many of who have broad knowledge of HCI, machine learning systems and healthcare, as suggested by several usability studies (P. Lilholt et al., 2015; Ribeiro, Martins, Queirós, Silva, & Rocha, 2015; Z. Tang et al., 2006; Wilkund, M.E; Kendler, J;Yale, 2013; Yen & Bakken, 2009). For instance, 6 of the evaluators were usability experts, 10 had domain knowledge in the medical and mental health with at least 5 years working experience, and 56 of them were regular users of PCs, laptops and tablets. Another limitation of the heuristic evaluation method is its major focus on the weakness of the technology. Again, the use of end-users as evaluators in this study made it possible to identify some strengths of the application. For instance, despite the usability problems identified in the first prototype, almost all the evaluators in the second prototype confirmed its simplicity of design and ease of use, and that, generally, it was easy and convenient for those unfamiliar with technology to use the application for the purpose for which it was designed.
Chapter Six

Summary, achievements, conclusions and future work

6.1 Summary

The motivation and driving for this study was to contribute towards finding workable local solutions to the growing threat of depression among University student population in Nigeria. The study started by establishing that depression is highly neglected (Abas et al., 2014) and is increasingly threatening public health in Nigeria, and that the major cause of the problem was the shortage of mental health professionals and facilities in Nigeria, and whose remedy was not anywhere at sight. The study also established through a survey with clinicians, staff and students of a Nigerian University that it was only reasonable and logical to seek alternative solutions to this problem since the current resources for managing depression hasn’t made the desired impact in Nigeria.

Having established that the predictive strength of Bayesian networks was better than other supervised classification algorithms by testing the performance with standard metrics, the study proposed a collaboration of Bayesian networks models and HCI for use by University academic staff, as a first step, for screening of staff and students for depression, and where necessary, schedule appointment with the appropriate mental health authority. The combine Bayesian networks and HCI model was again evaluated through heuristics evaluation. Errors were identified by the team of evaluators, who were also the intended users of the tool, and the screening tool was refined until the performance reached an acceptable level. Though not tested with real clinical patients, the results from the study proved that it could complement the current method for managing detecting in Nigeria. The results also demonstrated the strength of such computer-aided diagnostic intervention, especially with respect to acceptance of the system for use in non-clinical environment.

6.2 Strengths and limitations of study

6.2.1 Strengths

The major strength of the study comes from the choice of methods and methodology. The study made use of several data collection techniques (questionnaire and interviews) and methods (machine learning and HCI) so as to obtain a firm basis for evaluation and add to the study’s novelty. These are summarised thus:
a) **Close involvement of researcher to all aspects of study**: Although the work of Denscombe (2010) notes the difficulty of replicating and finding similar results in mixed (quantitative and qualitative) study, the close involvement of the researcher in all aspects of the study ties into the reproducibility of the research. Great efforts were made to provide a fairly detailed description of the research processes in the research method chapter, in order to allow for other researchers to replicate the study as much as possible.

b) **Combined abilities**: Besides being easy to use by both experts and non-experts, the new system takes advantage of the strengths of the intended end-users, both in number, knowledge, and the reasoning capability of the system to make depression screening, quickly, thereby addressing the challenge of access to depression screening tools.

c) **Knowledge transfer/exchange**: For the purpose of this study, knowledge transfer and exchange is conceptualised as the process by which the University staff and students’ assessment system provides a virtual platform to share knowledge and decision models, and to facilitate the collaboration in a distributed way. This knowledge exchange and transfer from experts to non-experts is impossible with the traditional manual screening system. This is in line with the technology transfer, understood from the perspective of diffusion of innovation theory (Rogers, 2015).

d) **Saved cost of consultation**: The new depression assessment system has the potential to save staff and students the extra cost of consultation and long waiting queues in hospitals if fully implemented and used.

e) **Involvement of clinicians as confirmatory evaluation**: Another strength of the study comes from the use of clinicians as a complement in the heuristic evaluation to validate the methodology and accuracy of the processes. This was necessary because even though some of the evaluators are experienced in usability, it is complex to determine the accuracy of medical applications without subject matter expertise. This is supported by the work of Yuan et al (2013) where the study evaluated a clinical decision support system and found that combining evaluators with expertise in usability with evaluators with expertise in the specific domain was most effective in a heuristic evaluation of healthcare IT.
6.2.2 Study limitations

Though the developed systems in the study make it possible for non-medical personnel to do a first-line depression screening, it does not replace or duplicate many of the abilities of the currently used traditional manual diagnostic system model, as described in chapter four. In other words, the study has made vital contributions for managing depression in Nigeria through a local workable solution to complement the efforts of available resources in Nigeria. However, despite these strengths, there are some potential limitations and shortcomings in both the methods and how well they will be applied. These are highlighted thus:

a) The decision models were constructed with limited data: The first study limitation of study was the performance of the knowledge-based system due to the availability of only a limited depression dataset (n = 1798) for the construction of the models. Closely related to the first was that the dataset was unbalanced in distribution (‘No depression’, 372), (‘mild depression’, 419), (‘moderate depression’, 530) and (‘severe depression’, 477). Even though the stratified cross validation method was used to ensure a representation of each category, this could have affected the accuracy of the predictions made by the classifiers.

b) No trust mechanism in the knowledge transfer/exchange: The new depression assessment system does not include any trust mechanism which can measure or control the transfer or exchange of unreliable knowledge.

c) Reluctance of mental health professionals to incorporate system into daily clinical sessions: The interesting findings of the researcher during the pre-study survey about “knowledge and use of ICT tools in work place” by mental health professionals have been well discussed in section 1.3.2.3. This is in total agreement with compelling evidences in medical diagnosis literature, which clearly show that incorporating full computer-managed diagnostic system into routine clinical workflow was difficult. Among other reasons, clinicians argue that the process of medical decision making is an art rather than science and maintained that the reasoning ability of the new system cannot emulate the experience and skill of mental health professionals.

d) The statistical population discussed in the study is only limited to the staff and students of one University in Nigeria. So, more future studies are needed to test the
reproducibility of the experiments with more data samples for the generalization of the findings to any other populations.

It is important to state that within the context of these limitations, the study achieved its key objectives, highlighted in section 6.3.

6.3 Key achievements of the study and contributions

The goal of the study was to investigate the extent to which ICT4D frameworks can support the methodologies for screening for depression among Nigerian University staff and students. The specific objectives required to achieve the stated goal are summarised as follows:

1. To identify depression screening challenges faced by clinicians and then isolate those that can be solved using ICT4D applications
2. To identify the extent to which ICT4D applications are used for routine disease screening in selected healthcare institution in Nigeria
3. Investigate the strengths of various classification techniques for the purpose of developing new models.
4. Address an important issue related to the most important predictors and relationships between the predictors
5. Integrate the knowledge-based framework into a graphical user application, which can assist University academic staff in the regular assessment of staff and students for depression
6. Investigate the effectiveness of supporting University academic staff in assessing their staff and students for depression using ICT4D application framework

In the course of the study, the researcher believed that the study goal and objectives, as summarised above, have been met. A breakdown of how this was done, leading to the key contributions of the study are thus described.

The contributions presented in this doctoral study provide compelling evidence of the huge potential that ICT4D framework (using machine learning and HCI methodologies) has for complementing available resources in the risk of depression at the level of the Nigerian University Community. As a common practice in computer science, some results of the study were published in scientific conference proceedings, resulting in the under-listed peer-reviewed publications, which are part of the contributions required for the completion of the
study. In particular, the predictive strength of Bayesian networks for diagnosis of depressive disorders was published (Ojeme & Mbogho, 2016a). An effort to understand the interactions between depression and co-existing physical disorders led to the development of various multidimensional machine learning models. The interesting results obtained were also published (Ojeme & Mbogho, 2016b). After more dataset was collected, another study revealing more reasoning ability of Bayesian networks in depression after all redundant features were removed using an unsupervised learning algorithm, the principal component analysis (PCA) was published (Ojeme et al., 2016).

   [http://link.springer.com/chapter/10.1007/978-3-319-39630-9_31](http://link.springer.com/chapter/10.1007/978-3-319-39630-9_31)


However, the study takes advantage of the longitudinal and lengthy nature of the PhD study format to combine the foundations laid by the publications and expand their contents.

These contributions are summarized in twofold: with respect to predictive modelling, it is the development, evaluation and implementation of Bayesian networks to clinical datasets for
predictive modelling. With respect to real-life applications, it is the integration of computationally-managed diagnostic models into an easy-to-use screening tool in non-clinical settings and the interpretation of them. The contributions are as follows:

1. Empirical evidence of the workability of ICT4D framework as seen in the machine learning and HCI collaboration in building a depression screening tool. This was achieved in the literature and in chapter 5.

2. Empirical evidence of which methods and techniques for revealing complex interdependencies and relations between (1) symptoms of depression (attributes), and (2) attributes and targets. This was achieved in section 5.5.

3. Extensive evaluation of the methods. Machine learning methods were evaluated using real clinical datasets from a University population and standard metrics. The effectiveness of combining machine learning and graphical screening tool was evaluated using heuristic evaluation (sections 5.10.1 and 5.13), and the result obtained from users’ feedback indicated ease of use, efficiency, acceptance, impact, and possible adoption. Within the timeframe of a PhD study, objective number six was achieved.

4. The artefact itself is a contribution to knowledge base in the sense that it provides an efficient, user-friendly solution to an existing viable depression problem. This was achieved by illustrating that existing HCI methods such as usability, user experience and heuristics can be used to build and evaluate systems in real and practical environment.

5. Empirical evidence of the effects of using subject matter expertise and experienced usability evaluators in evaluating a medical application. This was achieved during evaluation of prototypes in sections 5.10.1 and 5.13.

6. Empirical evidence of the knowledge and attitude of clinicians towards the use of ICT tools in work place. This was achieved in section 1.3.2.4.

6.3.1 Summary of research journey

1. The study started by identifying an interesting researchable problem in Nigeria. This was done during the proof-of-concept study (section 1.3) conducted by the researcher through self-administered questionnaires to a group of 29 clinicians (Table 1.2) at the University of Benin Teaching Hospital, and 73 staff (teaching and non-teaching) and
students (Undergraduates, Masters and PhD) of the University of Benin, all in Nigeria. The users of the proposed system, what they want to do with it, and the environment in which it will operate were also discussed. The findings from the survey and from the literature helped to address research question one

2. The researcher, after the analysis of the data obtained in the proof-of-concept study, arrived at a workable local solution: the development of health ICT4D framework that is close to the users’ skill, experience and understanding. This utilises the provisions of machine learning and HCI methodologies to address some of the peculiar difficulties screening for depression among University population. Research question two also addressed using these techniques during the study

3. A comparison of the performance of the proposed Bayesian network model with other commonly used probabilistic and non-probabilistic models was made, which found the Bayesian network models superior. The findings in section 5.5 helped to address research question four

4. Through constructed information gain and mutual information models, the study revealed the contributions of each symptom to the diagnoses-depression. The strengths of the synergistic combination of symptoms were also revealed. The findings from this analysis helped to address research question five

5. The study designed a screening tool and integrated it with the knowledge-based models. The performance was established through heuristic evaluation by a team of University staff who are also the intended end-users of the application, and complemented by clinicians. This was achieved in chapter five and helped to address research question three while also achieving objective number six

6.4 Contribution to the field of Information and communication technologies for development

Information and communication technologies for development (ICT4D) describes a multidisciplinary field, such as information systems, development studies, business and political science, that focuses on the application of information and communication technologies (ICT) to foster positive changes on the lives of the poor and marginalized individuals, communities or nations, by improving their economy, health, security, education and so on (Burrell & Toyama, 2009). In this study, the ICT techniques are the designed data analysis techniques, and the development aspect is in the contribution towards enhancing a skill in a complex subject such as contributing to reducing depression at the University levels.
In developing countries with limited mental health professionals and diagnostic facilities, the solution could be to use the devices that the universities already have and design applications that consider both the limitations of the available devices and users’ needs. This study has shown that this is not only possible, it is workable. The prototypes developed in this study could be used in future studies that seek to understand the long-term impact of the use of desktop computers and machine learning tools in screening University staff and students for depression, within the context of a developing country.

It is important to note that ICT4D research focuses not only on the rural poor but also on the urban poor (Chepken, Mugwanya, Blake, & Marsden, 2012), who may experience resource constraints. In addition, research has shown that there is a gap in the literature that consider users who live in urban areas, with a lot more studies conducted with the rural poor (Chepken et al., 2012). The clinicians, staff and students who participated in this research were all from a University that was located in urban areas in a developing country, thus representing urban users who nevertheless may be in resource constrained environments. However, the tools developed are useful to users in both low-resource areas and areas without scarce resources. Therefore, this study contributes towards research that provides solutions to the urban poor or those who find themselves in resource-constrained situations while in urban areas.

The work of Khoja et al (2013) notes that health ICT research should be conducted using sound conceptual framework and proven theories. The development of the ICT4D methodologies in this study were based on a rigorous process using existing health machine learning guidelines. This has made the framework employed in the study easily replicated to design health machine learning techniques that support non-medical persons in other areas of healthcare settings.

6.4.1 Novelty
From our literature survey and to the best of our knowledge, this is the first time that the interaction between machine learning techniques and usability study has been considered to support a heterogenous user population in screening for depression among University population in Nigeria. Although there are several novel machine learning and HCI techniques in the literature, which could be used to support further simplification of the screening process for depression, this will be part of the focus of the study in the future to investigate how more benefits can accrue from these techniques. Past studies based on adoption and diffusion of innovation have been described on diffusions that have already occurred in the past, but the
present study is innovative since it promises to contribute to the adoption of assistive depression screening technology, in what Rogers described as “acceptability” research (Rogers, 2015). In addition to meeting the requirements for the award of PhD degree in computer science, the researcher intends to share the findings from the study with University of Benin teaching hospital (UBTH) and the Federal ministry of health in Nigeria. It is the hope of the researcher that these findings will inspire further studies and improve efforts to encourage possible faster adoption and utilisation, in the area of depression screening where adoption and diffusion of innovative technology promises to have great impact in improving health challenges in Nigeria.

6.5 Conclusions

With the increasing threat of depression among students of Nigerian universities, the consequences of turning a blind eye to the detrimental problem is grave. It is therefore only reasonable that a workable local solution that complements the efforts of mental health resources be sought. Complementing the existing method of depression screening with ICTs application is a necessary step in this direction. The tools designed in the study are two-folds; first is the task of building a knowledge base tool that is useful to discover the interactions between the variables in data. The second is integrating it into a user-friendly interface that help universities in Nigeria in the process of first-line screening for depression for their staff and students. The knowledge-based models were constructed using an established Bayesian network formalism with real-hospital dataset. The data was validated by a team of experienced mental health professionals. The experiments were performed with two machine learning software tools, Waikato environment for knowledge analysis (Weka) and BayesiaLab. The experimental results of the study have demonstrated, with practical application (and supported by theoretical analyses and justifications), the superiority of ICT4D framework over the existing system. The discovery of statistical relationships between symptoms and depression in a probability-based decision support system, and its integration into a graphical user interface is a definite step towards better methods in managing depression at the level of screening. The results also reveal the several number of unexplored possibilities that this knowledge can provide for building models and decision support systems. More importantly, the results demonstrate the strength of ICT-aided diagnostic intervention, especially with respect to acceptance and possible adoption of the system for use by non-clinicians in non-clinical environment.
6.6 Challenges faced in the study

Every PhD study is usually expected to come with a number of unique challenges. As such, this study was no exception. The challenges the study had, as explained in different sections of the work border mainly on setting the research questions right, answering them in the most professional manner thereby accomplishing the purpose for which the study was meant. These challenges are summarized as follows:

1. The first and the most daunting was the task of acquiring domain knowledge from the team of mental health professionals and then collecting real depression datasets from hospital and primary care centre. Presently, there are no combined expertise in both psychiatry and computer science in Nigeria, and as such, interdisciplinary collaboration was quite challenging.

2. Another challenge was gathering a team of evaluators comprising those knowledgeable in healthcare, machine learning and heuristic studies. These are professionals with very busy schedules. However, gathering was necessary because a screening tool, which represents the point of meeting between the expertise in both domains, needs their input to achieve the desired results (Wilkund, M.E; Kendler, J; Yale, 2013).

6.7 Future work

Based on the discussion in the previous sections, a number of areas can be identified for further research in the study, some relating to methodological advances, and others to the integration and maintenance of the screening tool. In the machine learning literature, there are compelling evidence that maintenance of clinical decision support system is a key aspect to its success. Since this is a responsibility of the domain expert, an interesting future direction is to follow up on this, exploring different strategies to accomplish this. For instance, the implementation of formal training for the users will be explored with other more powerful open source software (that would simplify the construction of the knowledge base).

Again, there is a persistent gap between medical research and quality of general health care, especially in the developing countries. As the study models may easily be modified to meet the needs of other settings, it will be interesting to extend the strength of knowledge engineering for health systems in this study to strengthen the inter-connection between data and knowledge flow from producers of health data research and the practitioners who need it. This measure has the potential to correct the imbalance.
Another future direction could be performed with another focus. Despite applying the user interface design principles specific for medical diagnosis-related decision support system, it will be interesting to redirect the study to other healthcare areas such as treatment planning and drug administration. Similarly, the study was focused on the implementation of Bayesian networks-based decision support systems for the screening of depression and make referrals for further diagnosis where necessary. The creation of computationally-managed clinical support systems for the implementation of other diseases and methods requires additional research.

Lastly, the study made use of only adoption and diffusion of innovation theory in its conceptual framework. It would a viable future agenda to extend the study to use combined theories.
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Appendices

Appendix A: Letter sent to clinicians, University staff and students

Dear Dr/ Ms,

I am Blessing Ojeme, a PhD research student in the Department of Computer Science at the University of Cape Town in South Africa. The aim of my PhD study is to investigate the effectiveness of the collaboration of machine learning methodologies and human computer interaction (HCI) in creating screening tools for depression in Nigerian universities. As one of the major stakeholders in the healthcare industry, I would like to offer you the opportunity of being included in my study, which will involve acquiring statistical usage data on the use of computing technologies in clinical practice. If you agree to partake in the survey, then I would undertake to keep all data collected as any data referenced in my thesis would be anonymous. This study is a great opportunity for your hospital to obtain very useful depression data from Nigerian University students so, I do hope that you will accept this offer. If you require more information, please contact, either myself or my supervisors.

Your participation in this survey is voluntary and you can withdraw your consent to participation at any time without stating any particular reason.

Thank you.

Yours sincerely,

Signed by candidate

Blessing Ojeme
PhD Research Student, Department of Computer Science, University of Cape Town, Rondebosch, Cape Town, Tel +27725574409, Email: bojeme@cs.uct.ac.za

Supervisors:
Professor Thomas Meyer Dr Audrey Mbogho
Department of Computer Science Department of Computer Science
University of Cape Town, Pwani University
Rondebosch, Cape Town Kilifi, kenya
Tel +27828064114 Tel +254703455867
Email: tmeyer@cs.uct.ac.za a.m bogho@pu.ac.ke
Appendix B: Consent Form for clinicians, staff and students

Personal Information of Researcher

Blessing Ojeme, PhD candidate, Department of Computer Science, University of Cape Town.

Purpose of study:
To create a computer system that models clinician-patient conversations for predicting the risk of depression for University staff and students

Email: bojeme@cs.uct.ac.za

Please tick (√)
I confirm that the purpose of the questionnaire/interview, as explained by the Researcher, is well understood by me.

I agree to participate in the study.

I agree that my participation in the study is voluntary and that I can withdraw at any time, without giving reason.

I agree to the interview / observation/ being audio-recorded.

I agree that the results of this interview will be used in publications.

_________________________  ________________________
Name of Participant      Date & Signature

_________________________
Blessing Ojeme

Researcher  Date & Signature
Appendix C: Questionnaire for clinicians for pre-study data survey

<table>
<thead>
<tr>
<th>Study variables</th>
<th>Responses</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>31-40</td>
<td>9 (34.6%)</td>
</tr>
<tr>
<td></td>
<td>41-50</td>
<td>11 (42.3%)</td>
</tr>
<tr>
<td></td>
<td>51-60</td>
<td>6 (23.1%)</td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
<td>16 (61.5%)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>10 (38.5%)</td>
</tr>
<tr>
<td>Professional category</td>
<td>Doctors</td>
<td>6 (23.1%)</td>
</tr>
<tr>
<td></td>
<td>Psychiatrists</td>
<td>3 (11.5%)</td>
</tr>
<tr>
<td></td>
<td>Psychologists</td>
<td>3 (11.5%)</td>
</tr>
<tr>
<td></td>
<td>Nurses</td>
<td>12 (46.2%)</td>
</tr>
<tr>
<td></td>
<td>Social workers</td>
<td>2 (7.7%)</td>
</tr>
<tr>
<td>Working experience</td>
<td>= 5 years</td>
<td>7 (26.9%)</td>
</tr>
<tr>
<td></td>
<td>6-10 years</td>
<td>12 (46.2%)</td>
</tr>
<tr>
<td></td>
<td>11-15 years</td>
<td>5 (19.2%)</td>
</tr>
<tr>
<td></td>
<td>=16 years</td>
<td>2 (7.7%)</td>
</tr>
<tr>
<td>Study variables</td>
<td>Responses</td>
<td>value</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------</td>
<td>-----------</td>
<td>------------</td>
</tr>
<tr>
<td>ICT awareness</td>
<td>Yes</td>
<td>26 (100%)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer literacy</td>
<td>Yes</td>
<td>26 (100%)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reasons for computer illiteracy</td>
<td>Absence of computers</td>
<td></td>
</tr>
<tr>
<td>Financial problems</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less attention to ICTs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you heard about practical applications of machine learning and HCI in medical diagnosis</td>
<td>Yes</td>
<td>14</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>12 (46.2%)</td>
</tr>
<tr>
<td>Have you or your colleagues been involved in a machine learning or HCI research project, aiming to identify new patterns or finding new rules for patient diagnostics, prediction of treatment results</td>
<td>Yes</td>
<td>16 (61.5%)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>10 (38.5%)</td>
</tr>
<tr>
<td>If machine learning and HCI methods have been used, was your experience successful? Please comment</td>
<td>Yes</td>
<td>10 (38.5%)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>16 (61.5%)</td>
</tr>
<tr>
<td>Please specify which clinical specialties could benefit by using machine learning and HCI methods on collected patient clinical data in your hospital</td>
<td>MIS</td>
<td>20 (76.9%)</td>
</tr>
<tr>
<td>Diagnostic</td>
<td></td>
<td>6 (23.1%)</td>
</tr>
<tr>
<td>Treatment planning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study variables</td>
<td>Responses</td>
<td>value</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------------</td>
<td>-----------------</td>
<td>---------</td>
</tr>
<tr>
<td>3 Job satisfaction</td>
<td>Yes</td>
<td>18 (69.2%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>8 (30.8%)</td>
</tr>
<tr>
<td>Reasons for job dissatisfaction</td>
<td>Poor salary</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Poor training opportunity</td>
<td>2 (7.7%)</td>
</tr>
<tr>
<td></td>
<td>Facility related problems</td>
<td>5 (19.2%)</td>
</tr>
<tr>
<td></td>
<td>Management problem</td>
<td>1 (3.8%)</td>
</tr>
<tr>
<td></td>
<td>Little experienced</td>
<td>5 (19.2%)</td>
</tr>
<tr>
<td>How many years has patient data been collected in IT systems in your organization</td>
<td>None</td>
<td>21 (80.8%)</td>
</tr>
<tr>
<td></td>
<td>= 2 years</td>
<td>5 (19.2%)</td>
</tr>
<tr>
<td></td>
<td>2-5 years</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5-10 years</td>
<td></td>
</tr>
<tr>
<td></td>
<td>=10 years</td>
<td></td>
</tr>
<tr>
<td>Does the hospital management provide a personal computer for every clinician</td>
<td>Yes</td>
<td>26 (100%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>If yes, which type</td>
<td>Desktop</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Laptop</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>26 (100%)</td>
</tr>
<tr>
<td>How often do you use a personal computer to complete tasks related to your work a day</td>
<td>Less than 2 hours</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 – 4 hours</td>
<td>8 (30.8%)</td>
</tr>
<tr>
<td></td>
<td>More than 4 hours</td>
<td>18 (69.02%)</td>
</tr>
<tr>
<td>Study variables</td>
<td>Responses</td>
<td>value</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>Do you think ICT has a role in your profession</td>
<td>Yes</td>
<td>26 (100%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Do you think ICT tools can improve evidence-based medical practice?</td>
<td>Yes</td>
<td>21 (80.8%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>5 (19.2%)</td>
</tr>
<tr>
<td>Do you think the adoption rate of ICT tools in medical practice is still very</td>
<td>Yes</td>
<td>20 (76.9%)</td>
</tr>
<tr>
<td>low in Nigeria?</td>
<td>No</td>
<td>6 (23.1%)</td>
</tr>
<tr>
<td>Given the shortages of mental health professionals, do you think there is need</td>
<td>Yes</td>
<td>15 (57.7%)</td>
</tr>
<tr>
<td>for a local workable solution to mental health problems for the benefit of</td>
<td>No</td>
<td>11 (42.3%)</td>
</tr>
<tr>
<td>society?</td>
<td>Yes</td>
<td>17 (65.4%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>9 (34.6%)</td>
</tr>
<tr>
<td>Are you or your colleagues potentially interested in the benefits machine</td>
<td>Yes</td>
<td>17 (65.4%)</td>
</tr>
<tr>
<td>learning and HCI technologies could provide to you?</td>
<td>No</td>
<td>11 (42.3%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is the most common mental disorders you come across</td>
<td>Anxiety</td>
<td>4 (15.4%)</td>
</tr>
<tr>
<td></td>
<td>Depression</td>
<td>19 (73.1%)</td>
</tr>
<tr>
<td></td>
<td>Schizophrenia</td>
<td>3 (11.5%)</td>
</tr>
<tr>
<td></td>
<td>Dementia</td>
<td></td>
</tr>
<tr>
<td>What age bracket would you say are the most commonly depressed</td>
<td>3 – 20 years</td>
<td>2 (7.7%)</td>
</tr>
<tr>
<td></td>
<td>21 – 40 years</td>
<td>15 (57.7%)</td>
</tr>
<tr>
<td></td>
<td>41 – 60 years</td>
<td>5 (19.2%)</td>
</tr>
<tr>
<td></td>
<td>= 61 years</td>
<td>4 (15.4%)</td>
</tr>
</tbody>
</table>
Appendix D: Questionnaire for staff and student for pre-study data survey

<table>
<thead>
<tr>
<th>Study variables</th>
<th>Responses</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>18-28</td>
<td>35 (55.6%)</td>
</tr>
<tr>
<td></td>
<td>29-39</td>
<td>16 (25.4%)</td>
</tr>
<tr>
<td></td>
<td>= 40</td>
<td>12 (19.0%)</td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
<td>43 (68.3%)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>20 (31.7%)</td>
</tr>
<tr>
<td>Students</td>
<td>Undergraduate</td>
<td>26 (41.3%)</td>
</tr>
<tr>
<td></td>
<td>Masters</td>
<td>11 (17.5%)</td>
</tr>
<tr>
<td></td>
<td>PhD</td>
<td>6 (9.5%)</td>
</tr>
<tr>
<td>Staff</td>
<td>Academic staff</td>
<td>10 (15.9%)</td>
</tr>
<tr>
<td></td>
<td>No-academic staff</td>
<td>10 (15.9%)</td>
</tr>
<tr>
<td>Study variables</td>
<td>Responses</td>
<td>value</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-----------------</td>
<td>---------------</td>
</tr>
<tr>
<td>2 Accommodation</td>
<td>Parents home</td>
<td>10 (15.9%)</td>
</tr>
<tr>
<td></td>
<td>With a relative</td>
<td>5 (7.9%)</td>
</tr>
<tr>
<td></td>
<td>Rented room</td>
<td>48 (76.2%)</td>
</tr>
<tr>
<td>Level of family support</td>
<td>None</td>
<td>29 (46.0%)</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>24 (38.1%)</td>
</tr>
<tr>
<td></td>
<td>medium</td>
<td>7 (11.1%)</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>3 (4.8%)</td>
</tr>
<tr>
<td>Family background</td>
<td>Poor</td>
<td>42 (66.7%)</td>
</tr>
<tr>
<td></td>
<td>Well off</td>
<td>14 (22.2%)</td>
</tr>
<tr>
<td></td>
<td>Wealthy</td>
<td>7 (11.1%)</td>
</tr>
<tr>
<td>Cigarette smoking</td>
<td>Non-smoker</td>
<td>4 (6.3%)</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>6 (9.5%)</td>
</tr>
<tr>
<td></td>
<td>medium</td>
<td>25 (39.7%)</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>28 (44.4%)</td>
</tr>
<tr>
<td>Alcohol consumption</td>
<td>Non-drinker</td>
<td>9 (14.3%)</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>3 (4.8%)</td>
</tr>
<tr>
<td></td>
<td>medium</td>
<td>21 (33.3%)</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>31 (49.2%)</td>
</tr>
<tr>
<td>Academic performance</td>
<td>Poor</td>
<td>21 (33.3%)</td>
</tr>
<tr>
<td></td>
<td>Good</td>
<td>11 (17.5%)</td>
</tr>
<tr>
<td></td>
<td>Excellent</td>
<td>9 (14.3%)</td>
</tr>
<tr>
<td></td>
<td>Not applicable</td>
<td>22 (35.0%)</td>
</tr>
<tr>
<td>Do you feel depressed because</td>
<td>Yes</td>
<td>35 (55.6%)</td>
</tr>
<tr>
<td>of the above problems</td>
<td>No</td>
<td>28 (44.4%)</td>
</tr>
<tr>
<td>How frequently do you feel</td>
<td>Weekly</td>
<td>4 (6.3%)</td>
</tr>
<tr>
<td>depressed</td>
<td>Monthly</td>
<td>31 (49.2%)</td>
</tr>
<tr>
<td></td>
<td>Yearly</td>
<td>28 (44.4%)</td>
</tr>
<tr>
<td>Do you often feel the need</td>
<td>Yes</td>
<td>45 (71.4%)</td>
</tr>
<tr>
<td>to see a clinician to examine</td>
<td>No</td>
<td>18 (28.6%)</td>
</tr>
<tr>
<td>your health status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>If yes, were you satisfied</td>
<td>Yes</td>
<td>16 (25.4%)</td>
</tr>
<tr>
<td>with the outcome</td>
<td>No</td>
<td>47 (74.6%)</td>
</tr>
<tr>
<td>Study variables</td>
<td>Responses</td>
<td>value</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------------</td>
<td>------------------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>Reasons for your dissatisfaction</td>
<td>Long waiting times to receive medical services</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Long waiting times to retrieve my medical history</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Costs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>All of the above</td>
<td>63 (100%)</td>
</tr>
<tr>
<td>Given the challenges in getting medical attention, do you think there is need</td>
<td>Yes</td>
<td>54 (85.7%)</td>
</tr>
<tr>
<td>for a local workable solution to mental health problems for the benefit of</td>
<td>No</td>
<td>9 (14.3%)</td>
</tr>
<tr>
<td>society?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do you think combining human expertise and ICT can reduce the cost and waiting</td>
<td>Yes</td>
<td>49 (77.8%)</td>
</tr>
<tr>
<td>time of medical services?</td>
<td>No</td>
<td>14 (22.2%)</td>
</tr>
<tr>
<td>Does the university provide a personal computer for staff and students?</td>
<td>Yes</td>
<td>63 (100%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>If yes, which type</td>
<td>Desktop</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Laptop</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>63 (100%)</td>
</tr>
<tr>
<td>Study variables</td>
<td>Responses</td>
<td>value</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>Computer literacy</td>
<td>Yes</td>
<td>63 (100%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Reasons for computer illiteracy</td>
<td>Absence of computer center</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Financial problems</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Less attention to ICTs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time shortage</td>
<td></td>
</tr>
<tr>
<td>Job satisfaction</td>
<td>Yes</td>
<td>23 (36.5%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>40 (63.5%)</td>
</tr>
<tr>
<td>Reasons for job dissatisfaction</td>
<td>Poor salary</td>
<td>19 (30.2%)</td>
</tr>
<tr>
<td></td>
<td>Poor learning environment</td>
<td>10 (15.9%)</td>
</tr>
<tr>
<td></td>
<td>Facility related problems</td>
<td>14 (22.2%)</td>
</tr>
<tr>
<td></td>
<td>Management problem</td>
<td>20 (31.7%)</td>
</tr>
<tr>
<td>How often do you use a personal computer to complete tasks related to your work a day</td>
<td>Less than 2 hours</td>
<td>10 (15.9%)</td>
</tr>
<tr>
<td></td>
<td>2 – 4 hours</td>
<td>10 (15.9%)</td>
</tr>
<tr>
<td></td>
<td>More than 4 hours</td>
<td>53 (84.1%)</td>
</tr>
<tr>
<td>Have you heard about practical applications of machine learning and HCI in solving real-world problems including medical diagnosis</td>
<td>Yes</td>
<td>46 (73.0%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>17 (27.0%)</td>
</tr>
<tr>
<td>Have you or your colleagues been involved in a machine learning or HCI research project, aiming to identify new patterns or finding new rules for real-world problem</td>
<td>Yes</td>
<td>31 (49.2%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>32 (50.8%)</td>
</tr>
<tr>
<td>If machine learning and HCI methods have been used, was your experience successful? Please comment</td>
<td>Yes</td>
<td>25 (39.7%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>38 (60.3%)</td>
</tr>
</tbody>
</table>
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Appendix G  Mutual information and contribution of symptoms to depression

<table>
<thead>
<tr>
<th>S/N</th>
<th>Parent/Target/depression</th>
<th>Symptom</th>
<th>Mutual information</th>
<th>Overall contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Depression</td>
<td>Impaired function</td>
<td>0.6309</td>
<td>17.1944</td>
</tr>
<tr>
<td>2</td>
<td>Depression</td>
<td>Loss of energy</td>
<td>0.5621</td>
<td>15.318</td>
</tr>
<tr>
<td>3</td>
<td>Depression</td>
<td>Worthlessness</td>
<td>0.3650</td>
<td>9.9484</td>
</tr>
<tr>
<td>4</td>
<td>Depression</td>
<td>Weight loss</td>
<td>0.3445</td>
<td>9.3879</td>
</tr>
<tr>
<td>5</td>
<td>Depression</td>
<td>Lack of thinking</td>
<td>0.3101</td>
<td>8.4521</td>
</tr>
<tr>
<td>6</td>
<td>Depression</td>
<td>Alcohol or other drug consumption</td>
<td>0.3098</td>
<td>8.3152</td>
</tr>
<tr>
<td>7</td>
<td>Depression</td>
<td>Indecisiveness</td>
<td>0.3069</td>
<td>8.3627</td>
</tr>
<tr>
<td>8</td>
<td>Depression</td>
<td>Loss of appetite</td>
<td>0.2022</td>
<td>5.093</td>
</tr>
<tr>
<td>9</td>
<td>Depression</td>
<td>Recurrent thought of death</td>
<td>0.1898</td>
<td>5.1730</td>
</tr>
<tr>
<td>10</td>
<td>Depression</td>
<td>Family support and availability of accommodation</td>
<td>0.1774</td>
<td>5.1689</td>
</tr>
<tr>
<td>11</td>
<td>Depression</td>
<td>Psychomotor retardation</td>
<td>0.1896</td>
<td>5.1674</td>
</tr>
<tr>
<td>12</td>
<td>Depression</td>
<td>Loss of pleasure</td>
<td>0.1618</td>
<td>4.4101</td>
</tr>
<tr>
<td>13</td>
<td>Depression</td>
<td>Job satisfaction or academic performance</td>
<td>0.1310</td>
<td>3.8041</td>
</tr>
<tr>
<td>14</td>
<td>Depression</td>
<td>Insomnia</td>
<td>0.1179</td>
<td>3.2135</td>
</tr>
<tr>
<td>15</td>
<td>Depression</td>
<td>Sad mood</td>
<td>0.0863</td>
<td>2.3532</td>
</tr>
<tr>
<td>16</td>
<td>Depression</td>
<td>Suicide attempt</td>
<td>0.0680</td>
<td>1.8526</td>
</tr>
<tr>
<td>17</td>
<td>Depression</td>
<td>Weight gain</td>
<td>0.0352</td>
<td>0.9602</td>
</tr>
<tr>
<td>18</td>
<td>Depression</td>
<td>Depression in family</td>
<td>0.0277</td>
<td>0.7540</td>
</tr>
<tr>
<td>19</td>
<td>Depression</td>
<td>Hypersomnia</td>
<td>0.0214</td>
<td>0.5825</td>
</tr>
<tr>
<td>20</td>
<td>Depression</td>
<td>Stressful life events</td>
<td>0.0202</td>
<td>0.5503</td>
</tr>
<tr>
<td>21</td>
<td>Depression</td>
<td>Psychomotor agitation</td>
<td>0.0171</td>
<td>0.4654</td>
</tr>
<tr>
<td>22</td>
<td>Depression</td>
<td>Financial pressure</td>
<td>0.032</td>
<td>0.0873</td>
</tr>
<tr>
<td>23</td>
<td>Depression</td>
<td>Cigarette smoking</td>
<td>0.0152</td>
<td>0.0550</td>
</tr>
<tr>
<td>24</td>
<td>Depression</td>
<td>Employment status</td>
<td>0.0097</td>
<td>0.0257</td>
</tr>
</tbody>
</table>
## Appendix H  Synergistic combination of symptoms to depression

<table>
<thead>
<tr>
<th>S/N</th>
<th>Symptom 1</th>
<th>Symptom 2</th>
<th>Mean synergy (%)</th>
<th>S/N</th>
<th>Symptom 1</th>
<th>Symptom 2</th>
<th>Mean synergy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Loss of appetite</td>
<td>Sad mood</td>
<td>6.9968</td>
<td>23</td>
<td>Lack of thinking</td>
<td>Weight loss</td>
<td>0.8029</td>
</tr>
<tr>
<td>2</td>
<td>Sad mood</td>
<td>Weight loss</td>
<td>6.7256</td>
<td>24</td>
<td>Depression in family</td>
<td>Impaired function</td>
<td>0.7392</td>
</tr>
<tr>
<td>3</td>
<td>Insomnia</td>
<td>Loss of pleasure</td>
<td>4.5318</td>
<td>25</td>
<td>Job satisfaction or academic performance</td>
<td>Sad mood</td>
<td>0.6845</td>
</tr>
<tr>
<td>4</td>
<td>Loss of appetite</td>
<td>Loss of pleasure</td>
<td>4.3210</td>
<td>26</td>
<td>Impaired function</td>
<td>Cigarette smoking</td>
<td>0.6705</td>
</tr>
<tr>
<td>5</td>
<td>Alcohol or other drug consumption</td>
<td>Impaired function</td>
<td>4.1431</td>
<td>27</td>
<td>Recurrent thought of death</td>
<td>Weight loss</td>
<td>0.6430</td>
</tr>
<tr>
<td>6</td>
<td>Insomnia</td>
<td>Loss of energy</td>
<td>4.0504</td>
<td>28</td>
<td>Psychomotor retardation</td>
<td>Weight loss</td>
<td>0.6206</td>
</tr>
<tr>
<td>7</td>
<td>Impaired function</td>
<td>Sad mood</td>
<td>3.6677</td>
<td>29</td>
<td>Impaired function</td>
<td>Psychomotor agitation</td>
<td>0.5298</td>
</tr>
<tr>
<td>8</td>
<td>Loss of energy</td>
<td>Loss of appetite</td>
<td>3.2593</td>
<td>30</td>
<td>Depression in family</td>
<td>Indecisiveness</td>
<td>0.5031</td>
</tr>
<tr>
<td>9</td>
<td>Insomnia</td>
<td>Loss of appetite</td>
<td>3.1744</td>
<td>31</td>
<td>Depression in family</td>
<td>Lack of thinking</td>
<td>0.4873</td>
</tr>
<tr>
<td>10</td>
<td>Loss of appetite</td>
<td>Loss of energy</td>
<td>2.5662</td>
<td>32</td>
<td>Impaired function</td>
<td>Suicide attempt</td>
<td>0.4427</td>
</tr>
<tr>
<td>11</td>
<td>Impaired function</td>
<td>Worthlessness</td>
<td>2.1636</td>
<td>33</td>
<td>Depression in family</td>
<td>Worthlessness</td>
<td>0.4084</td>
</tr>
<tr>
<td>12</td>
<td>Impaired function</td>
<td>Indecisiveness</td>
<td>1.7308</td>
<td>34</td>
<td>Job satisfaction or academic performance</td>
<td>Indecisiveness</td>
<td>0.3392</td>
</tr>
<tr>
<td>13</td>
<td>Impaired function</td>
<td>Lack of thinking</td>
<td>1.6686</td>
<td>35</td>
<td>Cigarette smoking</td>
<td>Weight loss</td>
<td>0.3210</td>
</tr>
<tr>
<td>14</td>
<td>Impaired function</td>
<td>Recurrent thought of death</td>
<td>1.4990</td>
<td>36</td>
<td>Depression in family</td>
<td>Psychomotor retardation</td>
<td>0.2645</td>
</tr>
<tr>
<td>15</td>
<td>Family support and availability of accommodation</td>
<td>Job satisfaction or academic performance</td>
<td>1.3994</td>
<td>37</td>
<td>Depression in family</td>
<td>Weight loss</td>
<td>0.2423</td>
</tr>
<tr>
<td>S/N</td>
<td>Symptom</td>
<td>Symptom</td>
<td>Mean synergy (%)</td>
<td>S/N</td>
<td>Symptom</td>
<td>Symptom</td>
<td>Mean synergy (%)</td>
</tr>
<tr>
<td>-----</td>
<td>----------------------------------</td>
<td>------------------------------</td>
<td>-----------------</td>
<td>-----</td>
<td>----------------------------------</td>
<td>------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>16</td>
<td>Impaired function</td>
<td>Psychomotor retardation</td>
<td>1.3568</td>
<td>38</td>
<td>Suicide attempt</td>
<td>Weight loss</td>
<td>0.2318</td>
</tr>
<tr>
<td>17</td>
<td>Sad mood</td>
<td>Alcohol or other drug</td>
<td>1.2224</td>
<td>39</td>
<td>Depression in family</td>
<td>Recurrent thought of death</td>
<td>0.2210</td>
</tr>
<tr>
<td>18</td>
<td>Weight loss</td>
<td>Worthlessness</td>
<td>1.0756</td>
<td>40</td>
<td>Psychomotor agitation</td>
<td>Worthlessness</td>
<td>0.2161</td>
</tr>
<tr>
<td>19</td>
<td>Impaired function</td>
<td>Weight loss</td>
<td>1.0288</td>
<td>41</td>
<td>Loss of pleasure</td>
<td>Stressful life events</td>
<td>0.2081</td>
</tr>
<tr>
<td>20</td>
<td>Insomnia</td>
<td>Sad mood</td>
<td>0.8742</td>
<td>42</td>
<td>Psychomotor agitation</td>
<td>Weight loss</td>
<td>0.2027</td>
</tr>
<tr>
<td>21</td>
<td>Indecisiveness</td>
<td>Weight loss</td>
<td>0.8229</td>
<td>43</td>
<td>Financial pressure</td>
<td>Alcohol or other drug</td>
<td>0.1786</td>
</tr>
<tr>
<td>22</td>
<td>Weight gain</td>
<td>Family support and availability of accommodation</td>
<td>0.8125</td>
<td>44</td>
<td>Hypersomnia</td>
<td>Weight gain</td>
<td>0.1684</td>
</tr>
<tr>
<td>45</td>
<td>Lack of thinking</td>
<td>Psychomotor agitation</td>
<td>0.1622</td>
<td>68</td>
<td>Loss of appetite</td>
<td>Stressful life events</td>
<td>0.0611</td>
</tr>
<tr>
<td>46</td>
<td>Depression in family</td>
<td>Psychomotor agitation</td>
<td>0.1608</td>
<td>69</td>
<td>Hypersomnia</td>
<td>Indecisiveness</td>
<td>0.0569</td>
</tr>
<tr>
<td>47</td>
<td>Loss of pleasure</td>
<td>Job satisfaction or academic performance</td>
<td>0.1600</td>
<td>70</td>
<td>Psychomotor agitation</td>
<td>Suicide attempt</td>
<td>0.0541</td>
</tr>
<tr>
<td>48</td>
<td>Cigarette smoking</td>
<td>Psychomotor agitation</td>
<td>0.1573</td>
<td>71</td>
<td>Family support and availability of accommodation</td>
<td>Recurrent thought of death</td>
<td>0.0517</td>
</tr>
<tr>
<td>49</td>
<td>Family support or availability of accommodation</td>
<td>Alcohol or other drug consumption</td>
<td>0.1552</td>
<td>72</td>
<td>Hypersomnia</td>
<td>Weight loss</td>
<td>0.0510</td>
</tr>
<tr>
<td>50</td>
<td>Family support and availability</td>
<td>Weight loss</td>
<td>0.1541</td>
<td>73</td>
<td>Job satisfaction or academic performance</td>
<td>Lack of thinking</td>
<td>0.05024</td>
</tr>
<tr>
<td>51</td>
<td>Hypersomnia</td>
<td>Impaired function</td>
<td>0.1532</td>
<td>74</td>
<td>Lack of thinking</td>
<td>Weight gain</td>
<td>0.0490</td>
</tr>
<tr>
<td>52</td>
<td>Psychomotor agitation</td>
<td>Recurrent thought of death</td>
<td>0.1446</td>
<td>75</td>
<td>Psychomotor agitation</td>
<td>Suicide attempt</td>
<td>0.0482</td>
</tr>
<tr>
<td>53</td>
<td>Indecisiveness</td>
<td>Psychomotor agitation</td>
<td>0.1434</td>
<td>76</td>
<td>Insomnia</td>
<td>Alcohol or other drug</td>
<td>0.0444</td>
</tr>
<tr>
<td>S/N</td>
<td>Symptom</td>
<td>Mean synergy (%)</td>
<td>S/N</td>
<td>Symptom</td>
<td>Mean synergy (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------------------------------------</td>
<td>------------------</td>
<td>-----</td>
<td>--------------------------------------------------------</td>
<td>------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>Family support and availability of accommodation</td>
<td>0.14008</td>
<td>77</td>
<td>Sad mood</td>
<td>0.0442</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>Alcohol or other drug consumption</td>
<td>0.13414</td>
<td>78</td>
<td>Weight gain</td>
<td>0.0441</td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>Impaired function</td>
<td>0.1271</td>
<td>79</td>
<td>Financial pressure</td>
<td>0.0440</td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Depression in family</td>
<td>0.1252</td>
<td>80</td>
<td>Financial pressure</td>
<td>0.0417</td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>Hypersomnia</td>
<td>0.1199</td>
<td>81</td>
<td>Psychomotor retardation</td>
<td>0.0407</td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>Hypersomnia</td>
<td>0.1180</td>
<td>82</td>
<td>Psychomotor agitation</td>
<td>0.0378</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>Hypersomnia</td>
<td>0.1178</td>
<td>83</td>
<td>Financial pressure</td>
<td>0.0328</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>Depression in family</td>
<td>0.1090</td>
<td>84</td>
<td>Alcohol or other drug consumption</td>
<td>0.0315</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>Hypersomnia</td>
<td>0.1025</td>
<td>85</td>
<td>Financial pressure</td>
<td>0.0309</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>Insomnia</td>
<td>0.1022</td>
<td>86</td>
<td>Hypersomnia</td>
<td>0.0307</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>Indecisiveness</td>
<td>0.0885</td>
<td>87</td>
<td>Financial pressure</td>
<td>0.0295</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>Depression in family</td>
<td>0.0851</td>
<td>88</td>
<td>Financial pressure</td>
<td>0.0260</td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>Loss of energy</td>
<td>0.0781</td>
<td>89</td>
<td>Psychomotor retardation</td>
<td>0.0259</td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>Depression in family</td>
<td>0.0731</td>
<td>90</td>
<td>Weight gain</td>
<td>0.0258</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S/N</td>
<td>Symptom</td>
<td>Symptom</td>
<td>Mean synergy (%)</td>
<td>S/N</td>
<td>Symptom</td>
<td>Symptom</td>
<td>Mean synergy (%)</td>
</tr>
<tr>
<td>-----</td>
<td>----------------------------------</td>
<td>----------------------------------</td>
<td>------------------</td>
<td>-----</td>
<td>----------------------------------</td>
<td>----------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>91</td>
<td>Recurrent thought of death</td>
<td>Weight gain</td>
<td>0.0252</td>
<td>99</td>
<td>Financial pressure</td>
<td>Hypersomnia</td>
<td>0.0039</td>
</tr>
<tr>
<td>92</td>
<td>Financial pressure</td>
<td>Cigarette smoking</td>
<td>0.0225</td>
<td>100</td>
<td>Financial pressure</td>
<td>Weight gain</td>
<td>0.0023</td>
</tr>
<tr>
<td>93</td>
<td>Family support and availability of accommodation</td>
<td>Suicide attempt</td>
<td>0.02147</td>
<td>101</td>
<td>Hypersomnia</td>
<td>Suicide attempt</td>
<td>0.0020</td>
</tr>
<tr>
<td>94</td>
<td>Financial pressure</td>
<td>Weight loss</td>
<td>0.0187</td>
<td>102</td>
<td>Hypersomnia</td>
<td>Cigarette smoking</td>
<td>0.0014</td>
</tr>
<tr>
<td>95</td>
<td>Financial pressure</td>
<td>Suicide attempt</td>
<td>0.01402</td>
<td>103</td>
<td>Employment status</td>
<td>Job satisfaction or academic performance</td>
<td>0.010</td>
</tr>
<tr>
<td>96</td>
<td>Depression in family</td>
<td>Financial pressure</td>
<td>0.0134</td>
<td>104</td>
<td>Cigarette smoking</td>
<td>Weight gain</td>
<td>0.0009</td>
</tr>
<tr>
<td>97</td>
<td>Financial pressure</td>
<td>Psychomotor agitation</td>
<td>0.0090</td>
<td>105</td>
<td>Hypersomnia</td>
<td>Family support and availability of accommodation</td>
<td>0.0006</td>
</tr>
<tr>
<td>98</td>
<td>Job satisfaction or academic performance</td>
<td>Lack of energy</td>
<td>0.0077</td>
<td>106</td>
<td>Suicide attempt</td>
<td>Weight gain</td>
<td>0.0003</td>
</tr>
</tbody>
</table>
Appendix I Consent form for staff and students

University staff and students’ depression assessment system

Staff and student consent for depression assessment

By signing this form, I confirm that this consent form has been explained to me in terms which I understand.

I consent for depression assessment to be made of me. I understand that the information may be used in my medical record, for the purposes of medical teaching, or for publication in medical textbooks or journals as I have designated below. Refusal to consent to this depression assessment will in no way affect my work or studies in the university. I also understand that I can withdraw my consent to this depression assessment at any time.

If illiterate

A literate consenter must sign. Consenters who are illiterate should include their thumb-print as well.

Name of student/staff __________________________ ND Thumb print of illiterate consenter
Signature student/staff __________________________
Date __________________________
Day/month/year

Consenter Number

Statement by the person taking consent

I confirm that the consenter was given an opportunity to ask questions about the assessment, and all the questions asked by the consenter have been answered correctly and to the best of my ability. I confirm that the consenter has not been coerced into giving consent, and the consent has been given freely and voluntarily.

Name and number of person taking the consent __________________________

Signature of person taking the consent __________________________

Date __________________________
Day/month/year
Appendix J Consent form for staff and students

Heuristic Evaluation Form

I am a PhD student in Computer Science at the University of Cape Town, South Africa, writing a thesis “Adoption of ICT4D framework to support screening for depression in Nigerian universities”. I have designed a prototype for the assessment and will appreciate your help in evaluating the prototype. The evaluation consists of two parts: Performing some simple tasks by following the current practises and the designed prototype; and evaluating the prototype following Nielsen's heuristics where you will be asked to rate the prototype using a scale of 0-4 where 0 = No problem; 1 = Cosmetic usability problem; 2 = Minor usability problem; 3 = Major usability problem; and 4 = Catastrophic usability problem. Comments can be added under each heuristic.

H1: Visibility of system status

<table>
<thead>
<tr>
<th>0</th>
<th>1 Cosmetic</th>
<th>2 Minor</th>
<th>3 Major</th>
<th>4 Catastrophic</th>
</tr>
</thead>
</table>

Comments

H2: Match between system and the real world

<table>
<thead>
<tr>
<th>0</th>
<th>1 Cosmetic</th>
<th>2 Minor</th>
<th>3 Major</th>
<th>4 Catastrophic</th>
</tr>
</thead>
</table>

Comments
**H3: User control and freedom**

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1 Cosmetic</th>
<th>2 Minor</th>
<th>3 Major</th>
<th>4 Catastrophic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**H4: Consistency and standards**

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1 Cosmetic</th>
<th>2 Minor</th>
<th>3 Major</th>
<th>4 Catastrophic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**H5: Error and prevention**

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1 Cosmetic</th>
<th>2 Minor</th>
<th>3 Major</th>
<th>4 Catastrophic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**H6: Recognition rather than recall**

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1 Cosmetic</th>
<th>2 Minor</th>
<th>3 Major</th>
<th>4 Catastrophic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**H7: Flexibility and efficiency of use**

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cosmetic</td>
<td>Minor</td>
<td>Major</td>
<td>Catastrophic</td>
</tr>
</tbody>
</table>

Comments

**H8: Aesthetic and minimalist design**

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cosmetic</td>
<td>Minor</td>
<td>Major</td>
<td>Catastrophic</td>
</tr>
</tbody>
</table>

Comments

**H9: Help users recognise, diagnose and recover from errors**

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cosmetic</td>
<td>Minor</td>
<td>Major</td>
<td>Catastrophic</td>
</tr>
</tbody>
</table>

Comments

**H10: Help and documentation**

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cosmetic</td>
<td>Minor</td>
<td>Major</td>
<td>Catastrophic</td>
</tr>
</tbody>
</table>

Comments