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Abstract

A good understanding of seasonal climate and the limit to which it can be predicted is crucial in addressing various socio-economic challenges in Africa. However, how to improve the capability of the dynamical models of the climate system in reproducing the regional seasonal climate variability and in replicating the role of various atmospheric circulation anomalies on the regional variability remains a major challenge. Thus far, understanding of seasonal climate over these regions, as well as the ability of climate models to predict them, has focused on the agreement of simulations of dynamical models of the climate system, rather than considering outliers as potentially vital contributors to understanding and predictability. This thesis uses discrepancy in a large ensemble of climate simulations as a tool to investigate variability in dominant seasonal rainfall and temperature patterns (i.e. classes) over West and Southern Africa, to examine the capability of climate models in reproducing the variability, and to study the predictability of the seasonal climates over South Africa.

The dominant classes of variability (of rainfall and maximum temperature fields) in both regions are examined based on the Self-Organizing Map (SOM) classifications. The sequences in which each class occurs cannot be linked simply to a single common index of global scale atmospheric circulation anomalies, implying that the chaotic regional atmospheric circulations that modulate the global scale modes of variability are indispensable. The climate model examined adequately reproduces the dominant classes of seasonal climate over West and Southern Africa. Some simulations perform substantially better and others substantially worse than the average of all the simulations, but the best simulations for a particular region/variable combination may not be exceptional for another region/variable. While identification of the best simulations in an array of simulations can provide substantial improvement over usage of the average of all the simulations, the possibility of misidentifying those simulations poses a serious risk to seasonal forecasting. Over South Africa, significant long-term trends in both observations and measures of the spread of climate model simulations suggest the existence of inter-annual variations in the degree to which a particular year’s seasonal climate may be
forecast. Moreover, the year-to-year variations in simulation spread are linearly related to the skill of the model at predicting the seasonal climate for that year, indicating that the ability of dynamical models of the climate system to skillfully predict seasonal climate depends on the ability of the model to capture the real atmospheric trends. The co-variability between the indices of large-scale climate variability and the variations in the spread of atmospheric model simulations over South Africa indicate that all significant predictors of simulation spread over South Africa are of tropical origin.

The study suggests that utilizing dissimilarity in multi-ensemble simulations (multi-analysis ensemble of Global and multi-analysis ensemble of Regional Climate Models) can aid in understanding the variability and predictability of seasonal climate in Africa.
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<td>Inter-Tropical Front</td>
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</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
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</tr>
<tr>
<td>UKMO</td>
<td>UK MetOffice</td>
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<td>UNDESA-PD</td>
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10–90<sup>th</sup> Percentile Range  The distance between the 90<sup>th</sup> and 10<sup>th</sup> percentile values of the ensemble populations
1 Introduction

1.1 Socio-economic Challenges in Africa
African continent is becoming more populous and richer (United Nations Department of Economic and Social Affairs – Population Division (UNDESA-PD), 2013; United Nation Conference on Trade and Development (UNCTAD), 2014). The continent has experienced continuous economic growth for the past three decades (i.e. 1981–2000). As the world’s fastest growing continent in terms of economy, the growth rate of its low-income countries is greater than 4.5% in 2012 and it is projected to be greater than 5.5% in the nearest future (African Development Bank (AfDB), 2013). The continent’s collective gross domestic product (GDP) per capita has climbed to $953, and about half of African countries (i.e. 26 out of 54) have achieved middle-income status. These economic transformations have opened new developments in the fields of agriculture and food security, infrastructure, economic growth and poverty reduction, water and sanitation, health, environment and clean energy, etc.

However, there have been some economic setbacks. Many countries in the continent are still struggling with numerous development challenges such as high unemployment, environmental degradation, poverty, food insecurity, and natural disasters. The growth rate of the countries’ economy does not commensurate with the population’s growth rate as the percentage of Africans living on less than US$1 a day also increased from 42% to 46% of the population (United Nations Development Programme (UNDP), 2005; World Bank, 2006). In West and Southern African regions, some of the economic setbacks include unreliable source of livelihood, lack of economic transformation, and low integration of the regions into the continental or global economy (UNCTAD, 2014). Inter-annual variation in seasonal climate has also contributed a major setback to the economy. This is because the majority of the populations in these regions are peasant farmers whose livelihood and economy depend on small scale rain-fed agriculture (Johnston et al., 2004; Omotosho and Abiodun, 2007). The inter-annual variability in seasonal climate makes agricultural planning and production less effective. The influences of the climate variability also extend to other socio-economic activities like
animal and human health, water resources, hydro-energy, natural ecosystems, food security, etc. (Johnston et al., 2004; Intergovernmental Panel on Climate Change (IPCC), 2013). Therefore, the regions are highly susceptible to inter-annual variability in seasonal climate, especially rainfall and temperature (Fauchereau et al., 2003; Collins, 2011; Gbobaniyi et al., 2013).

In view of these, an in-depth understanding and reliable prediction of the inter-annual variability of seasonal climate classifications over West and Southern Africa may help in mitigating the risks of seasonal climate variability on socio-economic activities in Africa. This dissertation will contribute towards achieving that goal.

1.2 The Climate of West Africa
The climate of West Africa (a tropical region located within 20°W-20°E, 0°-25°N) encompasses five major climatic zones, namely: Sub-Tropical Rain Forest (along the Atlantic coast), Tree Savanna, Grass Savanna, Semi-Arid Desert and Arid Desert (in the northern inlands) (Figure 1.1). West African climate can be generalized as having two seasons, the dry season and the rainy season (also known as the monsoon season), resulting from the interactions of two migrating air masses: tropical maritime and tropical continental air masses (Figure 1.2). The dry season, which runs approximately from November to March / April, is characterized by the hot and dry tropical continental air mass of the northern hemispheric high pressure system. The prevailing northeasterly winds bring dry and dusty conditions across the region. The maximum southern extension of this air mass occurs in January between latitudes 5° and 7°N (Figure 1.2). The rainy season is dominated by the moisture laden, tropical maritime or equatorial air mass which produces southwesterly winds. The maximum northern penetration of this wet air mass is in August, averagely between latitudes 19° and 22°N (Figure 1.2). Depending on the climatic region of interest (Figure 1.1), the West African boreal summer rainy season runs, approximately, from April / May to October. At the surface, these two air masses meet at a belt of variable width and stability called the Inter-Tropical Discontinuity (ITD or the Inter-Tropical Convergence Zone (ITCZ) if at upper
level). The north and south migration of ITD and or ITCZ, which follows the apparent movement of the sun, influences the climate of the region (Figure 1.2: Nicholson, 1993; Nicholson and Grist, 2003; Redelsperger et al., 2006; Omotosho, 2007; Omotosho and Abiodun, 2007).

Throughout the year, the climate of West Africa is characterized by uniformly high (near surface) temperatures. Generally, the mean annual temperatures are usually above 18°C (Figure 1.3). On zonal scale, areas within 8° of the equator have a mean annual temperature of about 26°C; between latitudes 8°N and 11°N the mean monthly temperatures can rise to 30°C while beyond these zones the temperatures during the boreal summer seasons can be greater than 45°C during the day. The skies in the inland areas of higher latitudes are usually cloudless as compared to areas close to the coast where skies are cloudier (Collins, 2011; Abiodun et al., 2012; Oguntunde et al., 2012).

However, from year to year, the seasonal climate patterns (spatial seasonal mean of rainfall and temperature) deviate from their long-term averages described above. What makes the patterns deviate from this climatology and to what extent can the deviations be simulated with climate models remain an active area of research. The present study is anticipated to improve knowledge in this area.

1.3 The Climate of Southern Africa
Southern Africa (i.e. 0° – 55°E, 40°S – 0°) is located south of the equator on the continent of Africa (Figure 1.1). The region is surrounded by Oceans – Atlantic Ocean to the west, Indian Ocean to the east, Antarctic Ocean to the south while northern flanks are land locked (Figure 1.2). Its Climatic zones range from Mediterranean in the southwestern tips, Temperate in the southeastern part, Subtropical in the central zones to Tropical Rain Forest along the equator (Figure 1.2). A small area in the northern parts of the southwest has a desert climate (MacKellar et al., 2006). Most of the region is typified by warm, sunny days and cool nights. Atmospheric temperatures in Southern Africa are more
influenced by variations in orography and ocean currents than by latitude (Kruger and Shongwe, 2004).

**Figure 1.1** The climatic zones of Africa. The blue rectangle indicates the area designated as West Africa, while the red rectangle indicates the area designated as Southern Africa (Source: https://en.wikipedia.org/wiki/Africa#/media/File:Vegetation_Africa.png, with some modifications)

The climate of Southern Africa region is borne out of complex interactions between general circulation, mesoscale and synoptic systems (Tyson, 1987; Buckle, 1996 and Tyson and Preston-Whyte, 2000). Figure 1.4 illustrates some important surface atmospheric circulation over Southern Africa. The region’s climate responds to the movements of these synoptic systems. Generally, climatic conditions vary between east and west, largely in response to the warm Agulhas ocean current, which sweeps southward along the Indian Ocean coastline in the east for several months of the year, and the cold Benguela current, which sweeps northward along the Atlantic Ocean coastline in the west (e.g. Chen et al., 2004; Lutjeharms, 2006 and Rouault et al., 2009a). In addition, topography plays more important roles over the region than latitudinal locations (Tyson, 1987).
Figure 1.2 Wind and rainfall patterns of West African monsoon during (left) the boreal summer and (right) the boreal winter. Source: Encyclopedia Britannica via http://global.britannica.com/science/West-African-monsoon

Figure 1.3 The spatial distribution of monthly mean temperatures (°C) over Africa. (Source: https://en.wikipedia.org/wiki/Climate_of_Africa#/media/File:Africa_temperature.png, with some modifications)

Rainfall over Southern Africa is highly seasonal. The peak of the rainy season occurs in austral summers (i.e. the months of December, January and February); except over the south-western corner of the region which is an austral winter (i.e. the months of June,
July and August) rain area. The rainfall has two major gradients (Figure 1.2) – it increases equator ward and from the eastern coast of the region it decreases fairly uniformly westwards (Harrison, 1984). Austral summer rainfall contributes most of the mean annual rainfall over Southern Africa (Preston-Whyte and Tyson, 1988). The rainfall patterns are influenced by several circulation features such as the ITCZ, depressions and associated trough systems, wave interactions between low- and mid-latitude flow, jet streams, anticyclones and associated ridging systems, etc. (Figure 1.4: Lindesay, 1988; Mason and Jury, 1997; Singleton and Reason, 2007; Browne et al., 2009).

The Southern African near-surface air temperature is not as pronounced as the rainfall. Nevertheless, it has distinct variations on seasonal time scales; with austral summer season being the warmest and austral winter the coolest (Figure 1.3; Tyson and Preston-Whyte, 2000). Tropical air masses, as well as rain-bearing clouds which reduce the shortwave radiation reaching the earth’s surface, greatly modulate the surface temperature (Hudson and Jones, 2002; Tomczak and Godfrey, 2003). This modulation causes the central parts of the region to experience relatively cooler conditions while the southeastern parts are always warmer. This thesis will also study how classes of seasonal climate (rainfall and temperature) over Southern Africa deviate from their long-term from year to year, why they do so, and how well the deviation can be reproduced by climate models.

1.4 Climate Models
Climate models are tools for simulating climate variability at global, continental and regional scales (Randall et al., 2007; Flato et al., 2013). Climate models use equations of motion that are based on the laws governing the atmosphere to characterize certain properties (e.g. temperature, pressure, moisture content, etc) of the Earth's atmosphere (McGuffie and Henderson-Sellers, 1997). They are usually developed by researchers at climate research centers (e.g. UK Met Office (UKMO)\(^1\), European Centre for Medium-

\(^1\) http://www.metoffice.gov.uk/
Range Weather Forecasts (ECMWF)$^2$, National Center for Atmospheric Research (NCAR)$^3$, Climate Systems Analysis Group (CSAG)$^4$, the Climatic Research Unit$^5$, etc.). Running these models require supercomputers and the models can be applied seamlessly to any area of the world to produce climate information. Climate models can be regional (regional climate model: RCM) or global (general circulation model or global climate model: GCM).

![Schematic diagrams of important synoptic features of the surface atmospheric circulation over Southern Africa (modified after Tyson & Preston-Whyte, 2000).](image)

**Figure 1.4** Schematic diagrams of important synoptic features of the surface atmospheric circulation over Southern Africa (modified after Tyson & Preston-Whyte, 2000).

### 1.4.1 General Circulation Model (GCM)

Synonymous with global climate models, GCMs are the tools for simulating climate at global scale (IPCC, 2007 and 2013). They numerically simulate changes in climate as a result of slow changes in some physical parameters (e.g. the greenhouse gas (GHG) concentration) or boundary conditions (e.g. the solar constant, sea surface temperature (SST)). GCMs are the most complex of climate models as they endeavor to represent the
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$^2$ [http://www.ecmwf.int/](http://www.ecmwf.int/)

$^3$ [http://ncar.ucar.edu/](http://ncar.ucar.edu/)

$^4$ [http://www.csag.uct.ac.za/](http://www.csag.uct.ac.za/)

$^5$ [http://www.cru.uea.ac.uk/cruhome](http://www.cru.uea.ac.uk/cruhome)
main mechanisms of the climate system in three dimensional grids over the Earth (New et al., 2000). GCMs provide information on the estimation of large-scale aspects of climate variability, though, with a usually coarse spatial resolution, typically 200km or more (Figure 1.5). Low resolutions contribute to the limitations of GCMs as they prevent GCMs from capturing small scale features that play crucial roles in climate variability and changes (Mitchell and Jones, 2005). For instance, many physical processes such as those related to clouds occur at smaller scales and cannot be properly simulated. Therefore, to represent these small scale features, their known properties are averaged over the larger scale in a technique known as parameterization (Cretat et al., 2012a). This is one source of uncertainty in GCM-based simulations of climate (IPCC, 2007 and 2013). However, newly developed GCMs are more comprehensive as they include more detailed representations of the ocean, land-surface, sea-ice, sulphate and non-sulphate aerosols, the carbon cycle, vegetation dynamics, and atmospheric chemistry, and at finer spatial resolution (Houghton, 2004; Randall et al., 2007; Flato et al., 2013). How well a GCM is able to reproduce the annual variability of the seasonal climate classes over West and Southern is a major focus of this thesis.

1.4.2 Regional Climate Model (RCM)

RCMs are tools for simulating climate change at regional and national levels. In comparison with GCMs, RCMs provide more realistic climate information with finer details because they have higher spatial resolution than GCMs (von Storch et al., 2000; IPCC, 2007 and 2013). RCMs are built in such a way that they can be nested (i.e. made to sit) within a GCM to provide more detailed simulations for a particular location (Figure 1.5: Cocke and LaRow, 2000; Cocke et al., 2007). In this way, information (e.g. GHG and aerosol forcing) of a particular region from a coupled GCM are used as initial conditions, surface boundary conditions, and time-dependent lateral meteorological conditions to drive the RCM. RCMs are usually run over a limited area (Figure 1.5) because they operate at much higher resolution (usually less than 50km); more detailed topographical features (e.g. mountains); more accurate physical parameterizations (Cretat et al., 2012a); and, capture more local extreme climate events (Cocke et al., 2007; Tozuka et al., 2013). However, the qualities of simulations / predictions from a RCM are limited
by the quality of the GCM that drives it. The capability of a RCM in simulating the seasonal climate variability over South Africa will also be discussed in the study.

Figure 1.5 Illustration of a nesting approach for RCM that depicts coarse and finer resolutions of GCM and RCM respectively. Source: World Meteorological Organization (WMO: https://www.wmo.int/pages/themes/climate/climate_models.php)

1.5 Seasonal Climate Prediction
A Seasonal climate prediction is a probabilistic statement on the future state of the atmosphere over a season (i.e. 3 months). It is different from weather forecast, which provides a deterministic statement of the atmosphere over a day or two, and not the same as climate changes projection, which provides probabilistic statement on climate condition over a long time (ranging from 20 to 40 years or more). However seasonal climate predictions usually offer the future seasonal climate information as departures from the climatic mean i.e. anomalies. Rainfall and temperature are the main climate variables communicated in seasonal climate forecasts. Seasonal climate predictions in Africa generally relate to the conventional seasons of summer, autumn, winter and spring.

Seasonal Climate predictions usually utilize variety of methods such as dynamical models (Ritchie et al., 1992; Ratnam et al., 2012; Tozuka et al., 2013), statistical methods (Barnston and Ropelewski, 1992), expert judgment (Murphy and Daan, 1984; Stewart and Glantz, 1985) and or combinations of these. Seasonal climate forecasts are generally
expressed in terms of probabilities because of uncertainty in forecasting at long range and also because forecast skill declining at long lead times (Deque and Royer, 1992; Barnston et al., 1994; Landman and Beraki, 2010; Lawal et al., 2014).

Seasonal climate predictions, in West and Southern Africa, are based on expectations obtained from long-term climate trends, shorter-term persistence in the climate system, and the anticipated state of the SSTs (Barnston et al., 1994). Here, the present and future states of the SST anomalies of locally and remotely based oceans are taken into considerations when making seasonal climate predictions (Camberlin et al., 2001; Chen et al., 2004). For instance, during the El Nino-Southern Oscillation (ENSO) event, a natural and periodic phenomenon that can last for up to two years and which occurs whenever the SSTs located across the central and eastern Pacific Ocean are above (for El-Nino, the positive phase of ENSO) or below (for La-Nina, the negative phase of ENSO) average (Camberlin et al., 2001; Mason and Goddard, 2001; Lindesay and Vogel, 1990; Rouault and Richard, 2003; Pohl et al., 2010; Harrison et al., 2014; Zebiak et al., 2014); the chances of West and Southern African sub-regions to experience below normal rainfall and hotter climate are great during El Nino. The situation reverses during La Nina events (Nicholson and Kim, 1997; Landman and Beraki, 2010).

1.5.1 Importance of Seasonal Climate Prediction
The high variability of seasonal climate (i.e. rainfall) from year to year over West and Southern African regions underscores the importance of a timely and reliable prediction of seasonal climate. Timely and reliable prediction of seasonal climate can help reduce the damages caused by extreme climate events. The information from seasonal climate forecasts are needed for planning and risk management in various socio-economic sectors such as agriculture, health, water resources management, environmental management, engineering, etc. (Tenant, 1999; Johnston et al., 2004). Its usefulness also extends to insurance sectors where it assists in the operational task of preparing for major pay-outs. However, a forecast is only useful if it is reliable because a wrong forecast can lead to wrong decisions and can also reduce the trust of the public in using forecast information for planning.
1.5.2 Limits of Seasonal Climate Prediction
However, the skill of seasonal climate forecasts from climate models has limits. This is because a skilful simulation requires (1) a reliable simulation of land surface, ocean and atmospheric interactions (Houghton, 1991; Pennell and Reichler, 2010); (2) knowledge of the initial state of the ocean, the land surface and the atmosphere (Pielke et al., 2006) and (3) knowledge of future changes in boundary conditions, such as the seasonal distribution of solar radiation and variations in chemical composition of the atmosphere (Buckle, 1996; Liniger et al., 2007). The relevance of knowledge of the initial conditions differs between various components of the climate system. The ocean and land surface provide the largest source of skill for seasonal predictions due to the long-time scales of their variations. In contrast to these slow variations, the atmosphere varies rapidly and has a relatively short memory of any initial state. For instance, small perturbations in the state of the atmosphere lead to rapid divergence of future states from the initial state, relative to the timescale of seasonal simulations. This rapid atmospheric departure renders information on the physical state of the atmosphere largely irrelevant; therefore, any predictability must arise from constrains imposed by the slower-varying components of the climate system such as the ocean and variations in land cover (Boer, 2000; Tyson and Preston-Whyte, 2000). The ocean provides the climate with a memory of the system. The memory results in atmospheric deviations that can last for months, or years; because the ocean is highly viscous, it is not mixing rapidly, it is vertically stable (i.e. the heating is at the top), and has a large heat capacity. In view of this, the simulations used in seasonal climate forecasts are conducted with varying initial conditions to scan across multiple possibilities permitted by the relevance of the atmospheric initial state, as well as uncertainty in the ocean and land surface initial states. This method is known as the ensemble forecasting technique\(^6\),\(^7\) (Judd et al., 2007; WMO, 2012).

\(^6\) http://www.metoffice.gov.uk/research/areas/data-assimilation-and-ensembles/ensemble-forecasting/explanation
\(^7\) http://www.wmo.int/pages/prog/www/Documents/1091_en.pdf
1.6 Research Questions, Aims and Objectives

1.6.1 Research Questions
In view of the above, this thesis will investigate the following fundamental questions:

1. What are the dominant classes of seasonal climate (rainfall and temperature) over West and Southern Africa, how do they differ from the long-term climatology, and what controls their year to year occurrence?
2. How well can a GCM simulate the climatology of classes of seasonal climate over West and Southern Africa, their annual and decadal variability, and the associated atmospheric dynamics?
3. What is the theoretical range of forecasts, from a multi-ensemble RCM, for a variety of seasons over South Africa?
4. Does the theoretical range of forecasts from a RCM vary from year to year, and are there long-term trends within these variations? Why?
5. How does predictability of seasonal climate (via ensemble spread) depend on SST?

1.6.2 Aims
This thesis aims are to study the characteristics of dominant classes of seasonal climate (rainfall and temperature) over West and Southern Africa, examine the capabilities of a GCM in reproducing the classifications and the associated atmospheric dynamics, and understand how potential predictability of South African seasonal climate vary from year to year.

1.6.3 Objectives
The objectives of this thesis are to:

- identify and study the characteristics of dominant classes of the spatial distribution of seasonal climate variables (i.e. anomalies of rainfall and maximum air temperature) over the West and Southern Africa.
• evaluate the capability of a GCM in reproducing the dominant classes of seasonal climate, the atmospheric dynamics favouring their occurrence, and their relationship with atmospheric tele-connections.
• estimate the theoretical range of forecasts for a variety of seasons, in the context of a single forecasting model system.
• quantify spreads in seasonal precipitation and temperature over South Africa in a uniquely large ensemble of a RCM simulations.
• examine the co-variability between anomalies of SSTs, large-scale climate indices and variations in the ensemble spread of atmospheric model simulations.

1.7 Thesis Outlines
There are ten chapters in this thesis. After the introduction in Chapter One, Chapter Two reviews the literature on the past studies while the data and methodology employed by this study are discussed in Chapter Three. Presented in the fourth, fifth, sixth and seventh chapter are the evaluations of the capability of a specific multi-ensemble GCM to reproduce the observed characteristics of rainfall and temperature spatial variability (classes) over West and Southern African regions. Specifically, Chapter Four examines the ability of the GCM in reproducing the spatial variability of boreal summer (i.e. the months of June, July and August) rainfall over West Africa while Chapter Five presents the model’s ability to reproduce the spatial variability of near-surface maximum air temperature during the boreal spring (i.e. the months of March, April and May) over the same region. Chapters Six and Seven, respectively, examine the ability of the GCM in reproducing the spatial variability of rainfall and near-surface maximum air temperature during austral summer (i.e. the months of December, January and February) over Southern African region. Chapter Eight examines the spread of ensemble output, from a multi-ensemble RCM run in a hindcast framework, and estimates what the theoretical range of forecasts is for a variety of seasons, in the context of a single forecasting model system, and thus establishes the theoretical limits as to how much we may be able to improve seasonal forecasts. Chapter Nine investigates the relative role of SSTs and large scale climate indices as predictors of inter-annual variability of spreads in seasonal
climate. Finally, Chapter Ten apart from presenting the summary and conclusions from the findings also discusses the operational applications of the methodology used in this study and provides recommendations for future studies.
2 Literature Review

This chapter reviews the past studies on socio-economic impacts of climate variability in Africa (especially over West and Southern Africa), and the need for better understanding of the spatial variability of climate for mitigation purposes. These are in addition to the descriptions of the documented efforts and the existing knowledge gaps. This chapter also gives an overview of theoretical, statistical, and numerical attempts at investigating the spatio-temporal distribution of climate predictability; as well as the overview of the classification techniques.

2.1 Impacts of Seasonal Climate Variability on West and Southern Africa

Several studies have shown that variability in rainfall and temperature may induce drought (Richard et al., 2001; Lyon, 2009; Sylla et al., 2010), flood (Lindesay and Jury, 1991; Paeth et al., 2010), and heat wave (Robinson, 2001; Lyon, 2009; Fontaine et al., 2013) events. The characteristics (frequency, intensity and duration) of these extreme events are influenced by inter-annual variability in seasonal climate, because their strength may depend on the magnitude of the seasonal climate anomalies (Rouault and Richard, 2003 and 2005; Jones et al., 2008; Nicholson, 2009).

2.1.1 Impacts of Rainfall Variability on West and Southern Africa

Several studies have shown that extremes (excess or deficit) in the inter-annual variations of seasonal rainfall result in environmental, societal, agricultural and economical damages (Makarau and Jury, 1997; Blench, 1999; Hammer et al., 2001; Nicholson, 2001; Keating et al., 2003; Johnston et al., 2004; Paeth et al., 2010) and loss of lives in West Africa. Some studies (Mijindadi and Adegbehin, 1991; Nicholson, 2005; UNDESA-PD, 2013) showed that 60% below-normal seasonal rainfalls that occurred over West Africa in the late 1960s, 1972 and 1980s induced droughts that put the region (with a population of over 300 million people) under the risk of large-scale famine, mass starvation, malnutrition and consequently loss of lives. On the other hand, some studies reported that over these regions, heavy rains have induced the flood that rendered thousands of people
homeless (Few, 2003 and 2007), imposed health risks (World Health Organization (WHO), 2008), caused food shortages (Hampshire and Randall, 1999), damaged infrastructure and agricultural products (Tschakert, 2007), etc. Tarhule (2005) and Tschakert et al. (2009) argued that any effort to sustainably increase agricultural production, reduce poverty, enhance food security and livelihoods in West Africa must account for irregularity in the seasonal rainfalls.

Similarly, studies have established that the socio-economic activities in Southern Africa also strongly depend on the seasonal rainfalls over the region (e.g. Jury and Levey, 1993; Unganai, 1994; Hulme et al., 1998; Lindesay, 1998; Rouault and Richard, 2005; Washington and Preston, 2006). For instance, some of these studies showed that the droughts of 1967/1968, 1982/1983, 1991/1992 and early 2000 caused huge economic crisis and resulted in high mortality, while the widespread extreme rainfall of 1974, 1976, 2000/2001 induced floods that destroyed crops and claimed many lives. Assessments from UNDP (2011) showed that, within a season, one particular area of Southern Africa may be experiencing extremely wet conditions while another is experiencing severely dry conditions.

In both West and Southern Africa regions, some rainfall spatial patterns may persist for many years (with its socio-economic impacts), while another pattern may occur only once in many years. Meanwhile, little is known about the atmospheric dynamics that can make a rainfall pattern persist for years or why a pattern easily transits to another pattern in the following year. A good knowledge of this information would enhance the predictability of the seasonal rainfalls and assist in reducing the impacts of seasonal rainfalls on the socio-economic activities of West and Southern African countries. In the present study, we shall study the characteristics of the seasonal rainfall classes, including their frequency, persistence, and transitions.
2.1.2 Impacts of Temperature Variability on West and Southern Africa

Collins (2011) showed that, although in comparison with rainfall variability, temperature variability over West and Southern Africa is low, but these regions are plagued with consistently high temperatures and extreme heat events (i.e. persistently high surface maximum temperatures). It is well documented that extreme heat events exert trauma on human health (WHO, 1998), natural ecosystems (Rutherford et al., 1999; Thompson et al., 2009), water resources and agriculture (Kucharik and Serbin, 2008; Fraser et al., 2013). Bradley (1993) and Kovats and Jendritzky (2006) declare extreme heat events as “silent killers” as they do not leave a trace of devastation in their wake unlike the occurrences of other natural disasters such as hurricanes, earthquakes, floods, etc. Therefore, extreme heat events (proxy for heat wave events) are threats to human lives and properties, especially during summer seasons.

A bio-meteorological study, Tomczyk and Bednorz (2015) showed that persistent high temperature events are the most famous causes of weather-related human deaths worldwide. For example, Center for Disease Control and Prevention (CDC: CDC, 2012) reports that, in the United States of America, extreme heat events are responsible for more human mortality annually than hurricanes, lightning, tornadoes, floods, and earthquakes combined. Robine et al. (2008) estimated more than 70,000 heat related deaths from the catastrophic summer extreme heat event of 2003 in Europe. In Africa, studies have indicated that the frequencies of persistently high temperatures, vis-à-vis extreme heat events, are likely to increase steadily (Robinson, 2001; IPCC, 2007; Lyon, 2009).

Odada and Olago (2005) described West Africa as a unique region because it enjoys varied climates influenced by both northern and southern hemispheric climates; experiences consistently high temperatures; and all countries in the region experience their highest annual near-surface maximum air temperature in boreal spring seasons (i.e. the months of March, April and May: Abiodun et al., 2012; Gbobaniyi et al., 2013; Klutse et al., 2014). Although, studies such as Hulme et al. (2001) and Collins (2011)
have shown that significant changes in temperature observed during the boreal spring season are not as large as those observed during boreal summer and winter seasons, but the impacts associated with high temperatures during spring seasons are surprisingly unpleasant. These impacts cut across some social and economic spheres of lives such as health sectors (Molesworth, 2003; Klutse et al., 2014); agriculture and droughts (Exenberger and Pondorfer, 2011; Waha et al., 2013); risk of civil war (Burke et al., 2009); violent crimes (Anderson et al., 1997); malnutrition (Alfani et al., 2015); etc. Therefore, urgent global and or regional preventive actions to mitigate the socio-economic effects of high temperatures are required. Houghton (2004) argued that if drastic global or regional preventative actions were not taken very soon the upward trends in air temperature are expected to continue for at least some decades.

In West Africa, majority of the influences of high temperatures, as documented by studies, are ecological and health related. For example, Rogers et al. (1996) conclude that high temperatures are the most useful of the predictor variables in the migration of Tsetse Flies⁸ across West Africa. Similarly, Klutse et al. (2014) suggest that high temperature is a better predictor of malaria⁹ trends than minimum temperature or precipitation. Klutse et al. (2014) further show that the aftermath effects of high temperatures could be more catastrophic than direct effects. They found that maximum air temperature has strong negative correlation with malaria caseloads at zero month lag and significant positive correlations at two- to four-month lags. In addition dehydration, which stresses the cardiovascular system, has been found to be one of the mechanisms underlying high-temperature-related health effects (Flynn et al. 2005; Thornton 2010; Lim et al., 2015). Conversely, Molesworth (2003) and Mera et al. (2014) have shown that one of the good
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⁹ Malaria is a deadly disease caused by sporozoan parasites that are transmitted through the bite of an infected Anopheles mosquito; marked by paroxysms of chills and fever, it accounts for about 90% of the worldwide annual mortality; contributes significantly to the high rates of children and maternal mortality, maternal anemia, low birth-weight, miscarriage and stillbirth; creates significant economic burden on families due to expenditure on malaria treatments, thereby intensifying poverty (Sachs and Malaney, 2002; WHO, 2013).
impacts of high temperature events on socio-economic activities in West Africa is the cessation of the meningitis epidemics during the onset of the wet season, which corresponds to boreal spring season.

Studies have shown that the impacts associated with high temperatures over Southern Africa are also unpleasant. For instance, Thompson et al. (2009) warn that high temperatures, especially during the summers, may likely aid the disappearance of mass of ice on top of Mount Kilimanjaro (coordinates 03°04′S 37°21′E) within few decades. Studies have also shown that the region may witness possible extinction of some species of plants in several nature reserves due to high temperatures (Rutherford et al., 1999). O’Reilly et al. (2003) and Verburg et al. (2003) found that high temperatures are inversely proportional to the oxygen-carrying capacity of water in Lake Tanganyika (coordinates 06°30′S 29°50′E). This may have serious implications on the population of fish in the lake. In addition, there are agreements in the findings of Rasmussen and Collins (1991), Kucharik and Serbin (2008) and Fraser et al. (2013) that high temperatures have the capability to induce droughts, render environments inhabitable and agriculturally unproductive. In the same manner, Bradley (1993), WHO (1998) and Sastry (2002) agree that high temperatures present favorable atmospheric conditions for vectors of both communicable (e.g. cholera and tuberculosis) and non-communicable (e.g. malaria, dengue fever, chronic respiratory and cardiovascular diseases) diseases. Therefore, extreme heat events, vis-à-vis persistently high temperatures, are gateways to devastations.

In spite of all these adversities, attempts to provide operational air temperature forecasts to a variety of end users on seasonal time-scales, in West and Southern Africa, have been less successful than for that of the rainfall forecasts (Mason et al., 1996). Furthermore, studies on the atmospheric processes relating to inter-annual transition of one temperature (spatial) pattern to another are very few. Therefore, good knowledge of this kind of information would enhance the predictability of air temperatures and assist in reducing
the direct and indirect impacts of anomalously high temperatures on the socio-economic activities of West and Southern African countries.

2.2 Factors Influencing the Climate of West and Southern Africa

Several studies (e.g. Thompson and Wallace, 2000; Tyson and Preston-Whyte, 2000; Reason, 2001; Lutjeharms, 2006; MacKellar et al., 2006; Odekunle and Eludoyin, 2008; etc.) have identified some atmospheric processes or phenomena that play major roles in influencing climates of West and Southern Africa. Yarnal (1993) termed these processes or phenomena as atmospheric dynamics and further explain that they determine the changes as well as variability in the climate on seasonal, inter-annual and inter-decadal time-scales. These and many other studies also provide theoretical basis for understanding the mechanisms underlying the linkages between climate and atmospheric dynamics which can either be remote or local. Prominent among the identified atmospheric dynamics are the modulating factors, the feedback processes, atmospheric tele-connections, synoptic scale circulations, etc.

2.2.1 Modulating Factors

Tyson (1987) and Rouault et al. (2009a) explain that modulating factors catalyze the formation of weather and or climate in the areas they are situated. Few examples of modulating factors are natural landmarks or processes such as topography, land cover, ocean currents, etc. Studies have shown that topography mainly inhibits or favors the updrafts of (moist or dry) air parcels (Laing and Fritsch, 2000; Houze, 2004). Numerous studies have also highlighted the fundamental role of topography in the initiation of mesoscale convective systems over Africa (Laing and Fritsch, 1993; Laing et al., 2008); and African rainfalls have been shown to be strongly modulated by the intensity of mesoscale convective systems (Fink and Reiner, 2003). For instance, studies have shown that the contribution of mesoscale convective systems to the annual rainfall amounts is more than 80% in the Sahelian region (Mohr et al., 1999), is about 50% in the Sudanian zone (Omotosho, 1985) while it is between 16% and 32% along the coast of the Gulf of Guinea (Acheampong, 1982; Omotosho, 1985). In Southern Africa, topography has been
shown to play more important roles in the modification of climate than latitudinal locations (Tyson, 1987). Similarly, studies like Chen et al. (2004), Lutjeharms (2006) and Rouault et al. (2009a) have been able to show that Ocean currents do greatly modify the climatic conditions of Southern Africa by supplying moisture to the atmosphere.

2.2.2 Feedback Processes
According to Tyson and Preston-Whyte (2000) climate feedback occurs when an initial change in the climate system starts a process that either strengthens or weakens the initial change. Buckle (1996) and IPCC (2007) identified evaporation, dust, soil moisture, biogenic emissions, water vapor and clouds as parts of many feedback mechanisms in the climate system that can either strengthen (positive feedback) or weaken (negative feedback) changes in the Earth’s climate. Take clouds as example, studies (e.g. Vardavas and Taylor, 2011; Pyrina et al., 2013; Ohunakin et al., 2015) have shown that clouds can strengthen or weaken warming because they are effective at absorbing infrared radiation emitted from the Earth; and that they are capable of re-radiating that long-wave energy (heat) back to the ground and consequently exert a large greenhouse effect, thereby warming the Earth. These studies also show that clouds can reflect incoming solar energy, thereby cooling the Earth. Therefore, the climatic feedback involving clouds can either be positive or negative depending on the circumstances.

2.2.3 Atmospheric Tele-connection (Climate Indices)
Buckle (1996) describes atmospheric tele-connection as that process which provides linkages between what is happening in one geographical location to what is happening somewhere else. Camberlin et al. (2001), Manhique et al. (2009), Diatta and Fink (2014), Martin and Thornicroft (2014), and many others have shown that the climate of West and Southern Africa, on spatial and temporal scales, do respond to variations in temperature anomalies over locally and remotely based oceans; and that the climate also respond to normalized pressure differences between some remotely located meteorological stations. Studies describe tele-connections in terms of climate indices such as ENSO (positive and negative phases of which are respectively known as El-Nino and La-Nina: Harrison et al., 2014; Zebiak et al., 2014; Landman and Beraki, 2010; Lindesay and Vogel, 1990;
Nicholson and Kim, 1997), Antarctic Oscillation (AAO: Thompson and Wallace, 2000), Indian Ocean Dipole (IOD: Izumo et al., 2010), etc. Some of these climate indices have been found to play crucial roles in determining seasonal and inter-annual climate variability over West and Southern Africa. For instance, it has been documented that ENSO, among other climate indices, is the most important source of seasonal and inter-annual climate variability in the tropical regions where the majority of the landmass of West and Southern Africa lie (Latif and Grotzner, 2000; Camberlin et al., 2001; Mason and Goddard, 2001; Rouault and Richard, 2003). Camberlin et al. (2001), Latif and Grotzner (2000) and several other studies have shown that West Africa experience abnormally wet and cold climate, during the boreal summer, especially when the sea surface temperatures (SSTs) located across the central and eastern Pacific Ocean is below-average (panels a and b of Figures 2.1 and 2.2). Studies have also shown that above (below)-average SSTs located across the central and eastern Pacific Ocean (Figure 2.1a, b) do modulate abnormally dry (wet) and warm (cold) austral summer (i.e. boreal winter) season over Southern Africa (e.g. Camberlin et al., 2001; Mason and Goddard, 2001; Rouault and Richard, 2003; Pohl et al., 2010: Figure 2.2c, d). In spite of the overbearing influence of ENSO on seasonal climate of West and Southern Africa, studies have shown that ENSO, in most cases, do act in concomitance with other climate indices (Lyon and Mason, 2007; Ujeneza and Abiodun, 2014). It is therefore important to know which of the climate (e.g. rainfall and temperature) spatial patterns are associated to which climate index or indices and hence, can be predicted using such climate index or combination of climate indices as predictor.
Figure 2.1 Global maps of SST (anomalies) depicting (a) the positive phase of ENSO (El-Nino) and (b) the negative phase of ENSO (La-Nina). Source: The website of State Climate Office of North Carolina (http://nc-climate.ncsu.edu/climate/patterns/ENSO.html)
Figure 2.2 Illustrations of the typical effects of (left column) El-Nino and (right column) La-Nina events on the seasonal climate of Africa during (top row) the boreal summer (i.e. the months of June, July and August) and (bottom row) the boreal winter (i.e. the months of December, January and February). Source: The website of State Climate Office of North Carolina (http://nc-climate.ncsu.edu/climate/patterns/ENSO.html), with some modifications.

2.2.4 Synoptic Scale Circulations

According to Achberger et al. (2006), Chen et al. (2006), Carleton et al. (2008), Cavazos (1999) and many other studies, synoptic scale circulations govern variations in local climates (rainfall and temperature) and they have strong impacts on surface distribution, vis-à-vis variability, of all climate variables. Documented examples of synoptic scale circulations are tropical high pressure systems over Atlantic and South Indian Oceans (Figure 1.4; Buckle, 1996; Tyson and Preston-Whyte, 2000), Tropical Temperate Trough (TTT: Figure 1.4; Jury and Pathack, 1993; Todd and Washington, 1999), African Easterly Jet (AEJ: Figure 2.3; Fontaine and Janicot, 1992; Grist and Nicholson, 2001), ITD or ITCZ (Figures 1.2 and 2.3: Omotosho, 1985; Nicholson, 1993 and 2009; Sultan and Janicot, 2000; Sultan and Janicot, 2003; Zhang et al, 2006), African Easterly Waves
(AEW: Figure 2.3; Diedhiou et al., 1998 and 1999; Fink and Reiner, 2003; Mathon et al., 2002), etc.

Figure 2.3 A sketch of the dynamics of the West Africa weather systems. Source: Proceedings of the Pre-WAMEX (West African Monsoon Experiment) Symposium on the West African Monsoon, Ibadan, Nigeria 1-3 November, 1978; with some modifications.

Over West Africa, synoptic scale circulation anomalies representing strong upward vertical motion have been shown to accompany positive precipitation composite field (Nicholson and Kim, 1997). However, Newton et al. (2012) have shown that teleconnections also have some influences on surface climate through modifications of synoptic scale circulations. For example, Reason et al. (2000) showed that the ascending and descending branch of the Walker circulation is found over the African continent (most especially over central Indian Ocean) during La-Nina and El-Nino phases respectively. These either strengthen or weaken the sub-tropical high pressure system (an important rain producing mechanism) located over the Indian Ocean (Figure 1.4). Since ENSO has been shown to be inconsistent in the modulation of climate variability (Reason and Jagadheesha, 2005), it is therefore important that further studies on climate
variability over West and Southern Africa should rather focus on changes in atmospheric synoptic scale circulations rather than a tele-connection-related climate variability. This may yield a better understanding of the relative influences of atmospheric dynamics on West and Southern African climate (e.g. rainfall and temperature) variability and could improve forecasting ability over the regions. These would be examined in this study.

2.3 Challenges in Simulating the Variability of Seasonal Climates over West and Southern Africa

Parts of the fundamental challenges facing seasonal climate prediction over West and Southern Africa have been mentioned in Section 1.5.2 of this thesis. Apart from these more of the difficulties encountered in simulating and or forecast of seasonal climate over West and Southern Africa have been highlighted by many studies. Hansen et al. (2011), while reviewing seasonal climate forecasting for agriculture in sub-Saharan Africa, mention that forecast errors, from climate model simulations, grow faster in the tropical region (where majority of West and Southern Africa lie) than in the mid-latitudes; and that poor density of data from equally sparse meteorological observation stations make the challenges worse than thought – unavailability of data for initialization and inability of some countries within these regions to issue seasonal climate forecasts due to financial problems. Furthermore, Harrison (2005), Mason (2008) and Troccoli (2010) hinted that most of the national meteorological and hydrological services in these regions are having serious man-power development issues. Seasonal climate forecasts, if and when are issued at national levels, are not properly disseminated through various channels to the end-users.

Tennant (1999) mentioned the complexity of prediction algorithms on seasonal time-scale, which has to take initial and boundary conditions into consideration, as one of the problems. Barnston et al. (1994) iterated that the degree of complexity, which though provides the platforms for the amount of progress made in forecasting at seasonal time-scale, makes seasonal climate predictions to continue to have lesser skill in comparison to short-range predictions.
Complications in the atmospheric dynamics of West and Southern Africa have been identified by Dike et al. (2015) as another challenge facing the prediction of seasonal climate over these regions. They stated that climate variability over these regions are explained in terms of range of natural conditions such as the connections of SST anomalies to climate indices that are known to play vital roles in modification of seasonal and inter-annual climates. Meanwhile, Held et al. (2005) and many other studies have iterated the inconsistencies inherent in the use of SSTs anomalies in line with its connections to climate indices. For instance, Nnamchi et al. (2013) noted that the apparently well-known relationships between SST anomalies, climate indices and climate variability are still poorly understood. Dike et al. (2015) concluded that many climate indices, in conjunction with continental and extra-continental circulations, including severely complicated internal conditions, are evidently in action.

Guichard et al. (2004) and Sohne et al. (2008) focused on quasi-ability of climate models to represent the true characteristics of the tropical atmosphere as another form of challenges facing seasonal climate prediction over West and Southern Africa. They noted the deficiency of GCMs in capturing the magnitude and phase of deep convection over land as a strong issue because GCMs tend to simulate the onset of convective rainfall earlier than observed. In addition to these, Lebel et al. (2000) suggest fundamental shortcomings of the climate models in the parameterization of the surface, radiative, boundary layer, cloud, and convective processes as another form of challenges. Therefore, uncertainties in local forcings and feedbacks, according to Hegerl et al. (2007), also make it difficult to estimate the contribution of greenhouse gas increases to the observed seasonal climate variability changes.

Friederichs and Paeth (2006) show that the exposure of West and Southern African regions to large expanse of oceanic surfaces makes them prone to different ocean characteristics as air masses with significantly different properties dominate around the coasts of the regions during various seasons of the year. Though, research documents
show that seasonal climate predictions over these regions are derived from tropical and subtropical SST anomalies (Barnston et al. 1994), but climate models, especially the GCMs, are probably not able to reproduce some nonlinear aspects of the atmospheric response to SST. The brilliant idea of using ensemble averaging, also, is not able to enhance the signal-to-noise in the predictor variables (Friederichs and Paeth, 2006). Therefore, climate model output is subject to systematic errors.

Nevertheless, Blench (1999) has declared that, in spite of these challenges, there are potentials for West and Southern African countries to substantially increase the use of information from seasonal climate prediction in planning in order to reduce the threat of climate variability and change to the achievement of development goals. Evidently, ability to predict climate variability on a seasonal time-scale will help the population of the regions to manage and cope with seasonal changes of climate that usually occur in the regions. This will lead to improvement of livelihoods and protection of farmlands against the long-term consequences of adverse extremes.

### 2.4 Spatial Variability of Rainfall over West Africa

Over the years progress has been made in documenting the spatial variability of West African rainfall. Prominent among this progress are Fontaine et al. (1995), Fontaine and Janicot (1996), Nicholson and Webster (2007) and Nicholson (2009). These studies found two spatial classes of summer rainfall patterns: a north–south dichotomy pattern where rainfall anomalies of opposite signs prevail in equatorial and subtropical sectors (i.e. the semi-arid Sahel zone and the humid Guinea Coast further south: e.g. Sahelian Flood – Guinean drought, and vice versa) and anomalies of same sign across the entire region (i.e. large drought or flood patterns); making a total of four basic spatial classes of boreal summer rainfall.

In order to better understand the complications and irregularities in the distributions of rainfall over West Africa, investigations were also carried out on the regional atmospheric circulations that produce these spatial classes of rainfall anomalies. For
example, Fontaine et al. (1995) utilized a 32-year record, at inter-annual time step, of mean August upper tropospheric wind data to investigate the relationships between the West African rainfall anomaly patterns and tropospheric wind changes in August – the peak of monsoon. They defined wind indexes for differentiating the rainfall patterns. Fontaine and Janicot (1996) examined the sea surface temperature (SST) fields that are associated with West African rainfall anomaly types and found that SST patterns greatly modulate the rainfall-producing systems of West Africa. With the use of observed precipitation and NCEP Reanalysis datasets, Nicholson and Webster (2007) suggest that it is the inertial instability that controls the physical location of the rain belt over the Sahel during the boreal summer. They further show that the criteria for inertial instability are satisfied in wet summers but not in dry ones. Nicholson and Webster (2007) later identified the surface pressure gradient between the continent and the equatorial Atlantic as the major determinant of the inertial instability and that when the gradient is large the inertial instability results in the development of a low-level westerly jet. Nicholson (2009) studied cases of a wet and a dry year respectively in August of 1955 and 1983 over West Africa and found results that are similar to those of Fontaine et al. (1995). Many of these and some unmentioned studies have demonstrated various characteristics of rainfall during wet and dry years. These studies also attempt to identify the underlying causes of rainfall spatial variability which has been identified as the most relevant aspects of rainfall variability in West Africa (Nicholson, 1986). However, no studies have investigated the capability of a GCM to reproduce the spatial variability of the dominant rainfall classes as presented in this thesis. Therefore, it is not yet known which of the spatial classes can a GCM simulate well and or cannot adequately simulate. This present study will use a multi-ensemble GCM to investigate this knowledge gap.

Previous studies that applied GCMs over West Africa have discussed the skill of GCMs in simulating and or predicting rainfall over the region. For example, Abiodun et al. (2011) have established the capability of some GCMs in reproducing the spatial distributions of rainfall over West Africa. Evidences suggest that the skill of GCMs in simulating present-day climate is high; that the ability of models to simulate past changes
in climate changes that have already occurred is high; and, that a comparison of simulated and observed present-day climates shows good agreement for many basic atmospheric variables (Hulme et al., 1998; Landman and Beraki, 2010; Gbobaniyi, et al., 2013). In addition, there have been great improvements in the development and applications of GCMs to seasonal climate simulation or forecasting of rainfall variability over West Africa (Folland et al., 1991; Stockdale et al., 1998; Washington and Downing, 1999). Therefore, assessing GCM simulations using spatial distributions of rainfall over West Africa may aid in identifying those rainfall classes GCMs can simulate well and those they cannot simulate adequately.

2.5 Spatial Variability of (High) Temperatures over West Africa

Apart from the knowledge of north-south temperature gradients and the heat lows (Lavaysse et al., 2010), tangible investigation that has been made concerning the spatial variability of West African (maximum) air temperatures during its annual peak periods – the boreal spring seasons, are very few. Among these few studies are Sultan and Janicot (2003). They investigated the atmospheric circulation changes associated with the summer monsoon onset over West Africa. They attributed the controls of the atmospheric circulations in the low and mid-levels to the heat low dynamics associated with the Inter-Tropical Front (ITF). They found that the meridional circulation intensity of the heat low is highest during this season.

Attempts to aid mitigation efforts for the climate-sensitive epidemics also motivated few studies over West Africa during the boreal spring season (e.g. Seefeldt et al., 2012; Mera et al., 2014). Both studies recognize the critical role of high humidity, resulting from moisture influx, in ending meningitis epidemic outbreaks. Based on these, Molesworth et al. (2003) and Dukic et al. (2012) showed that knowledge of moisture distribution during the spring could aid the mitigation of meningitis by identifying areas where epidemics will end naturally, so that scarce vaccines can be moved elsewhere. The studies hinted that a feedback process may be the mechanism linking temperatures and cessations of
meningitis epidemic. They however failed to take into cognizance the roles played by surface temperature gradients, vis-à-vis extreme heat events, in the initiation and intensification of synoptic disturbances that brought about the increase in relative humidity.

Studies have also utilized the connections between surface temperature distributions and atmospheric tele-connection mechanisms on regional and global scales; and that this effect is greatest in the tropical regions. For example, Halpert and Ropelewski (1992) demonstrated that Southern-Oscillation (SO), an atmospheric tele-connection mechanism, influences surface temperature patterns in West Africa. Here, surface temperatures are always above normal during the positive phases of SO, and vice versa. Interestingly, they also found that surface air temperature anomalies, in West Africa, are always of the same sign as the local SST anomalies and concluded that this is an indication of delayed response to the warming or cooling of equatorial SSTs in the tropical Pacific. Nevertheless, studies have shown that utilization of atmospheric tele-connection mechanisms to determine spatial distributions of climate parameters such as surface temperature has low reliability (Lyon and Mason, 2007 and 2009).

In spite of the economic importance of persistently high temperatures (see Section 2.1.2), studies on the capability of GCMs to reproduce the spatial classes of near-surface maximum air temperatures over West African region are very scarce, if at all they exist. In addition, studies on the atmospheric processes relating to inter-annual transition and or persistence of a temperature (spatial) pattern to another seem indescribable. Good knowledge of these kinds of information would enhance the predictability of air temperatures and also avail us the opportunity to identify temperature classes that GCMs can simulate adequately, those they can simulate moderately and those they cannot simulate at all. That is one of the aims of this study.
2.6 Spatial Variability of Rainfall over Southern Africa

Some studies have used ENSO to classify and or predict rainfall spatial patterns over Southern Africa (e.g. Harrison et al., 2014; Zebiak et al., 2014; Landman and Beraki, 2010; Lindesay and Vogel, 1990; Mason and Goddard, 2001; Rouault and Richard 2003). These studies found that during the positive phase of ENSO (El-Nino event) below normal summer rainfall always occurs over the southeastern (i.e. south of 10°S) part of Southern Africa, and during the negative phase (La-Nina event) above normal summer rainfall usually occurs over the area. On the other hand, some studies have found that not all El-Nino events feature a below normal rainfall over this area, and not all La-Nina events induce above normal rainfall over the area (e.g. Reason et al., 2005; Reason and Jagadheesha, 2005; Lyon and Mason, 2007 and 2009). For instance, Reason et al. (2005), Reason and Jagadheesha (2005) and Lyon and Mason (2007 and 2009) documented the relatively weak 1991/1992 and 2002/2003 El-Ninos and 1997/1998 El-Nino episode, which was one of the strongest events on record in terms of the Southern Oscillation Index and SST anomalies in the tropical Pacific. They also document the relatively weak 1995/1996 and 1999/2000 La-Nina events. The weak El-Ninos reportedly were associated with widespread and severe summer drought across large areas of Southern Africa whereas dry conditions were less intense during the 1997/1998 strong El-Nino. Similarly, the relatively weak 1995/1996 La-Nina event led to significant wet anomalies across the southeastern and Congo basin regions of Southern Africa but many tropical areas of the subcontinent had less than average rainfall; while by comparison, the 1999/2000 event had much more widespread positive rainfall anomalies.

Other studies, e.g. Lyon and Mason (2007) and Ujeneza and Abiodun (2014), have argued that ENSO is not the only atmospheric tele-connection (i.e. climate index) that modulates the spatial variability, vis-à-vis patterns, of rainfall over Southern African. They however identified other climate indices that also play crucial roles in the summer rainfall spatial patterns. These climate indices include the AAO, IOD, the Tropical Southern Atlantic (TSA; Enfield et al., 1999), etc. The rainfall over the southeastern parts of Southern Africa has also been linked to the SST over the South Indian Ocean (i.e.
such that positive anomalies in the SST produce above normal rainfall over the southeastern parts of Southern Africa, and vice versa (Reason, 2001; Hansingo and Reason, 2008; Manhique et al., 2009; Reason, 2002). In addition, the rainfall over Angola, and over the west and central parts of Southern Africa, has been shown to depend on SST over the South Atlantic Ocean (i.e. the Benguela El-Nino; Williams et al., 2008; Rouault et al., 2009a, b; Grimm and Reason, 2011). Rainfall over the Republic of South Africa is significantly correlated with the AAO index (also known as Southern Annular Mode, SAM; Pohl et al., 2010). Therefore, ENSO alone may not be sufficient in classifying the rainfall spatial patterns over Southern Africa. Two reasons are suspected: firstly the occurrence of other tele-connections are not limited to the neutral phase of ENSO and, lastly the co-occurrence of strong phases of ENSO and other tele-connections may strengthen or weaken the influence of ENSO on rainfall spatial patterns over Southern Africa. Hence, using the rainfall spatial distributions, instead of ENSO, to classify the rainfall spatial patterns may give a broader and more robust classification.

Some studies have also used daily spatial distribution of some atmospheric variables to classify rainfall over Southern Africa, but none of them have used seasonal rainfall distribution. For instances, Fauchereau et al., (2009), Pohl et al. (2009) and Manhique et al. (2009) applied cluster analysis on daily out-going long-wave radiation anomalies (as a proxy for convective rainfall anomalies) to obtain classes of daily organized large-scale convection. Cretat et al. (2012b) also applied cluster analysis on daily rainfall over South Africa in summer to generate six classes, and studied the role of atmospheric circulations on each class. However, the classification of daily rainfall patterns obtained in these studies may not be a good representation for summer-season-mean rainfall classes.

Recently, Ujeneza and Abiodun (2014) applied the principal component analysis (PCA) to the standardized precipitation evapo-transpiration index (SPEI) to obtain four seasonal drought classes (called regimes) over Southern Africa and showed how various climate indices jointly influence each drought regime. Since SPEI used in Ujeneza and Abiodun
(2014) combined rainfall and temperature data, the characteristics of seasonal SPEI classes discussed in the study may differ from the spatial classes of seasonal rainfall. In addition, the PCA analysis used in the study accounted for only 50% of the drought classes. There is therefore need to spatially classify the summer rainfall using a more robust technique, like the Self Organizing Maps algorithm (SOMs) which will account for all the variability in the summer rainfall distribution. The present study adopts SOM (to be described later) in the spatial classification of seasonal rainfall.

Many studies have established the capability of some GCMs in reproducing the spatial distributions of rainfall over Southern Africa (e.g. Landman and Beraki, 2010; Engelbrecht et al., 2013; Klutse et al., 2015; etc.). For instance, Klutse et al. (2015) showed that the Hadley Centre Atmospheric Model (version 3) and the Community Atmospheric Model (version 3) give realistic simulations of rainfall producing features over Southern Africa. Landman and Beraki (2010) demonstrated the reliability of using multi-model ensemble simulations from the European Centre for Medium-Range Weather Forecasts (ECMWF), Meteo-France, and UK Met Office (UKMO) to predict the rainfall patterns over the region. These studies showed that while these GCMs have some skill in simulating summer rainfall patterns during ENSO years, the models, nevertheless, have no skill in simulating rainfall patterns during the neutral years. In addition, the studies also found that the GCMs can misrepresent the rainfall patterns in some ENSO years, especially when other factors alter the influence of the ENSO events on the rainfall pattern. For example, a multi-GCM ensemble forecasting system simulated below-normal summer rainfall instead of the above-normal summer rainfall that was experienced over Southern Africa during the El-Nino events of 1997/1998 and 2009/2010 (Richard et al., 2001; Landman and Beraki, 2010). Therefore, evaluating the GCM simulations using a classification of rainfall patterns that is based on the rainfall fields (rather than ENSO phases) may help identify the rainfall classes GCMs can adequately simulate, moderately simulate and those they will poorly simulate. Such knowledge can help improve understanding of how to interpret GCM output, as well as offer feed back to model development in order to improve the performance of GCMs over Southern Africa.
2.7 Spatial Variability of (High) Temperatures over Southern Africa

Hitherto, seasonal predictions of temperature variability (patterns) over Southern Africa have been based on ENSO events. Studies have shown that summer air temperatures are significantly cooler during La-Nina events than during El-Nino events over this region\(^{10,11}\) (Jury and Pathack, 1993; Raphael, 2003; Arblaster and Alexander, 2012). The theory behind this is that large scale climatic anomalies, which last for few months, are most likely to be a result of persistent large scale anomalies in the ocean-atmosphere behaviors (Rouault and Richard, 2005; Sheffield et al., 2009). These attract monitoring of ENSO events, as well as other tropical SST anomalies by the climate monitoring centers. However, studies have shown that it is not all La-Nina events that present significantly cooler temperatures and vice versa (Reason et al., 2005; Reason and Jagadheesha, 2005; Lyon and Mason, 2007 and 2009). In addition, ENSO events are not the only atmospheric tele-connection or climate indices that influence or modify Southern African climates (Lyon and Mason, 2007; Ujeneza and Abiodun, 2014). Studies such as Washington and Preston (2006) and Hansingo and Reason (2008) have shown that large scale advections of moistures from Atlantic and Indian Oceans (the main sources of moisture for the region) contribute greatly to influence or modulate summer climates, and by extension maximum air temperatures. In view of these, this study will classify the observed summer maximum air temperature anomaly patterns into spatial classes without any recourse to ENSO. The study will evaluate the capability of a GCM at reproducing the spatial classes of maximum air temperature anomalies (as proxy for high temperatures).

GCMs have proven to be capable of reproducing many important elements of observed temperatures, but with some limitations. For example, Lyon (2009) used observed daily maximum air temperature and their corresponding fields from three coupled models from the Coupled Model Inter-comparison Project Phase 3 (CMIP3) to examine the behavior

\(^{10}\) http://edmc1.dwaf.gov.za/library/Limpopo/Chapter2/Page17/Chapter2Page17.htm
\(^{11}\) http://www.grida.no/publications/vg/africa/page/3106.aspx
of heat waves; and found that onshore flows are associated with fewer heat waves while land trajectories are associated with several heat wave events over South Africa. Lyon (2009) however found that these processes are not well represented in low-resolution CMIP3 models. Recently, Lazenby et al. (2014) found that a coupled GCM predicts temperatures skillfully, only, when there is a high likelihood of experiencing extremely high air temperature during mid to late summer over Southern Africa. This is therefore bias on the part of the GCM used in that study. Conversely, studies have established the capability of some GCMs in simulating the spatial distributions of climate variables over Southern Africa with great confidence and reliability (e.g. Tadross et al., 2005; Hewitson and Crane, 2006; Browne et al., 2009; Landman and Beraki, 2010; Browne, 2011; Engelbrecht et al., 2013). Furthermore, newly developed GCMs are more comprehensive as they include more detailed representations of the ocean, land-surface, sea-ice, sulphate and non-sulphate aerosols, the carbon cycle, vegetation dynamics, and atmospheric chemistry, and at finer spatial resolution (Houghton, 2004; Randall et al., 2007; Flato et al., 2013). Therefore, using a GCM may be useful to simulate and classify summer maximum air temperature based on its spatial distributions, without recourse to ENSO or any phases of climate indices. The goal here is to identify classes of summer maximum air temperature that GCMs can simulate adequately, moderately and poorly.

2.8 How to Quantify Predictability of Seasonal Climate

There are many efforts on how to quantify the extent to which seasonal climates are predictable. For instance, Rowell (1998), Kumar et al. (2003) and Reichler and Roads (2004) investigated the temporal-spatial distribution of atmospheric predictability. They based their studies primarily on theoretical, statistical, and numerical models and gave qualitative estimates of atmospheric predictability, such as information on regions with either higher or lower predictability. It is however noted that model deficiencies strongly influence their estimates of atmospheric predictability.

Some studies have argued that the limit of atmospheric predictability varies from region to region. For example, Luo et al. (2005 and 2007), Luo (2008) and Keenlyside et al. (2008) showed that tropical climate signals have some degree of predictability from the
order of a few seasons to 1–2 years based on the current state-of-the-art fully coupled models. Luo et al. (2011) further showed that with a perfect warming trend and/or a perfect model, global surface air temperature and precipitation could be predicted beyond two years in advance with an anomaly correlation skill above 0.6. In addition, Li and Ding (2011) used a nonlinear local Lyapunov exponent algorithm to investigate temporal and spatial distributions of predictability limits of the daily geopotential height and wind fields. Although the relevance of the Lorenz two-dimensional vorticity equation that the study analyzed has earlier been disputed by Straus and Shukla (2005) and Rotunno and Synder (2008), Li and Ding (2011) nevertheless noted that limits of atmospheric predictability varies widely with region, altitude, and season; and concluded that limits of noticeable predictability of the daily geopotential height and wind fields are generally less than 3 weeks in the troposphere and approximately 1 month in the lower stratosphere. These imply that a three-dimensional structure of predictability limit exists in the atmosphere.

A large body of research has examined the factors contributing to reliable seasonal forecasts and simulations over Southern African, and South Africa in particular (e.g. Landman and Goddard, 2002, 2005; Johnston et al., 2004; Landman et al., 2005, 2009; Reason et al., 2005; Reason and Jagadheesha, 2005; Friederichs and Paeth, 2006; Landman and Beraki, 2010; Engelbrecht et al., 2013; Ratna et al., 2013; Ratnam et al., 2012, 2013). These studies used various RCMs, embedded in GCMs, at different resolutions and combinations that range from a multi- or single-model ensemble experimental setup to a combination of RCMs and observational datasets. These studies focused mostly on either quantification of internal variability and dynamics in an RCM (Reason et al., 2005; Engelbrecht et al., 2013); prediction and predictability of summer-time precipitation (Landman and Goddard, 2005; Landman et al., 2005; Landman and Beraki, 2010); statistical recalibration and predictions (Landman and Goddard, 2002; Ratnam et al., 2012); or, performance evaluations of statistical and dynamical downscaling of summer-time rainfall peaks and extremes (Landman et al., 2009; Ratna et al., 2013; Ratnam et al., 2013). Though, these studies have helped to improve the
understanding of seasonal climate but none of them have attempted to investigate whether the range of possible seasonal climate simulation or forecast varies from year to year. In addition, the theoretical range of forecasts, from a multi-ensemble RCM, for a variety of seasons over South Africa is still unknown. Also left unattended is the seasonal co-variability between SST anomalies, large-scale climate indices and variations in the ensemble spread, from multi-ensemble RCM simulations; assuming that inter-annual variation in ensemble spread is a reflection of variation in predictability of seasonal climate (Lawal et al., 2014).

In spite of documented efforts aimed at understanding and improving seasonal climate predictions, the aspect of whether the potential predictability (the extent to which a skilful forecast is possible) of climate over West and Southern Africa varies from one year to the next has so far been poorly addressed. The concept of potential predictability to be used in this study is similar to that of Boer (2000 and 2004). The concept suggests that the range of values covered by an ensemble of forecasts or simulations may vary not only as a function of the season but also as a slower function of time, ranging from year-to-year to multi-decadal trends. From a technical point of view, this can be investigated by determining whether long-term trends in the spread of inter-annual ensemble distributions is greater than might be expected from the sampling of a limited number of simulations. This is because there are high possibilities that significant long-term trends in the spread of the simulations could be driven by trends in surface conditions, particularly the anomalous ocean temperature state and by trends in external forcings on the climate system such as anthropogenic emissions. Contextual information on inter-annual variations of simulated skill is therefore necessary. This thesis will, in the context of a single forecasting model system, estimate what the theoretical range of forecasts is for a variety of seasons and establish the theoretical limits as to how much we may be able to improve seasonal forecasts. The study will also investigate the implications of the long-term trends in the potential predictability of seasonal climate.
Consequently, this study will quantify spreads in the ensembles of an RCM simulation over South Africa – a country that is influenced by both temperate and tropical climates. This study will examine the existence and importance of trends in the spread of climate simulations from an RCM that was driven by a dynamical atmospheric model and forced with observed changes in sea surface temperatures, sea ice concentrations and anthropogenic and natural external radiative forcing. Finally, this study will address contextual information on inter-annual variations of simulated skills and examine the co-variability between anomalies of SSTs, large-scale climate indices and variations in the spread of ensembles of atmospheric model simulations over South Africa. These will assist us to better understand the quantitative limits to which seasonal climate can be predicted over South Africa.

2.9 Advantages of Ensemble Forecasting Technique

Ehrendorfer (1997) and Palmer (2000) have shown that an ideal ensemble prediction system accurately accounts for all sources of forecast uncertainty. It provides an approach for integrating both initial conditions and model uncertainty into the forecast processes and at the same time accounts for flow dependence. It has been used to assess the quality of predictions resulting from imperfect initial conditions. Accuracy and reliability of forecasts have been improved through the use of ensemble systems that consist of members with perturbed initial conditions (Hamill and Colucci, 1997) and different physics (Stensrud et al., 2000; Stensrud and Yussouf, 2003; Jankov et al., 2005). On average, the mean of an ensemble of forecasts will, in general, have a smaller error than the mean error of any of the individual forecasts member (Murphy, 1988\textsuperscript{12}). In theory, this collection of simulations provides an estimate of the probability distribution of the future behavior of atmospheric variables conditional upon our grasp of the three factors listed in Section 1.5.2 – (1) a reliable simulation of land surface, ocean and atmospheric interactions; (2) knowledge of the initial state of the ocean, the land surface and the atmosphere and (3) knowledge of future changes in boundary conditions.

\textsuperscript{12} Murphy JM
2.10 Capabilities and Limitations of Climate Models

As this study intends to employ multi-ensemble simulations from climate models (GCM and RCM), it is therefore necessary to give overviews of their documented capabilities and limitations in real-time applications.

Studies have shown that the performances of climate models are characterized by both capabilities and limitations (IPCC, 2013). Climate models have been known for their capability to reproduce many important elements of observed climates over West and Southern Africa: e.g. the monsoon systems (Hourdin et al., 2010; Xue et al., 2010; Abiodun et al., 2011); the intra-seasonal and the inter-annual variability of rainfall (Sylla et al., 2009); sensitivity to global warming (Hulme et al., 1998); climate change (Hulme et al., 2001); influences of atmospheric tele-connections (Nicholson and Kim, 1997; Martin and Thornicroft, 2014); the spatial distributions of rainfall over West and Southern Africa (e.g. Tadross et al., 2005; Hewitson and Crane, 2006; Abiodun et al., 2011; Landman and Beraki, 2010; Engelbrecht et al., 2013); etc. Therefore, outputs from climate models have enabled us to study and understand, in the practical sense, many atmospheric variables and some aspects of climate system (IPCC, 2007).

On the other hand, some inherently known limitations of climate models include: uncertainties in local forcings and feedbacks (Hegerl et al., 2006 and 2007), these made it difficult for climate models to estimate the contribution of greenhouse gas increases to observed small scale temperature changes; poor depiction of El-Nino climate variability (Hulme et al., 2001); inability of climate models to account for dust, regional changes in land cover and biomass aerosol loadings (Hulme et al., 2001); and, their inability to simulate small-scale processes in anything other than bulk form (IPCC, 2007). Take GCMs as example, their simulations are of less use for some sectors that require high resolutions simulations (e.g. hydrology, agriculture, etc.). At regional and seasonal time-scales, these limitations have negative consequences on the outputs of GCMs. The limitations taint their reputations and erode confidence the end-users have in them. As GCMs are increasingly being considered for seasonal forecasting use, it is therefore
necessary to assess their capabilities, in reproducing spatial classes of the most important climate variables, rainfall and maximum air temperature, over West and Southern African regions. It is equally useful to examine the capability of this GCM in reproducing the atmospheric dynamics favouring the occurrence and dependency on atmospheric tele-connections of these classes. Knowledge of this is relevant to boosting the end-users’ confidence in GCMs. The knowledge will help to uncover the spatial characteristic of rainfall and temperature structures that tend to repeat on inter-annual time-scales over these regions. The knowledge will also avail us the opportunity to identify those classes of rainfall and temperature that GCMs can simulate adequately, those they can simulate moderately and those they cannot simulate at all.

2.11 Overview of Classification Technique

A classification technique is a statistical algorithm used to group or partition cases (such as data, individuals or objects) with similar characteristics into homogeneous sub-groups based on responses to the observed input variables (Fraley and Raftery, 1998; Gray and Neuhoff, 1998). There are many classification algorithms that are currently in use for scientific analyses. Among them are the Self Organizing Map (SOM: Kohonen, 1990; Heskes, 2001; Hewitson and Crane, 2002), the Principal Component Analysis (PCA: Reusch et al., 2005 and 2007), the k-Means Clustering (Pham et al., 2003 and 2005), etc.

K-means algorithm is a well known data clustering technique that requires the number of clusters in the data to be pre-specified. In this algorithm, appropriate number of clusters for a given data set depends on a trial-and-error process (Pham et al., 2003). This made it more difficult because of the subjective nature of deciding what constitutes the correct number of clusters (Hardy, 1996). PCA rotates dataset in such a way as to make the maximum variability within the dataset visible i.e. it identifies the most important classes and ignores the rest (Reusch et al., 2005 and 2007). This characteristic prevents users from really categorizing PCA as a clustering algorithm. This thesis utilizes SOM algorithm for classification of climate variability over West and Southern Africa.
2.11.1 Self Organizing Map (SOM) Algorithm

SOM is a neural network based clustering algorithm (Kohonen, 1990; Dermatines and Blayo, 1992; Fritzke, 1994; Su and Chang, 2000). It maps the weight of output data (the output nodes) to conform to the weight of the input data (the input nodes) and accounts for all the variability in the distribution of datasets (Hewitson and Crane, 2002; Schulz and Reggia, 2004; Reusch et al., 2005; Bishop, 2006). SOM calculates the winning nodes that are commonly referred to as the best matching unit (BMU). Any node found within the neighborhood radius of the BMU is regarded as output node. The output nodes in SOM algorithm, therefore, become like and connected to each input node; but are never connected to each other. In view of this, output nodes are ignorant of their nearest neighbor and will only update their weight based on what the input nodes are (Su and Chang, 2000; Barreto and Araujo, 2001; Heskes, 2001).

Studies have shown that SOM has some advantages over other classification and or clustering algorithms such as PCA and k-Means Clustering. For example, SOM algorithm accounts for all the variability in the datasets (Schulz and Reggia, 2004) while PCA mixes both known and unknown classes into single components and does not partition the variance among the components correctly. Classes generated from SOM need no post-processing as they are readily visualized (Bishop, 2006). SOMs algorithm allows users to specify the number of required classes as long as the matrix of rows and columns form a square or rectangular shape (Hewitson and Crane, 2002) while PCA presents wide range of choices which brings confusions. Unlike k-Means Clustering, SOM allows analyses of frequencies of occurrences and transitions (Cavazos, 2000). Furthermore, SOM algorithm is much more flexible than the other algorithms because of its iterative nature, and also because it locates nodes that span the data space. These make the outputs from SOM to be less dependent on a specific data distribution. In view of these, several studies, such as Hewitson and Crane (2002), Reusch et al. (2005 and 2007), Seefeldt et al. (2012), etc. have used SOM algorithm to extract spatial classes and or patterns from climatological datasets and they got robust results.
3 Data and Methods

This chapter describes the data and methods used in this thesis in two parts: the Part A and Part B. Part A discusses the datasets and the methods used to study the spatial variability of seasonal climates over West and Southern African regions; while, Part B explains the datasets and methodology used to analyze the trends in the potential spread of seasonal climate simulations over South Africa.

3.1 Part A: Datasets (Observations, Reanalysis and Simulations)

Three types of datasets analyzed to understand the spatial variability of seasonal climates over West and Southern Africa are the monthly observation from the Climate Research Unit (CRU) of the University of East Anglia; reanalysis obtained from the 20th century reanalysis datasets; and, simulations from a GCM multi-analysis ensemble (the Community Atmospheric Model version 5.1; hereafter known as CAM). Variables obtained for each category of datasets are listed in Table 3.1. Observed rainfall and maximum air temperature were used to evaluate the simulations over West and Southern African regions and also for the classification of spatial patterns of seasonal rainfall and temperature; while other variables were used to obtain the composites of the atmospheric dynamics associated with these classes. The vertical profiles, from 1000 to 100hPa level, of some atmospheric variables were also obtained in order to allow for analyses of upper level dynamics (Table 3.1).

These datasets have different resolutions. Observed variables have a horizontal grid resolution of 0.5°x0.5° longitude-latitude while the extended reconstructed SST datasets have a horizontal resolution of about 2°x2°. Reanalysis datasets, based on historical data, have horizontal resolution of about 200km. Simulations from CAM have a resolution of about 1°x1° and all parameterizations have been tuned for optimal performance at this resolution. Therefore, for uniformity, all simulated (CAM) and reanalysis datasets were
re-gridded to match the horizontal resolution of the observation dataset before they were analyzed.

The time series of all datasets used in the analyses spans from December 1960 to August 2005. Therefore, for example, the 1961 austral summer season is represented by the average of December 1960, January 1961 and February 1961. Similarly, the 1961 boreal summer is represented by the average of June, July and August, all of 1961; while the 1961 boreal spring season is represented by the average of March, April and May 1961, and so on.

3.1.1 Description of CAM
CAM is the most recent in a sequence of global atmosphere models originally developed at the National Center for Atmospheric Research (NCAR). It is technically different from previous family members (e.g. CAM3, 4 and 5.0: Collins et al., 2004\textsuperscript{13}; Neale, 2010). CAM has new feature designs in its physics, chemistry and dynamics packages (Eaton, 2010). The physics package (which consists of turbulent mixing processes, cloud and radiation calculations, moist processes, and surface models) provides a less expensive configuration; the chemistry package accounts for short wavelength photolysis in tropospheric chemistry, lengthens the unstructured grid functionality to modal aerosol package and gives flexibility to the units of the emissions datasets; while the dynamics package alters outputs for all high resolution simulations using finite volume dynamic core. Here, the finite volume dynamic core uses a conservative flux form of the semi-Lagrangian scheme in the horizontal to solve the equations for horizontal momentum, pressure thickness, transportation of constituents (e.g. water vapor), and potential temperature (Lin and Rood, 1996). To represent non-convective clouds, CAM uses a bulk microphysical parameterization scheme (Zhang et al., 2003) combined with prognostic condensate scheme (Rasch and Kristjánsson, 1998). It utilizes a mass flux scheme to represent shallow convection (Hack, 1994); uses a plume ensemble scheme to parameterize deep convection in the moist processes (Zhang and McFarlane, 1995); and,

\textsuperscript{13} http://www.cesm.ucar.edu/models/atm-cam/docs/description/description.pdf
the Sundqvist (1988) scheme for evaporation of convective precipitation as it falls toward the surface. Detailed descriptions of CAM physics parameterizations can be found in Eaton (2010).

We selected CAM for this project because there are ongoing efforts to include the model as part of multi-model forecasting system over West and Southern Africa by the Climate Systems Analysis Group (CSAG\textsuperscript{14}) and other research institutions in Southern and West Africa (Klutse et al., 2015). These institutions are seeking for ways to improve their seasonal forecasts and this requires comprehensive studies of models. However, before adding CAM into the multi-model forecasting system it is essential to identify its weaknesses by evaluating how well it reproduces the rainfall and maximum air temperature characteristics over these important regions of Africa. By so doing, this thesis extends the work of Klutse et al. (2015). While Klutse et al. (2015) studied how well the Community Atmospheric Model (version 3: CAM\textsuperscript{15}) reproduces the inter-annual variability of rainfall over four selected areas in Southern Africa; this thesis investigates the capabilities of 50-member ensembles of CAM in reproducing the characteristics of the rainfall and maximum air temperature classes and or groups identified under the first aim, over West and Southern African regions.

All the CAM used in the study are forced with observed monthly mean sea surface temperature (SST) in accordance with the Atmospheric Model Inter-comparison Project (AMIP) experimental protocol (Gates, 1992). All simulated monthly variables from CAM have 50 ensemble members each; a resolution of about 1° x 1°; differ only in their initial perturbations; and, are continuous for half a century (i.e. from January 1959 to December 2008).

\textsuperscript{14}http://www.csag.uct.ac.za/
\textsuperscript{15}http://www.cesm.ucar.edu/models/atm-cam/
Table 3.1 List of observation, reanalysis and simulation datasets used in this study

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level</th>
<th>Ensemble member</th>
<th>Source and reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum air temperature</td>
<td>Near surface (2m)</td>
<td>NA</td>
<td>University of East Anglia Climate Research Unit (CRU, version TS3.22; New et al. 2000; Mitchell and Jones, 2005; and Harris et al., 2013; <a href="http://badc.nerc.ac.uk/data/cru/">http://badc.nerc.ac.uk/data/cru/</a> and <a href="http://www.cru.uea.ac.uk/cru/data/">http://www.cru.uea.ac.uk/cru/data/</a>)</td>
</tr>
<tr>
<td>Rainfall</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Total cloud fraction</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Extended reconstructed sea surface temperature (SST)</td>
<td>NA</td>
<td>NA</td>
<td>National Oceanographic and Atmospheric Administration, USA (Parker et al., 1994; Reynolds et al., 1994; Kaplan et al., 1998; Smith et al., 2008; <a href="http://www.esrl.noaa.gov/psd/data">http://www.esrl.noaa.gov/psd/data</a> and <a href="http://www.esrl.noaa.gov/psd/data/climateindices/">http://www.esrl.noaa.gov/psd/data/climateindices/</a>).</td>
</tr>
<tr>
<td>Climate indices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertical velocity (omega)</td>
<td>1000 – 100hPa</td>
<td>NA</td>
<td>20th century reanalysis data provided by the Physical Science Division of the Earth System Research Laboratory – NOAA/OAR/ESRL PSD, Boulder, Colorado, USA (Compo et al., 2011; <a href="http://www.esrl.noaa.gov/psd/">http://www.esrl.noaa.gov/psd/</a>)</td>
</tr>
<tr>
<td>Zonal (u) wind profile</td>
<td>1000 – 100hPa</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Meridional (v) wind profile</td>
<td>1000 – 100hPa</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Air temperature profile</td>
<td>1000 – 100hPa</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Specific humidity</td>
<td>1000 – 100hPa</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Mean sea level pressure</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Reanalysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum air temperature</td>
<td>Near surface (2m)</td>
<td>50</td>
<td>The Community Atmospheric Model (CAM – version 5.1) from the Earth System Grid Federation data portal (Eaton, 2010; Neale, 2010; <a href="http://portal.nersc.gov/e20c/data/LBNL_1degree/All-Hist/est/v1-0/mon/atmos/">http://portal.nersc.gov/e20c/data/LBNL_1degree/All-Hist/est/v1-0/mon/atmos/</a>)</td>
</tr>
<tr>
<td>Rainfall</td>
<td>NA</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Vertical velocity (omega)</td>
<td>1000 – 100hPa</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Zonal (u) wind profile</td>
<td>1000 – 100hPa</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Meridional (v) wind profile</td>
<td>1000 – 100hPa</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Air temperature profile</td>
<td>1000 – 100hPa</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Specific humidity</td>
<td>1000 – 100hPa</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Total cloud fraction</td>
<td>NA</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Mean sea level pressure</td>
<td>NA</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NA = Not Applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.1.2 Climate Indices
Influences of some climate indices on the climate of West and Southern Africa are examined in this study. Table 3.2 gives brief descriptions of the climate indices considered in this study and their major source (the web portal\textsuperscript{16} of the Physical Science Division (PSD) of the National Oceanographic and Atmospheric Administration, Boulder, Colorado, USA: Reynolds et al., 1994; Kaplan et al., 1998; Smith et al., 2008). In this study, we enumerate the positive and negative phases of each climate index that correspond to the occurrence of each rainfall and temperature class (observed and simulated) and expressed it as a percentage of the overall events.

3.1.3 Method: The Self Organizing Map (SOM) Algorithm
This study classifies rainfall and maximum air temperature spatial distributions with the aid of the Self Organizing Map (SOM) algorithm. The algorithm software, SOM-PAK 3.2, is freely available via the web portal\textsuperscript{17} of the Helsinki University of Technology. Details on the installation of the software can be found via http://www.isegi.unl.pt/ensino/docentes/fbacao/som_pak.pdf and in Kohonen et al. (1995). For the present study, we applied SOM on a dataset that combines the seasonal rainfall and maximum air temperature anomalies from CRU and CAM (i.e. 50-member simulations and the ensemble mean).

Many SOMs classifications were carried out to aid computational stability, avoid class blending and over-generalization. Initially, large matrixes of classes were specified in the SOM algorithm for the rainfall and maximum air temperature anomaly datasets e.g. a 4x4 SOMs archetype. We however discovered that some classes were repeated as they have spatial correlations of more than 0.90 with spatially similar classes. In addition, the frequencies of occurrences of some classes are 0%. Specifications of 4x3 and 3x3 SOMs archetypes did not solve these problems until a 3x2 archetype was specified. The resulting six spatial classes of rainfall and temperature anomalies from the 3x2 SOMs archetype then form the basis of analyses in this study.

\textsuperscript{16} http://www.esrl.noaa.gov/psd/data/climateindices/
\textsuperscript{17} http://www.cis.hut.fi/research/som_pak/
Before the SOM analyses, we divide each CAM simulation (including the ensemble mean) by the factor (normalized standard deviation) with which the simulation (averaged over West and Southern Africa) over-estimates the observed rainfall and maximum air temperature anomalies. If these divisions are not done, the large variability of the simulated rainfall and temperature will dominate that of the observation in the SOM analyses and distort the results of the analyses. However, the divisions do not affect the signs of the spatial or temporal variability of the simulated rainfall and temperature anomalies, which are needed in this study. Contributions of CRU and CAM (ensemble mean and ensemble members) datasets to each spatial class of rainfall and temperature anomaly from SOM classifications were then evaluated and assessed.

3.1.4 Synchronization
We computed and compared the inter-annual (and decadal) variability of the spatial classes of the observed and simulated rainfall and maximum air temperature. These enable us to study (and discuss) the transition and persistence of rainfall and temperature classes in both observation and simulations. Synchronization ($\eta$), defined by Misra (1991) as

$$\eta = \left(\frac{n'}{n}\right) \times 100\%$$

is used to quantify how well the model simulate (or capture) the timing of the observed rainfall and maximum air temperature classes. $n'$ is defined as the number of years in which the simulated rainfall and temperature classes are the same with their respectively observed classes while $n$ is defined as the total numbers of years under study (i.e. 45 years: 1961 – 2005). $\eta = 0\%$ if the simulated classes are opposite in sign with the observation (i.e. no synchronisation), while $\eta = 100\%$ if all the simulated classes are of the same sign with observation (i.e. perfect synchronisation). Several studies e.g. Tozuka et al. (2013), Araujo et al. (2014), Klutse et al. (2015), Matthew et al. (2014), etc have also used synchronisation to evaluate the accuracy of phase changes between models and observation datasets.
<table>
<thead>
<tr>
<th>Climate index</th>
<th>Abbreviation</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antarctic Oscillation</td>
<td>AAO</td>
<td>Normalized difference in the zonal mean sea-level pressure pattern between 60°S and 40°S. It is a measure of equator-ward / pole-ward shifts in the southern mid latitude storm track. Source: <a href="http://www.esrl.noaa.gov/psd/data/20thC_Rean/data/timeseries/monthly/AAO/">http://www.esrl.noaa.gov/psd/data/20thC_Rean/data/timeseries/monthly/AAO/</a></td>
<td>Kalnay et al. (1996), Thompson and Wallace (2000), Rayner et al. (2003)</td>
</tr>
<tr>
<td>Atlantic Multi-decadal Oscillation</td>
<td>AMO</td>
<td>An unsmoothed index of the North Atlantic temperatures with great effects on temperatures and rainfall over major parts of the Northern Hemisphere. Its area weighted average was computed over the North Atlantic between the equator to 70°N. Source: <a href="http://www.esrl.noaa.gov/psd/data/timeseries/AMO/">http://www.esrl.noaa.gov/psd/data/timeseries/AMO/</a></td>
<td>Martin and Thornicroft (2014)</td>
</tr>
<tr>
<td>Benguela Nino</td>
<td>BEN</td>
<td>Measure of SST anomaly gradient by Tropical Southern Atlantic Index (TSA) over the southern parts of equatorial Atlantic Ocean. Source: <a href="http://www.esrl.noaa.gov/psd/data/correlation/tsa.data">http://www.esrl.noaa.gov/psd/data/correlation/tsa.data</a></td>
<td>Enfield et al. (1999), Williams et al. (2008)</td>
</tr>
<tr>
<td>Indian Ocean Dipole</td>
<td>IOD</td>
<td>A shift of SST between positive, neutral and negative phases over the western and eastern Indian Ocean. Constructed from SST variability over the Indian Ocean 35°E – 115°E and 25°S – 20°N domain using the methodology of Behera and Yamagata (2001).</td>
<td>Annamalai et al. (2005), Izumo et al. (2010)</td>
</tr>
<tr>
<td>Tropical Southern Atlantic</td>
<td>TSA</td>
<td>Several idealized climate model experiments shows that TSA exhibits a self-evident boost in daily rainfall and rainfall extremes over southern Africa, via locally-based effects such as increased convection and remotely-based effects such as an adjustment of the Walker-type circulation. Source same as BEN.</td>
<td>Enfield et al. (1999), Williams et al. (2008)</td>
</tr>
<tr>
<td>Reconstructed Tropical</td>
<td>rTAI</td>
<td>rTAI dataset is similar to those of Tropical Northern and Southern Atlantic Indices (respectively TNA and TSA) described by Enfield et al. (1999). It is a</td>
<td>Enfield et al. (1999)</td>
</tr>
<tr>
<td>Atlantic Index</td>
<td>measure of SST anomaly gradient over the Equatorial Atlantic; its construction is however restricted to SST anomalies over the Atlantic Ocean rectangular domain 10°E–20°W and 10°S–5°N in this study.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.2 Part B: Simulation Datasets

Multi-analysis ensembles from the Hadley Centre Regional Model version 3P (hereafter known as HadRM3P) are the simulated datasets used to study the “Trends in the potential spread of seasonal climate simulations over South Africa”. Climate variables from HadRM3P consist of monthly precipitation and near surface air temperature. The simulations were run under the weather@home/SAF\textsuperscript{18,19} project using the climateprediction.net (CPDN) facility hosted by the University of Oxford. The project runs the global atmospheric model HadAM3P-N96 that drives the nested regional atmospheric model HadRM3P (Jones et al., 2004) over the Southern African domain. The CPDN framework allows simulations to be run on volunteered home personal computers around the world, thus permitting uniquely large ensemble sizes.

HadRM3P simulations are forced with observed changes in sea surface temperatures, sea ice concentrations and anthropogenic and natural external radiative forcing. They are also constrained every 6 hour with lateral boundary conditions supplied by the global atmospheric model. Simulations are run in 1-year segments (starting from 1 December, ending on 30 November) from December 1959 through to November 2010. Simulation sequences are formed by starting new segments from the final state of a simulation for the previous year. Conclusions for December are subject to the rate at which simulations diverge from their perturbed initial states because some of the simulations retained are at the start of a sequence. Those initial states at the start of simulation sequences are random and have no intended relevance to the actual weather observed on that date. This experimental setup is very similar to the Atmospheric Model Intercomparison Project (AMIP: Gates 1992; Zwiers, 1996; Frei and Robinson, 1998). However, it is regionally downscaled to a spatial resolution of 50 km to account relatively better for topographic details that can be very relevant in mountainous South Africa.

\textsuperscript{18} http://www.climateprediction.net/weatherathome /regions/
\textsuperscript{19} http://weatherathome.org
For this study, the simulations are regarded as hindcasts with perfect skill in forecasting the oceanic and radiative forcing states. However, they have no additional skill in forecasting the atmospheric state beyond what is imposed by the oceanic and radiative boundary conditions. We use 100 simulations per month; subsets of simulations have been rejected because output from at least one of their twelve months fails quality-control tests. These ensembles have two unique advantages: (1) a large sample size that allows more precise sampling of the climate distributions and, (2) a relatively high spatial resolution that allows more detailed analysis within South African territory. This combination of large ensemble size and high spatial resolution has so far only been achieved using the HadAM3P-N96/HadRM3 port on the CPDN facility.

### 3.2.1 Analysis Procedures

Ensemble spreads are quantified in this study using two measures – the standard deviation (StdDev) and the 10–90th percentile range. StdDev has three distinct features: it describes all of the data; it can be estimated reliably from small samples of the simulations; but, it is also very sensitive to outliers. The 10–90th percentile range, the distance between the 90th and 10th percentile values of the ensemble populations, can essentially be considered the opposite of StdDev in all these three distinct aspects. While interpretation of observed values within the context of StdDev variations requires the assumption of some distributional form, the 10–90th percentile range does not require such an assumption. With these differences, the two measures are complementary and thus give an indication of the sensitivity of conclusions to the particulars of how ensemble spread is measured. Therefore, analysis of spreads of ensembles of simulations from the regional model as depicted in Chapter 8, Section 8.2, will be carried out using these measures.

In order to ascertain the existence of inter-annual variation in the spread of seasonal climate simulations over South Africa, linear trends are evaluated from time series of these two measures of spread. A Monte-Carlo bootstrap resampling method, in line with Buckland (1983), Johnson (2001) and Buhlmann (2002), is used to characterize sampling uncertainty in the results. The values from available simulations for each year are
selected at random, with replacement, and the calculations performed again on these resampled data. The process is repeated 1000 times.

Investigation of “Trends in the potential spread of seasonal climate simulations over South Africa” in this thesis will focus on the Republic of South Africa; a relatively dry country with variable rainfall regimes (Johnston et al., 2004; Kruger, 2006). The country’s climatic conditions range from temperate in the southwest and the interior plateau to subtropical in the northeast. Results will be presented on the basis of the republic’s nine provinces depicted in Figure 3.1, because many operational decisions in water resource and agricultural management are made administratively at the provincial level. Secondly, there is sharp climate variability from one province to the other (Figure 1.1), although it is acknowledged that the provincial borders do not correspond precisely to borders of regions with different seasonal climate regimes.

It is also important to note that de-trending operations were carried out on the measures of spread and the observed SST during the investigation of the relative role of SSTs and large scale climate indices as predictors of inter-annual variability of spreads in seasonal climate. The reason for de-trending is because this study is interested in the year to year variability relevant to seasonal forecasting rather than the long-term trends. However, analyses without the de-trending showed negligible differences.
Figure 3.1 Map of the Republic of South Africa showing its provinces: ECP – Eastern Cape Province; FSP – Free State Province; GGP – Gauteng Province; KZP – KwaZulu Natal Province; LMP – Limpopo Province; MLP – Mpumalanga Province; NCP – Northern Cape Province; NWP – North West Province and WCP – Western Cape Province. Provincial abbreviations used here are unique to this study. Source: Council for Scientific and Industrial Research (CSIR) Satellite Applications Centre.
RESULTS AND DISCUSSIONS
4 Characteristics of Summer Rainfall Patterns over West Africa

This chapter presents and discusses the results of our analysis on the characteristics of summer (boreal) rainfall classes over West Africa, as observed by CRU and simulated by CAM. It starts by evaluating the performance of CAM in simulating the climatology of the summer rainfall pattern. Then, it describes the characteristics of the six dominant summer rainfall (anomaly) classes over the region and evaluates how well CAM reproduces them. The six dominant classes were obtained using SOM analysis as described in Chapter 3. The characteristics of the dominant summer rainfall classes considered include their inter-annual and decadal variability, transition, and persistence. The chapter also studies the influence of atmospheric tele-connections on the observed and simulated classes, and examines the capability of CAM in reproducing the atmospheric dynamics that produces each summer rainfall classes.

4.1 Climatology of Summer Rainfall Patterns

Figure 4.1a shows that in most years the inter-annual variability of the simulated summer rainfall (averaged over West Africa), produced by CAM ensemble members, envelope the observed (CRU) summer rainfall. Exceptions are in 1982 and 1997 when CRU is outside the spread of the ensemble members. However, ensemble mean values are very close to, or sometimes the same with, the observed values. Normalized standard deviations of all ensemble members are greater than that of the ensemble mean because the averaging filters out the simulated variability. For example, Figure 4.1b shows that the discrepancy between the ensemble mean and CRU is smaller (< 4.6) than the discrepancies between individual ensemble members and CRU (generally > 4.7). Furthermore, the figure also shows that the relationship between the ensemble members and the observation is linear, as the correlations between them range from 0.4 to about 0.67. Similarly, the correlation between the ensemble mean and the observed rainfall variability is moderate (r = 0.63). All these imply that model give a realistic simulation of the inter-annual variation of the summer rainfall (area averaged) over West Africa.
Figure 4.1 (a) Inter-annual variation of boreal summer rainfall (anomaly; mm day\(^{-1}\)), averaged over West African sub-region. (b) Taylor diagram, of panel a, showing the normalized standard deviations and the correlation coefficients of CAM ensemble mean (red star), ensemble members (blue triangles) and CRU (black semi-circle). The normalized standard deviations and correlations are with reference to CRU observation.

The observed mean annual cycle of rainfall over West Africa exhibits three different periods – the onset, the zenith and the cessation (Figure 4.2a). The onset period marks the northward movement of the rain belt from the coast to about 7°N within the months of March and May. The zenith period is characterized by the northernmost extension of rain
belt to between 8 - 15°N within the months of June to August. This is the period of high rainfall amounts over the Sahel. The period is however accompanied by a pause in rainfall intensities along the coastal parts of the sub-region. The cessation period marks the retreat of rain belt towards the equator from the month of September. Monthly variation of rainfall closely follows the latitudinal positions of the Inter-Tropical Discontinuity (ITD: an imaginary zone, boundary or line at the surface where the dry continental winds meet the moist maritime winds) and the African Easterly Jet (AEJ: a moderate stream of wind between 700 and 600hPa levels). Figure 4.2b shows that CAM captures the mean annual cycle of rainfall and the core values of AEJ. However, the simulated northernmost extension of rain belt is between 9 - 17°N while the northernmost position of ITD in CAM is around 23°N contrary to around 21°N in observation. These findings are consistent with previous studies such as Le Barbe et al. (2002) and Omotosho and Abiodun (2007).

The observed rainfall distribution over West Africa, during boreal summer season, ranges from maximum along the coastal areas to tropical aridity climates as rain transverses hundreds of kilometers further inland (Figure 4.2c). In this season, the rain belts are mainly dominated by maritime south-westerly components of the winds while the zones of aridity are dominated by continental north-easterly components at 850hPa level. CAM captures the zones of maximum rainfall along the coastal axes of Guinea, Sierra Leone, Liberia and southern parts of Nigeria-Cameroon borders (Figure 4.2d). CAM also captures the north-south rainfall gradients and the zones of aridity. CAM gives realistic simulation of the boreal summer trade winds over West Africa at 850hPa level, i.e. it reproduces both the maritime south-westerly and the continental north-easterly components of the trade winds. The only exception is that the trade winds are a bit stronger in the model than the observation, especially over the Atlantic Ocean (Figure 4.2d). Studies have shown that these wind patterns provide good background for the formations of boreal summer rainfall and the associated convective cloud bands that produce most rainfall over West Africa (Sultan and Janicot, 2000 and 2003; Jenkins et al., 2002).
Figure 4.2e shows that convergence of vertically integrated moisture flux is observed over most of the inland regions of West Africa. The convergence overlaps with the location of rainfall activities, while the divergence is more dominant over the Atlantic Ocean. The southerly components of the vertically integrated moisture flow paths transport moisture from the Atlantic Ocean into the sub-region and the convergence of the moisture results in uplifting and consequently, rainfall. The moistures are however gradually advected westward as soon as they are offshore and rapidly as they approach or go beyond 12°N. Figure 4.2f shows that CAM reproduces the vertically integrated moisture flux convergence, but with greater magnitudes along the coast lines. CAM also captures the westward advections of the vertically integrated moisture flow paths.

Figure 4.2(g and h) depicts the vertical structures of the monsoon system during its peak in August when strongest signals in the West African circulations are captured. Observation, Figure 4.2g, shows three distinct wind systems that are essential for rainfall mechanisms over West Africa: the low level westerly components of the monsoon flow which transports moisture from the Atlantic Ocean into the sub-region; the AEJ at around 700 – 600hPa levels; and, the Tropical Easterly Jet (TEJ), which is nearly twice as strong as AEJ, towards 250 – 150hPa levels. Vertical velocity profile south of 30°N show four local extremes. The first is a descent region around 26°N northward. The second is characterized by low level dry ascent centered between 19° – 24°N at below 600hPa level. It corresponds to the position of ITD. The third is a much deeper (i.e. 850 – 200hPa levels) region of ascent between 8° – 18°N, it corresponds to the position of Inter-Tropical Convergence Zone (ITCZ). The last is a deep descent region centered over the equator up to about 8°N; this is responsible for the brief cessation in rainfall intensities along the coastal parts of the sub-region in August. Figure 4.2h shows that CAM captures the low level westerly components of the monsoon flow, including its vertical and latitudinal extents. CAM also reproduces both the AEJ and TEJ, though the TEJ is stronger in CAM while the AEJ is weaker. The vertical and latitudinal extents of the four local extremes of vertical velocity are also reproduced by CAM. Therefore, the realistic
simulations of these features indicate that CAM captures most of the atmospheric dynamics of the summer rainfall over West Africa.

**Figure 4.2 (Top row)** Time-latitude cross section of monthly mean rainfall (shaded; mm day\(^{-1}\)) and the corresponding wind speed at 600 hPa level (dashed contour; ms\(^{-1}\)), averaged over 10°W to 10°E. **(Second row)** Mean boreal summer rainfall (shaded; mm day\(^{-1}\)) and the corresponding wind directions (arrows) at 850hPa level over West Africa. **(Third row)** Mean summer vertically integrated moisture flux convergence (shaded; x10\(^{-5}\) s\(^{-1}\)) and the corresponding vertically integrated moisture flow paths (arrows) over West Africa. **(Bottom row)** Mean vertical profile of the monsoon system in August. Zonal wind (contour; ms\(^{-1}\)) and vertical velocity (shaded; x10\(^{-2}\) Pa s\(^{-1}\)) averaged over 10°W to
10°E. Observations and simulations are respectively on the left and right columns while the location of the ITD (the contour of the zero meridional wind at the surface) is indicated by the black solid line in panels a and b.

4.2 Dominant Classes of Rainfall over West Africa in Summer

Figure 4.3 presents the SOMs archetype (2x3 nodes) of the observed (CRU) and the simulated (CAM) summer rainfall anomaly classes over West Africa. These are regarded as the dominant summer rainfall classes over the region. A close examination at the figure shows that the six spatial classes can be categorized into three groups such that each group contains two opposite spatial rainfall classes. Nodes 1 and 6 are categorized as the first group (FG). Node 1 features positive rainfall anomalies that transverse from the coastal regions to around 12°N and longitudinally from south-central Cameroon to Sierra Leone and southern parts of Mali, negative rainfall anomalies over south Senegal – west Guinea axes, and neutral conditions over the rest of the sub-region. Spatial rainfall anomaly class in Node 6 features the opposite of Node 1. Within 1961 – 2005, CRU shows that Node 1 accounts for about 16% of summer rainfall anomaly classes while Node 6 accounts for 11%. Node 1 is adequately simulated by CAM, i.e. ensemble members and ensembles mean agree with CRU on the frequency of occurrence of Node 1. However, CAM overestimates the frequency by 6-9% in Node 4.

The second group (SG) is characterized by rainfall anomalies of one sign throughout West Africa. In this group are Nodes 3 and 4. Spatial rainfall anomaly class in Node 3 features sub-zero rainfall anomalies that cover almost the entire sub-region. Spatial rainfall anomaly class in Node 4 features the opposite of Node 3. While CAM ensemble mean and the average of individual ensemble members simulate good statistics of CRU in Node 3, they however overestimate the frequency of occurrence of the rainfall anomaly class in Node 4. Classes in SG are similar to no-dipole classes found by Nicholson and Webster (2007), and Nicholson (2009).
Nodes 2 and 5 are in the third group (TG). The group features north-south dichotomy of rainfall anomaly classes. Spatial rainfall anomaly class in Node 2 features below-normal rainfall anomalies over the Sahel, to the north, and neutral condition along the Gulf of Guinea, to the south. The core of negative rainfall anomalies is concentrated over Senegal-Guinea axes. Spatial rainfall anomaly class in Node 5 features wetter Sahel; and, drier coastal areas with cores of wetness and dryness over Senegal-Guinea axes and Liberia – south Cote d’Ivoire axes respectively. CAM underestimates the frequency of occurrence of rainfall anomaly classes in this group. For instance, CRU indicates that Node 2 accounts for 18% of summer rainfall classes within 1961 – 2005 while Node 5 accounts for 20%. Meanwhile, CAM suggests that Node 2 only accounts for 9% (ensemble mean) and 14% (ensemble members), while Node 5 accounts for only 13% (ensemble mean) and 16% (ensemble members). Spatial rainfall anomaly classes in TG are similar to those found by Janicot (1992), Fontaine and Janicot (1996), Ward (1998), etc.

Figure 4.3 SOM classifications of unified spatial patterns of observed (CRU) and simulated (CAM) boreal summer rainfall (anomalies; mm day$^{-1}$) over West Africa. Class numbers are written on the upper left sides of each panel while the frequencies of occurrences (%) are shown on the lower left, middle and right respectively for CRU, CAM ensemble mean and the average of individual ensemble member simulations.
4.3 Inter-annual Variability of the Dominant Summer Rainfall Classes over West Africa

There are differences on how ensemble mean and ensemble members capture the inter-annual variability of dominant rainfall classes depicted in Figure 4.3. Figure 4.4(a, b) shows that ensemble mean, in agreement with CRU, simulates Node 1 four times, Nodes 2, 5 and 6 once each, Node 3 six times and Node 4 twice (Figure 4.4b). This means that CAM ensemble mean correctly reproduced the observed spatial rainfall anomaly classes in 15 summers, out of 45. Meanwhile, there are only 7 summers where ensembles members disagree with CRU, i.e. when none of the ensemble members simulate the observed class (Figure 4.4a). These imply that ensemble mean has about 33.3% synchronization with CRU while at least one ensemble member will reproduce the right spatial class 84% of the time.

All the 50 ensemble members simulated identical class (Node 1) with CRU in 1963 (Figure 4.4a, b). Similarly, the figure shows that the same numbers of ensemble members agree with both ensemble mean and CRU each time there is agreement between them. This implies that rainfall anomalies in the correct ensemble members dominate those in the wrong members. Nevertheless, Figure 4.4(a, b) suggests that a minimum of 44% of ensemble members (i.e. 22 members) are required for ensemble mean to correctly simulate any of the six observed spatial rainfall anomaly classes over West Africa.

Figure 4.4(a, b) shows that ensemble mean capture some of the transition and persistence of spatial rainfall anomaly classes. Here, persistence means a repetition of the rainfall class consecutively, while transition means change in the rainfall class. For example, ensemble mean reproduces the transition of Node 1 in 1963 to Node 5 in 1964, and then to Nodes 4 and 1 in 1965 and 1966 respectively. Similarly, it also capture the transition of Node 1 in 1989 to Node 3 in 1990, and then to Nodes 2 and 6 in 1991 and 1992 respectively. It however fails to capture the transition of Node 6 in 1978 to Node 1 in 1979, and then to Nodes 2 and 5 in 1980 and 1981 respectively. Ensemble mean also

Observationally, the most persistent rainfall anomaly class is Node 3 (Figure 4.4a, b). Node 3 also has the highest cases of persistence. Ensembles mean however shows that Nodes 1 and 3 are the most persistent nodes; while Nodes 3 and 6 have highest cases of persistence. However, analyses from ensemble members show that Node 3 is the most persistent node and that it is also the node with highest cases of persistence (Figure 4.5). This implies that Node 3 has the greatest tendency to re-occur in the following summer and at the same time persist anytime it occurs than any other nodes. This explains why the sub-region, which thrives on rainfall for all aspects of its socio-economic life, has been struggling with rainfall related disasters.
Figure 4.4 Inter-annual variability of spatial classes of rainfall anomalies (mm day$^{-1}$), depicted in Figure 4.3; (a) as simulated by 50 CAM ensemble members, CAM ensemble mean (upper bottom row) and observation (CRU: bottom row) and (b) an enlarged last two bottom rows of panel a showing the ensemble mean (upper row) and the observation (bottom row) (the numbers in brackets (i.e. 1 – 6) show the nodes of rainfall classes while the colours indicate the mean rainfall anomalies over the sub-region. The number under the nodes shows the number of the ensemble members that agree with CRU observation or with the CAM ensemble mean simulations on the rainfall class).
Figure 4.5 also shows that 40% of the ensemble members (i.e. 20 ensemble members) have higher synchronization than the ensembles mean. Here, the fifth simulation (SIM05) has the highest synchronization with CRU (i.e. $\eta = 42\%$). The implication of this is that SIM05 captures more rainfall classes than the ensemble mean and any other ensemble members. Therefore, generating an ensemble mean based on performance of individual ensemble members and on the use of different weighting function may give better results than uniformly averaging the members to produce the ensemble mean.

4.4 Decadal Frequency of Dominant Summer Rainfall Classes over West Africa

Figure 4.6 shows that some rainfall classes are frequent; some are recent while some are rare. Rainfall classes in FG have a combination of frequent and rare occurrences. For example, Node 6 occurs only in two decades – 1970s and 1990s, therefore rare. Node 1 occurs every decade except 2000s, hence frequent. While ensemble mean captures the frequentness of Node 1, it does not reproduce the rarity of Node 4. It instead shows that Node 6 is frequent and recent. Node 3 in the SG is recent and frequent as well. It occurs in all decades except 1960s. It has its maximum frequency of occurrence, the highest recorded by any class, in 1970s (4 events). In a warming atmosphere, the recent and frequent nature of Node 3 is consistent with the findings of Zhang et al. (2007) and Stott et al. (2010). It is also consistent with the decadal drying phase observed over the sub-region in 1970s (Folland et al., 1986; Hoerling et al., 2006). Its opposite class, Node 4, is rare. However, ensemble mean does not capture the rarity of Node 4 while it captures the recentness and frequentness of Node 3. Spatial rainfall anomaly classes in TG are frequent, as well as recent in nature. TG’s Node 2 occurs almost in all decades, except 1960s and has its maximum occurrences through 1980s and 1990s. Node 5 also occurs in all decades except 1970s. It’s the only node that has its maximum occurrences in 2000s after similar occurrences in the 1960s. On the contrary, ensemble mean shows that spatial rainfall anomaly classes of TG are in fact rare.
Figure 4.5 Synchronization (%) and persistence (nodes) of the simulated spatial classes of rainfall in reference to observation. The blue arrow points to the ensemble member with the highest synchronization (the 5th simulation: SIM05).
Figure 4.6  Decadal frequencies of spatial classes of rainfall anomalies displayed in Figure 4.3. Grey bars: decadal frequencies of rainfall classes from observation (CRU); black squares: decadal frequencies of rainfall classes from CAM ensemble mean; the upper and lower parts of the error bars, respectively, indicate the maximum and minimum decadal frequencies of rainfall classes produced by CAM ensemble members. In brackets are the tag (or node) of each rainfall pattern shown on the upper left corner of each panel; the total number of occurrence of rainfall pattern as simulated by CRU (nearer to the equal sign) and CAM ensemble mean (farther from the equal sign).

4.5  Atmospheric Tele-Connection and the Occurrence of Dominant Summer Rainfall Classes over West Africa

There are no consistencies in the association between ENSO and rainfall classes, over West Africa, because all classes are associated with both phases of ENSO (Figure 4.7). The only exception is Node 1 where ENSO phases are not observed. Figure 4.7 shows that Nodes 2 and 3 occur during the higher frequencies of positive phase of ENSO. Similarly, Node 4, a wetter than normal class, as well as Node 5 which is a di-pole class are associated with negative phase of ENSO. These are consistent with Conway (2009) whose findings shows that Sahel is characterized with drier than normal conditions during El Nino events (positive phase of ENSO), and vice versa, during La Nina events (negative phase of ENSO). Positive phase of ENSO events tend to result in weak monsoon flow, hence dry conditions over West Africa close to the surface position of the
ITCZ in July–September (Camberlin et al., 2001). On the other hand, Node 6 occurs during negative phase of ENSO, thus highlighting the inconsistency. Therefore, rainfall variability over West Africa may cautiously be predicted / simulated using ENSO phases as predictors. Figure 4.7 shows that CAM ensemble mean capture the dominating phases in Nodes 2, 3, 4 and 5. It is however not able to capture the nil ENSO event in Node 1.

Association between AMO and the rainfall classes are also not consistent, except in Node 6 where it is reliable. Figure 4.7 shows that Node 6 is associated with only the negative phase of AMO while other nodes are associated with both phases of AMO. However, the figure shows that negative phases dominate in Nodes 1 to 4, while positive phase dominates in Node 5. The association of Node 5 with AMO is consistent with the findings of Martin and Thorncroft (2014); they found significantly positive summer rainfall anomalies over the Sahel during positive phases of AMO. In summary, the occurrence of droughts and the recent partial rainfall recovery in the Sahel have been linked to AMO by Sutton and Hodson (2005), Hagos and Cook (2008), and Mohino et al. (2011). Figure 4.7 shows that CAM ensemble mean is able to reproduce the dominating negative phases in Nodes 1, 3 and 4.

Association between NAO and West African rainfall classes is reliable in Nodes 2 and 6 where it features positive phases only. Figure 4.7 shows that other nodes, though dominated by positive phases, are associated with both phases, except Node 4 that has equal frequency of both phases (about 20%). Wanner et al. (2001) describe NAO as a measure of strength of westerly flow. It is in positive phase with strong westerly anomalies which usually dominate maritime monsoon flow during boreal summer periods over West Africa. Therefore, the inconsistencies that characterized the association between NAO and rainfall classes imply that NAO works in tandem with other atmospheric tele-connection indices. Studies, e.g. Hurrell (2001), have shown that NAO, in conjunction with ENSO, is a major source of seasonal to inter-decadal variability in the global atmosphere. NAO-induced predictability arises from the influence of warm SST anomalies in the equatorial Tropical Ocean and fall in station level pressures (Chang
et al., 1997). Therefore, prediction potential of NAO, when compared to that of ENSO, seems to be smaller. Figure 4.7 shows that CAM ensemble mean is able to capture the dominating positive phases in Nodes 1, 3, 5 and 4. Ensemble mean fails to reproduce the scenario in Node 2 by featuring equal frequency of phases, while it also did not capture equal frequency in Node 4.

With the exception of the TG, Figure 4.7 shows that opposing rainfall classes in FG and SG are associated with opposing phases of rTAI. In FG for instance, Node 1 is associated with the positive phase of rTAI while Node 6 is dominantly associated with the negative phase. Rainfall classes in the SG also feature opposing phases. These associations are reliable in Nodes 1 and 4 where they feature positive phases only. Positive phases of rTAI are associated with drier conditions in the Sahel and wetter conditions in the coastal regions (Rowell et al., 1995; Ward, 1998). This is due to anomalous southward displacement of the ITCZ (Polo et al., 2008; Losada et al., 2010). The opposite effect is experienced during the negative phases. However, positive phase of ENSO events determine the Sahelian rainfall anomalies by overriding the Sahel rainfall enhancement signal from the concurrent negative phase of rTAI, and vice versa; thereby resulting in rainfall anomalies of the same sign throughout the sub-region, e.g. Nodes 3 and 4 (Latif and Grotzner, 2000; Rodriguez-Fonseca et al., 2011). These indicate that rainfall anomalies over West African sub-region can be reliably predicted / simulated using SST anomalies over tropical Atlantic and Pacific Oceans as predictors. CAM ensemble mean is able to capture the dominating positive phases in Nodes 1, 2 and 4; and, dominating negative phases in Nodes 3 and 4. Ensemble mean however fails to reproduce the positive phase of rTAI in Node 5.

Inferences from Figure 4.7 indicate that it is difficult to associate any of the rainfall classes with a particular climate index. This is because each class is associated with more than one dominant climate index. Inconsistency in the associations may be attributed to three physical reasons: existence of different forms of a climate index, for example, El Nino Modoki and conical El Nino are both forms of ENSO (Johnson, 2012; Hoell et al.,
2014; Ratnam et al., 2014), whereas we used only one form of each climate index; influence of local or regional forcing conflicting with climate indices; and, the possibility of ensemble members producing different spatial anomaly classes for a particular climate index whereas we used ensemble mean where the classes are averaged together. These may be the reasons why CAM finds it difficult to simulate correctly some of the associations. Nevertheless, the investigation has assisted us to know the abilities of CAM in capturing the association between climate indices and rainfall anomalies over West African sub-region.

**Figure 4.7** Frequency of occurrence of climate indices associated with spatial classes of rainfall anomalies depicted in Figure 4.3, expressed as percentage of frequency of occurrence. Red and blue colors indicate, respectively, positive and negative phases of each climate index; bars, squares, and the upper and lower parts of the error bars, respectively, denote the frequencies of the climate indices associated with observation (CRU), CAM ensemble mean, and the maximum and minimum frequencies of the climate indices produced by CAM ensemble members. The tag (or node) of each rainfall class is shown in bracket on the upper left corner of each panel. See Table 3.2 for brief descriptions of the climate indices considered in this study.
4.6 Global SST Anomalies and the Dominant Summer Rainfall Classes

In this sub-section, we further investigate how well CAM reproduces the link between different oceanic SST conditions and the rainfall classes depicted in Figure 4.3. Observation shows that rainfall class in Node 1 is associated with below-normal SST anomalies over the eastern and central equatorial Pacific, cold SST anomalies over the entire Indian Ocean and warm equatorial Atlantic Ocean (Figure 4.8a). Warm equatorial Atlantic Ocean provides the sub-region with large areas of boundary layer moisture build-up which makes the moisture laden southwesterly wind more buoyant in terms of moisture and energy (Odekunle and Eludoyin, 2008) and eventually results in above-normal rainfall (Omotosho and Abiodun, 2007), especially along the coast. Both the composites of SIM05 and CAM ensemble mean capture the SST anomaly conditions in Node 1 (Figure 4.8b, c).

Figure 4.8a shows that rainfall class in Node 2 is associated with above-normal SST anomalies that extend from eastern Pacific to central equatorial Pacific Ocean (i.e. El Nino phase), mildly warm SST anomalies over most of the Indian Ocean and moderately warm equatorial Atlantic Ocean. The local effect of El Nino over West Africa is to strengthen the easterly component of the trade winds anomalies across the Sahara Desert, thereby, depriving the sub-region of some substantial moisture necessary for rainfall formations during the northern hemispheric summer (Camberlin et al., 2001). The composites of SIM05 and CAM ensemble mean adequately capture SST anomaly conditions in this node (Figure 4.8b, c).

The states of SST anomalies in Node 3 are almost the same with those in Node 2, except that equatorial Atlantic Ocean features below-normal SST anomalies in Node 3 (Figure 4.8a). The cold SST anomaly extends westward beyond 25°W along the equator, northward along the western flanks and almost encircle the sub-region. These conditions deprive the sub-region of boundary layer moisture, makes the little available moisture non-buoyant because of lack of kinetic energy and eventually results in extremely below-
normal rainfall. The composites of SIM05 and CAM ensemble mean adequately capture the SST anomaly conditions in Node 3 (Figure 4.8b, c).

Observed global SST conditions in Node 4 shows that its spatial rainfall anomaly class is influenced by mildly cold SST over the Pacific and Indian Oceans, and mildly warm Atlantic Ocean (Figure 4.8a). The mildly warm SST anomaly over the equatorial Atlantic dynamically ensures a quasi-static situation where the ITCZ is pushed deeply into the northern end of the sub-region. These enable the ascent and enhanced convection to lie over the Sahel, thus producing the anomalously wet conditions deep further inland. Contrary to the mildly cold SST conditions observed over the Pacific Ocean, composites of SIM05 and CAM ensemble mean feature La Nina events over the Pacific Ocean (Figure 4.8b, c). They however capture the sub-zero SST conditions over Indian Ocean and moderately warmer SST anomaly over the equatorial Atlantic.

Rainfall class in Node 5 is associated with sub-zero SST anomalies over the eastern domain of equatorial Pacific Ocean, relatively warm SST anomalies over west Pacific and Indian Oceans, sub-zero SST anomaly over the Gulf of Guinea and warmer pool off the coast of Guinea and Senegal northward (Figure 4.8a). Odekunle and Eludoyin (2008) are of the opinion that rainfall anomaly types of Node 5 are common during upwelling periods. They explained that the upwelling effect produces a localized offshore high pressure system which strengthens the maritime southwesterly air mass, forming coastal divergence while enhancing deep northward penetration of the summer rain producing mechanisms. This accounts for the occurring rainfall dipole which is the anomalously dry conditions over the coastal areas and vice versa over the Sahel. Composites of SIM05 and CAM ensemble mean, though, agree with observation on the state of SST anomalies over the eastern Pacific, they however simulate SST condition over Indian and Atlantic Oceans differently (Figure 4.8b, c).

Rainfall class in Node 6 is associated with below-normal SST anomalies that extend from eastern Pacific to central equatorial Pacific Ocean (i.e. la Nina), near-zero SST anomalies
over most of the Indian Ocean and moderately cold Atlantic Ocean (Figure 4.8a). A La Nina driven below-normal SST over the Atlantic Ocean has the tendency to reverse the local effect of El Nino over West Africa (Fontaine and Janicot, 1996; Ward, 1998). The consequence is a strengthened moisture influx into the Sahel. The available little moistures are non-buoyant due to lack of kinetic energy, thereby causing decrease or insignificant change in precipitation (Lutz et al., 2015). Though, the composites of SIM05 and CAM ensemble mean do not capture the SST anomaly conditions over the Pacific Ocean, they however are able to adequately reproduce the near-zero SST anomalies over Indian Ocean and moderately cold SST anomalies over the equatorial Atlantic Ocean (Figure 4.8b, c).
Figure 4.8 Composites of boreal summer global SST anomalies (°C) for (a) observation, (b) SIM05 and (c) CAM ensemble mean classes. Pattern numbers, which correspond to the spatial classes of rainfall anomalies in Figure 4.3, are written on the upper left sides of each panel while the SST anomalies are relative to the 1961-2005 climatological mean.
4.7 Composites of Atmospheric Conditions Associated with the Dominant Summer Rainfall Classes

In this section, we examine how well CAM (SIM05 and the ensemble mean) reproduces the atmospheric conditions that are associated with the rainfall classes. Composites of dataset, i.e. CRU, SIM05, and CAM ensemble mean, in the spatial rainfall classes displayed in Figure 4.3 were separated and presented in Figure 4.9. We then examine the structures of the corresponding atmospheric fields such as the vertically integrated moisture flux convergence with the corresponding 850hPa level winds, vertical velocity field at 500hPa level, and the vertical profiles of vertical velocity with the corresponding zonal winds during the monsoon peak in August (Figures 4.10, 4.11 and 4.12).

CAM has the capability to simulate satisfactorily three of the four already identified rainfall classes over West Africa in summer. The best agreement between the composites of CRU and CAM (SIM05 and ensemble mean) occurs in FG – a north-south dichotomy group, i.e. Nodes 1 and 6 (Figure 4.9). In this group, spatial correlations (r) between CRU and CAM simulations are high (0.53 ≤ r ≤ 0.73); implying that CAM simulates the spatial structures of the group almost as observed. Reanalysis and CAM features comparable patterns in the associated regional dynamics of this group. Both SIM05 and ensemble mean agree with the reanalysis that Node 1 is associated with anomalous moisture laden maritime southerlies which converges the vertically integrated moisture fluxes on encountering the easterlies from the central parts of Africa at 850hPa level (Figure 4.10). These drive anomalous ascent at 500hPa level over the coastal regions (Figure 4.11). The vertical profiles of the peak of monsoon system in August features enhancements of both the AEJ and TEJ, weakened westerly monsoon flow, deep anomalous ascent from 10°N equator ward and deep anomalous descent motion north of 10°N (Figure 4.12). Reanalysis and CAM also agree that anomalies of vertically integrated moisture flux convergence, 850hPa level winds, vertical velocity field at 500hPa level and the vertical profiles of vertical velocity and zonal winds during the monsoon peak in August for Node 1 rainfall class are opposite of those for Node 6 (Figures 4.10, 4.11 and 4.12). Therefore,
CAM simulates adequately the associated regional atmospheric conditions of rainfall classes as observed in FG – a north-south dichotomy group.

There is a split in agreement between the composites of CRU and CAM in SG - a group of same anomaly signs across the entire sub-region. Figure 4.9 shows that spatial correlations between CRU and CAM simulations are high in Node 3 (0.61 ≤ r ≤ 0.65) – a ‘large drought’ class, but poor in Node 4 (0.29 ≤ r ≤ 0.37) – a ‘large flood’ class. This implies that CAM simulates the spatial structures of Node 3 almost as observed while it fails to simulate that of Node 4 satisfactorily. There are agreements between reanalysis and CAM on the simulations of regional atmospheric conditions in Node 3. Both SIM05 and ensemble mean agree with the reanalysis that Node 3 is associated with ridges from anomalous anti-cyclonic circulation centered over the Atlantic Ocean around 10 – 20°N at 850hPa level and also with the divergence of vertically integrated moisture fluxes (Figure 4.10). Sahel and the coastal regions experience two different predominant wind directions – northwesterly and easterlies respectively. These drive anomalous descent at 500hPa level over the sub-region (Figure 4.11). The vertical profiles of the peak of monsoon system in August features an enhanced AEJ, weak TEJ, weakened monsoon flow and deep anomalous descent from 12°N equatorward (Figure 4.12). It is only the reanalysis and SIM05 that show that the associated regional atmospheric conditions of rainfall classes in Node 3 are opposite of those in Node 4 (Figures 4.10, 4.11 and 4.12); meaning that there are some disparities between reanalysis and ensemble mean concerning Node 4. Therefore, inferences have shown that CAM does not have the capability to simulate rainfall classes of Node 4 and its associated regional atmospheric conditions adequately.
Figure 4.9 Composites of the spatial patterns of boreal summer rainfall anomalies (mm day\(^{-1}\)) over West Africa for (a) observation, (b) SIM05 and (c) CAM ensemble mean simulation. Pattern numbers, which correspond to spatial classes of rainfall anomalies in Figure 4.3, are written on the upper left sides of each panel while the values of spatial correlations of SIM05 and ensemble mean with corresponding observed rainfall class are written on the bottom left of panels b and c respectively.
Figure 4.10 Composites of the spatial patterns of boreal summer vertically integrated moisture flux convergence anomalies (shaded; $x10^{-5}$ s$^{-1}$) and the corresponding 850hPa level wind anomalies (arrows; ms$^{-1}$), relative to the 1961-2005 climatological mean, for (a) observation, (b) SIM05 and (c) CAM ensemble mean simulation. Pattern numbers, which correspond to spatial classes of rainfall anomalies in Figure 4.9, are written on the upper left sides of each panel. Blue shading indicates resultant convergence while red shading indicates resultant divergence.
Figure 4.11 Composite of the spatial patterns of boreal summer vertical velocity anomalies (omega; $10^{-2}$ Pa s$^{-1}$) at 500hPa level, relative to the 1961-2005 climatological mean, for (a) observation, (b) SIM05 and (c) CAM ensemble mean simulation. Pattern numbers, which correspond to spatial classes of rainfall anomalies in Figure 4.9, are written on the upper left sides of each panel. Blue shading indicates resultant ascent (i.e. upward motions) while red shading indicates resultant descent (i.e. downward motions).
Figure 4.12 Composites of vertical profile of monsoon system in August – anomalies of zonal wind (contour; ms$^{-1}$) and vertical velocity (shaded; x10$^{-2}$ Pa s$^{-1}$) averaged over 10°W to 10°E, relative to the 1961-2005 climatological mean, for (a) observation, (b) SIM05 and (c) CAM ensemble mean simulation. Pattern numbers, which correspond to classes of rainfall anomalies in Figure 4.9, are written on the upper left sides of each panel. Blue shading indicates resultant ascent (i.e. upward motions) while red shading indicates resultant descent (i.e. downward motions). \( \uparrow, \downarrow \) or O signs, at the bottom right of each panel, respectively represent strengthened, weakened and nil change in the strength of (where the first sign concerns) AEJ and (the second sign) TEJ.
The worst agreements between the composites of CRU and CAM are in TG, i.e. Nodes 2 and 5. Figure 4.9 shows that the spatial correlations between the simulated and observed patterns are weak (0.35 ≤ r ≤ 0.55). This means that CAM (SIM05 and ensemble mean) does not simulate the spatial rainfall anomalies of TG as observed. There are also some disagreements between reanalysis and CAM on the simulations of regional atmospheric conditions for this group (Figures 4.10, 4.11 and 4.12). Observation attributes Node 2 spatial rainfall anomaly class with anomalous northeasterly winds at 850hPa level, divergence of vertically integrated moisture fluxes, mild descent motions at 500hPa level, enhanced AEJ and weak TEJ. In disagreement with observation, SIM05 fails to reproduce the divergence of vertically integrated moisture fluxes, as well as the vertical velocity conditions during the peak of monsoon in August. Ensembles mean, in addition to inability to capture the anomalous winds at 850hPa level; also fails to reproduce respectively the enhanced and weakened AEJ and TEJ. Similarly, only few of the simulated anomalies of the associated regional atmospheric conditions in Node 5, the opposite of Node 2, are consistent with their corresponding rainfall anomalies.

4.8 Summary
In summary, this chapter has shown that CAM can give realistic simulation of the observed boreal summer rainfall climatology over West Africa. The model gives a realistic simulation of the inter-annual variation of the summer rainfall (area averaged); in addition to its capability to realistically capture most of the atmospheric dynamics of the summer rainfall over West Africa. CAM has the capability to simulate satisfactorily three of the four already identified summer rainfall classes over West Africa – the north-south dichotomy classes (i.e. wet Sahel – dry Guinea or vice versa) and the ‘large drought’ classes. The model however links these dominant rainfall classes to more than one climate index making it difficult to associate any of the rainfall classes with a particular climate index. Nevertheless, the composites of global SST patterns are however consistent with the observed rainfall patterns over West African sub-region. On inter-annual time scale, CAM ensemble mean, in addition to being able to capture the occurrence and persistence of the dominant rainfall classes, is capable of reproducing any
of the observed dominant rainfall classes once out of three simulations (i.e. $\eta = 33\%$); while at least one ensemble member, out of the 50 members, has 84% chance to randomly reproduce the right rainfall class. However, if the ‘one ensemble member’ happens to be SIM05, then it is capable of reproducing any of the observed spatial rainfall anomaly classes twice out of five simulations (i.e. $\eta = 42\%$) on inter-annual time scale. This chapter has therefore identified the spatial classes of rainfall anomalies that CAM can adequately simulate and those it struggles to reproduce over West Africa during summer seasons. The result is consistent with Fontaine et al. (1995) who investigated the relationships between the West African rainfall anomaly patterns and tropospheric wind changes in August – the peak of monsoon.
5 Characteristics of Spring Maximum Air Temperature Patterns over West Africa

In this chapter, we present and discuss the results of the characteristics of boreal spring near-surface (2m) maximum air temperature patterns over West Africa, as observed by CRU and simulated by CAM. Firstly, we carried out the performance evaluation of CAM in simulating the climatology of the spring maximum air temperature pattern. Secondly, the characteristics of the six dominant spring (maximum) temperature classes (anomalies), obtained using SOM analysis as described in Chapter 3, and the evaluations of how well CAM reproduces them are then discussed. The characteristics of the dominant spring temperature classes considered are the inter-annual and decadal variability, transition, and persistence. Lastly, the chapter examined the influence of atmospheric tele-connections on the observed and simulated classes, and investigates the capability of CAM in reproducing the atmospheric dynamics that produces each spring temperature classes.

5.1 Climatology of Spring Maximum Air Temperature over West Africa

5.1.1 Inter-annual Variations of Spring Maximum Air Temperature over West Africa

There are upward trends in the observed (CRU) temperature, averaged over the West African sub-region. Figure 5.1a shows that the observed temperature majorly featured sub-zero anomalies before 1982 and above-zero anomalies after then. This is consistent with the upward trends in temperatures over Africa and the world in general (Hulme et al., 2001; Collins, 2011). The figure also shows that CAM simulations (ensemble mean and members) capture the upward trends. There are however disagreements within 1990 and 1993 when the ensemble mean and observation feature different anomaly signs. The inter-annual variability as produced by CAM ensemble members spread around and envelope the observed temperature, in most of the years; and they also exhibit upward trends.
The relationships between the ensembles mean, ensemble members and the observation are strongly direct. For instance, the correlation coefficient (r) between CRU and the ensemble mean is significantly large, $r \approx 0.8$ (Figure 5.1b). Figure 5.1b also shows that the correlation coefficient between CRU and the individual ensemble member ranges between 0.4 and 0.8. On inter-annual basis, the ensemble mean matches closely the observed temperature (Figure 5.1a). The closeness is also supported by the low normalised standard deviation of the ensemble mean (Figure 5.1b). The normalised standard deviations of all ensemble members are greater than that of the ensemble mean (Figure 5.1b); because the averaging performed to derive the ensemble mean may have filtered out the simulated variability. CAM has therefore demonstrated the ability to reproduce the inter-annual variations of the observed maximum air temperature anomaly, with low discrepancies, over West Africa.
Figure 5.1 (a) Inter-annual variations of boreal spring near-surface maximum air temperature anomalies (°C) averaged over West Africa. (b) Taylor diagram, of panel a, showing the normalized standard deviations and the correlation coefficients of simulations (CAM ensemble mean: blue star; and, ensemble members: red triangles) with observation (CRU: black semi-circle).

5.1.2 Monthly Variations of Spring Maximum Air Temperature over West Africa
Both the model and observation agree that, annually, all climatic zones in West Africa experience two peaks of maximum air temperature; the primary being in boreal spring season (i.e. the months of March, April and May) while the secondary peak, which is lower in value, is observed during the late days of boreal autumn (Figure 5.2a). They also agree that Sahel region is always warmer / hotter than both the Savannah and coastal
Guinea regions, except during the boreal winter. Coastal Guinea is the coolest among the three zones year in year out. Annual minimum maximum temperatures are observed over all climatic zones during the core rainy season (i.e. boreal summer: Figure 5.2a). These could be attributed to increased cloud cover and moisture influx during these periods. Figure 5.2b shows that CAM ensemble mean is able to reproduce the observed monthly means of (maximum) temperature distributions in all climatic zones of West Africa. CAM is also able to reproduce the peaks as well as the boreal summer minimum. Though, it appears that CAM under-estimates the temperature in all climatic zones (Figure 5.2b).

Similarly, the month-latitude distribution of temperature over the sub-region shows that the core of hottest temperature oscillates annually with the Inter-Tropical Discontinuity (ITD). Figure 5.2c shows that the hot core, which extends to the equatorial region during the boreal spring season, gradually moves northward with ITD as the year progresses. It is almost bisected by the ITD. Lavaysse et al. (2009) have shown that the hot core corresponds to the position of thermal-heat-depression known as the West African heat low – a vital constituent of the West African monsoon system. The heat low however lags behind the ITD during the southward retreat after the monsoon season. CAM ensemble mean adequately captures the observed mean annual cycle of maximum temperature over West Africa (Figure 5.2d). The model captures the annual oscillation of temperature hot core, its bisection by the ITD, the observed lagging during the southward retreat periods, as well as the relatively lower temperature over the equatorial regions during the monsoon peak periods.
5.1.3 Spatial Variations of Spring Maximum Air Temperature over West Africa

Spatial distribution of the observed mean maximum air temperature features two types of gradients over West Africa during boreal spring seasons (Figure 5.3a). These are the meridional (north-south) and zonal (east-west) gradients. In both cases, the least temperature are observed at the coastal zones as temperature then increases northward or eastward, respectively, for meridional or zonal gradients. Meridional gradient prevails over the coastal zones of the Gulf of Guinea at about 0.75°C per latitude; while the stronger zonal gradient (> 3°C per longitude) can be found west of the sub-region in coastal parts of Mauritania and Senegal. Center of maximum temperature extends in the east-west directions from around 12°N to about 18°N. Figure 5.3b shows that CAM ensemble mean is able to capture the spatial distribution of maximum air temperature over West Africa. The model reproduces the temperature gradients as well as the position
of the center of maximum temperature. Though, some under-estimations are noticed when physical comparisons of Figure 5.3 (a, b) are conducted; nevertheless, the evaluated ranked probability skill score (RPSS: Mason, 2004; Weigel et al., 2006) reveals that CAM has skill in simulating maximum air temperature over West Africa (not shown). Here, the RPSS is generally positive but less than 0.4. This however could be attributed to poor parameterization of physical processes over the sub-region (Rusticucci and Kousky, 2002; Flocas et al., 2004).

The total cloud fraction over West Africa, during boreal spring, is though reproduced by CAM ensemble mean, but with some discrepancies (Figure 5.3c, d). Both the observation (Figure 5.3c) and simulation (Figure 5.3d) show that the coastal zone of the Gulf of Guinea is cloudier than both Savannah and Sahel regions and that the cloud coverage decreases northward. The cloudier areas coincide with areas of relatively lower temperature and vice versa (Figure 5.3a, b, c, d). However, the model is not able to adequately capture the observed north-south gradient in total cloud fraction as the simulated gradient smoothly extends in east-west orientation. The ability of CAM to reproduce total cloud fraction has shown that cloudiness has impact on the degree of hotness or coldness of air temperature over the sub-region.

The simulated vertical velocity (i.e. the omega field) at 850hPa level, over West Africa in spring, has the same magnitudes with the observation (reanalysis: Figure 5.3e, f); exceptions are the location of the maximum upward motion (> 12E-02 Pa s\(^{-1}\)). While the observed maximum upward motion stretches in the east-west direction from the coast of Senegal, grazes the edges of northern Nigeria and terminates over the northern parts of Cameroon (Figure 5.3e); the simulated maximum upward motion is isolated over the borders of Senegal, Mauritania, Mali and Guinea (Figure 5.3f). Observation and simulation also agree that downward motions dominate from latitude 17°N pole ward, and also over the coastal zones of Gulf of Guinea, though at different magnitudes. These disparities have been attributed to some atmospheric processes that are not well replicated or represented over some areas in the model (Trenberth et al., 2000). Therefore, Figure
5.3(e, f) has shown that CAM adequately simulates the spatial distributions of the omega field, vis-à-vis atmospheric energy budget, but with some disparities.
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**Figure 5.3** Spatial distribution of mean boreal spring (top row) maximum air temperature ($^\circ$C); (second row) total cloud fraction (%); (third row) vertical velocity (omega; $10^{-2}$ Pa s$^{-1}$) at 850hPa level; and (bottom row) mean sea level pressure (MSLP: hPa), over West Africa. Observations and simulations are respectively on the left and right columns while the values of the spatial correlation, $r$, between MSLP (panels g and h) and maximum air temperature (panels a and b) are written on the bottom left of panels g and h respectively.
The mean sea level pressure (MSLP) over West Africa, during boreal spring, is adequately reproduced by CAM ensembles mean (Figure 5.3g, h). Both the observation (Figure 5.3g) and simulation (Figure 5.3h) agree that the coastal zone of the Gulf of Guinea is characterized by higher MSLP which decreases northward. East-west elongation of minimum MSLP is positioned over 11°N to about 17°N, MSLP then increases pole ward. Spatial distribution of MSLP also exhibit meridional and zonal gradients that are similar to those of spatial distribution of maximum air temperature (Figure 5.3a, b). The center of minimum MSLP coincides with the positions of the maximum temperature (Figure 5.3a, b). This supports the definition of the West African heat low, by Lavaysse et al. (2009), as a region of low surface pressures and high surface temperatures. In addition, the spatial correlations, r, between maximum air temperature and MSLP range from -0.54 to -0.68; meaning that the relationship between maximum air temperature and MSLP is strongly inverse (Figure 5.3g, h). These imply that the deepening of West African MSLP induces higher temperatures, and by extension the stronger heat low, while the filling of the MSLP does the opposite. Therefore, CAM is effectively capable of simulating the West African heat lows. The realistic simulations of the total cloud fraction, the omega field and MSLP indicate that CAM captures the atmospheric dynamics that influence and modulate the boreal spring maximum air temperature over West Africa.

5.2 Dominant Classes of Maximum Air Temperature over West Africa in Spring

A 3x2 SOMs archetype of the observed (CRU) and the simulated (CAM) spring maximum air temperature anomaly classes over West Africa is presented in Figure 5.4. The figure depicts the dominant spring temperature classes over the region. These dominant classes can be classified into three groups in such a way that each group contains two opposite classes of temperature anomaly. Nodes 1 and 6 are classified as the first group (TMG1). Node 1 features below-normal temperature anomalies over the entire
Sahel regions, with coldest anomalies positioned over the northern parts of Niger Republic, and a band of neutral anomalies that stretch from the coast to Savannah (at about 11°N: Figure 5.4). Node 6 is the opposite class of Node 1. Observation (CRU) shows that Node 1 accounts for 18% of boreal spring temperature classes while Node 6 accounts for 16%. These imply that the observed TMG1 accounts for a total of 34% of occurrences of maximum air temperature classes within the experimental time frame (1961 – 2005). However, there are disparities in the frequencies of occurrences of TMG1 as simulated by CAM (ensemble mean and ensemble members). While CAM ensemble members’ average agree with CRU on the frequency of occurrence of TMG1; CAM ensemble mean however grossly under-estimates the frequencies of occurrences of both nodes. That is, CAM accounts for 18% (ensemble mean) and 36% (ensemble members’ average) of the entire datasets.

Nodes 3 and 4 are classified as the second group (TMG2). Node 3 features above-normal temperature over the entire West Africa, with warmest anomalies positioned over the northern parts of Mali (Figure 5.4). Node 4 is the opposite class of Node 3. CRU shows that Node 3 accounts for 20% of boreal spring temperatures while Node 4 accounts for 24%. These imply that the observed TMG2 accounts for a total of 44% of occurrences of temperature classes within the experimental time frame. However, while CAM ensemble mean over-estimates the frequencies of occurrences of both nodes (totaling 56%), CAM ensemble members’ average under-estimates their frequencies of occurrences (34% in total).

In comparison to TMG1 and TMG2, the third group (TMG3) lacks extreme anomalies (Figure 5.4). TMG3 consists of classes in Nodes 2 and 5; and they feature normal temperature anomaly conditions almost over the entire sub-region. The only exception is the sub-zero anomalies over the northern parts of Niger-Chad borders in Node 2 and vice versa in Node 5. The observed frequencies of occurrences are equal in both nodes (11% a-piece). The frequency of occurrence of Node 2 is adequately captured by CAM ensemble mean but CAM ensemble members’ average over-estimated it by 4%. The
frequency of occurrence of Node 5 is generally over-estimated by CAM. CAM therefore accounts for 28% (ensemble mean) and 32% (ensemble members) of the entire datasets in TMG3.

![SOM classifications of unified spatial patterns of boreal spring maximum air temperature anomalies (°C) over West Africa for observation and simulations. Class numbers are written on the upper left sides of each panel while the frequencies of occurrences (%) are shown on the bottom left, middle and right respectively for CRU, CAM ensemble mean and the average of individual ensemble member simulations.](image)

**Figure 5.4** SOM classifications of unified spatial patterns of boreal spring maximum air temperature anomalies (°C) over West Africa for observation and simulations. Class numbers are written on the upper left sides of each panel while the frequencies of occurrences (%) are shown on the bottom left, middle and right respectively for CRU, CAM ensemble mean and the average of individual ensemble member simulations.

### 5.3 Inter-annual Variability of the Dominant Spring Maximum Air Temperature Classes over West Africa

There are disparities in the ways CAM ensemble mean and CAM ensemble members reproduce the inter-annual sequence of the dominant spring temperature anomaly classes over West Africa. Figure 5.5(a, b) shows that ensemble mean is unable to reproduce the inter-annual variation of all temperature classes; i.e. Node 1 is synchronized once, the nodes in TMG2 were synchronized six times each while TMG3 and Node 6 are not featured in the synchronization process. Meaning that, out of 45 spring seasons, ensemble mean only have 13 seasons of agreement with CRU. Meanwhile, there are however no cases of disagreement between CRU and ensemble members. Correct simulation of the observed temperature classes by ensemble members requires a minimum of one ensemble member (e.g. 1964: Figure 5.5a, b). The implication here is that CAM ensemble mean
reproduces CRU temperature classes 29% of the time (i.e. synchronization ($\eta$) = 29%) while at least one ensemble member, probably at random, will reproduce the right spatial class throughout the experimental time-frame.

Figure 5.6 shows that 18 ensemble members have higher synchronizations than ensemble mean. It also shows that the 48th simulation (SIM48) has the highest synchronization ($\eta$ = 44.4%; i.e. 20 cases of agreements with CRU). This shows that, on inter-annual basis, SIM48 have greater ability to correctly reproduce the occurrences of maximum air temperature classes than any other ensemble members and ensemble mean. This therefore calls for review of the practice whereby an ensemble mean is based on uniformly averaging the members rather than the performance of individual ensemble members which may give better prediction.

Figure 5.5 also shows that whenever CRU and CAM ensemble mean synchronizes, the number of CAM ensemble members that agree with CRU and the ensemble mean are always equal (e.g. 1968, 1987, 1998, etc). This number however has a minimum of 14 (in 2001) and a maximum of 31 (in 1974) ensemble members. The reason(s) for this may not be unconnected to the fact that CAM correctly reproduces occurrence of temperature classes because all the correct classes are included in the 13 cases of agreement between CRU and the ensemble mean; or that the correct ensemble members might have dominated the wrong members.

There are agreements, as well as disagreements, between CRU and CAM ensemble mean in the transition and persistence of the observed temperature classes (see Section 4.3 for explanations on transition and persistence). Few instances in Figure 5.5 show that CAM ensemble mean captures the transition of Node 3 to Node 1 from 1988 to 1989; but fails to capture the transition of Node 1 to Node 2 from 1989 to 1990. CAM ensemble mean also captures the persistence of Node 4 from 1974 to 1976 and Node 3 from 1987 to 1988. However, it fails to capture the persistence of Node 1 from 1966 to 1967; and that
of Node 6 from 1980 to 1981. Low synchronization of CAM ensemble mean with CRU (\(\eta = 29\%\)) may be responsible for these failures.

Observationally, the most persistent temperature classes are Nodes 1 and 4 while the class with highest cases of persistence is Node 3 (Figure 5.5). Nodes 1 and 4 each persist for two years (Node 1 – 1965 to 1967; Node 4 – 1974 to 1976) while Node 3 has two cases of persistence. CAM ensembles mean however captures Nodes 3 and 4 as the most persistent classes and Node 4 as the class with highest cases of persistence. In agreement with both CRU and CAM ensembles mean, ensemble members show that Node 4 is the most persistent temperature class (Figure 5.6). In disagreement with CRU, ensemble members feature Node 4 as the class with highest cases of persistence; here, only 10 ensemble members agree with CRU that Node 3 has the highest cases of persistence.

5.4 Decadal Frequency of the Dominant Spring Maximum Air Temperature Classes over West Africa

The decadal frequencies of maximum air temperature classes feature upward trends in the observed temperature anomalies (Figure 5.7). Sub-zero anomaly classes (Nodes 1 and 4) are frequent within 1960s to 1990s; the positive anomaly classes (Nodes 3 and 6) are frequent with 1980s to 2000s while the near-normal anomaly classes (Nodes 2 and 5) are uniformly distributed within 1970s and 1990s. These observed characteristics are consistent with the upward trends in temperatures over Africa (Hulme et al., 2001; Collins, 2011). Figure 5.7 show that CAM ensemble mean captures the upward trends, especially in TMG2 where ensemble mean depicts its maxima within 1960 and 1970 for Node 4 and within 1980s to 2000s for Node 3. The spread in the decadal frequencies as produced by CAM ensemble member envelopes the observed decadal frequencies, in most years; and they also exhibit upward trends.
Figure 5.5 Inter-annual variability of spatial classes of maximum air temperature anomalies (°C), depicted in Figure 5.4; (a) as simulated by 50 CAM ensemble members, CAM ensemble mean (upper bottom row) and observation (CRU: bottom row) and (b) an enlarged last two bottom rows of panel a showing the ensemble mean (upper row) and the observation (bottom row) (the numbers in brackets (i.e. 1 – 6) show the nodes of temperature classes while the colours indicate the mean temperature anomalies over the sub-region. The number under the nodes shows the number of the ensemble members that agree with CRU observation or with the CAM ensemble mean simulations on the temperature class).
Figure 5.6 Synchronization (%; left y-axis) and persistence (nodes; right y-axis) of simulated temperature classes in reference to observation. The blue arrow points to the ensemble member with the highest synchronization (the 48th simulation: SIM48).
Figure 5.7 Decadal frequencies of spatial classes of maximum air temperature anomalies displayed in Figure 5.4. Grey bars: decadal frequencies of temperature classes from CRU; black squares: decadal frequencies of temperature classes from CAM ensemble mean; while the upper and lower parts of the error bars, respectively, indicate the maximum and minimum decadal frequencies of temperature classes produced by CAM ensemble members. In brackets are the tag (or node) of each class shown on the upper left corner of each panel; the total number of occurrence of class as simulated by CRU (nearer to the equal sign) and CAM ensemble mean (farther from the equal sign).

5.5 Atmospheric Tele-connections and the Occurrence of Dominant Spring Maximum Air Temperature Classes over West Africa

Temperature classes in TMG1 and TMG2 show no consistency in their associations with ENSO because the classes in these groups are associated with both phases of ENSO (Figure 5.8). In TMG1, Node 1 features higher frequency of negative phase of ENSO while Node 6 features the opposite, i.e. the positive phase. The situation in TMG2 is similar to TMG1, Node 3 features higher frequency of positive phase of ENSO while Node 4 features the opposite, i.e. the negative phase. However, association of temperature classes with ENSO is consistent in TMG3 where Node 2 features 60% of its occurrence during El Nino periods only (i.e. positive phase) while Node 5 features 20% of its occurrence during La Nina periods only (i.e. negative phase). The effect of positive phase of ENSO is to abnormally warm up the West African sub-region in concomitance
with dry conditions over the sub-region (Conway, 2009). Figure 5.8 also shows that CAM ensemble mean is able to capture the dominating phases in TMG1 and TMG2. It is however not able to capture the association as observed in TMG3. Therefore, spatial variability of maximum air temperature over West Africa may cautiously be predicted or simulated using ENSO as predictor.

The association between AMO and the temperature classes is not consistent in Nodes 1, 2 and 4 because the classes feature varying percentages of both phases of AMO (Figure 5.8). The classes in Nodes 3 and 5 occur equally during both phases of AMO, hence the association is unreliable. However, the association is consistent in Node 6 where the class features positive phase of AMO only. The association in Node 6 is consistent with occurrence of droughts which, in conjunction with above-normal temperature over West Africa, has been linked to AMO (Hagos and Cook, 2008; Mohino et al., 2011). Figure 5.8 shows that CAM ensemble mean is able to reproduce the dominating negative phase in Node 4 and unreliable association in Node 5. It is however unable to capture the positive phase in Node 6.

The association between NAO and the temperature classes in Nodes 1, 3 and 5 is consistent. These nodes feature only the positive phase of NAO (Figure 5.8). Though, other nodes feature both phases, they are however dominated by positive phase also. NAO-induced predictability, which has been linked to fall in station level pressures and warm SST anomalies in the equatorial Tropical Ocean (Chang et al., 1997), works in tandem with other atmospheric tele-connection indices, one of which is ENSO (Hurrell, 1995). Therefore, in comparison to ENSO the prediction potential of NAO seems to be smaller. Figure 5.8 shows that CAM ensemble mean is able to capture the consistent associations in Nodes 1 and 5. It is also able to reproduce the dominating positive phase in Node 4.

Association between rTAI and the temperature classes is only consistent in Node 3 class. The class occurred during the positive phase of rTAI only (about 79%; Figure 5.8).
Figure 5.8 shows that TMG3, Nodes 4 and 6 feature both phases of rTAI with TMG3 and Node 6 dominated by positive phase; Node 1 features equal frequency of occurrence (about 25%). The scenario in Node 3 has been shown to be attributed to anomalous southward displacement of the ITCZ and consequently hotter and drier conditions over the Sahel (e.g. Rowell et al., 1995; Polo et al., 2008). Figure 5.8 also shows that CAM ensemble mean is able to capture the dominating negative phase in Node 4; also able to capture the dominating positive phase in Nodes 2 and 6, but fails to capture the consistent association in Node 3. The implication here is that the spatial temperature classes over West African sub-region, during the boreal spring, can be cautiously simulated and or predicted using SST anomalies over tropical Atlantic Ocean as predictor.

---

**Figure 5.8** Frequency of occurrence of climate indices associated with spatial classes of temperature anomalies depicted in Figure 5.4, expressed as percentage of frequency of occurrence. Red and blue colors indicate, respectively, positive and negative phases of each climate index; bars, squares, and the upper and lower parts of the error bars, respectively, denote the frequencies of the climate indices associated with observation (CRU), CAM ensemble mean, and the maximum and minimum frequencies of the climate indices produced by CAM ensemble members. The tag (or node) of each temperature class is shown in bracket on the upper left corner of each panel. See Table 3.2 for brief descriptions of the climate indices considered in this study.
Summarily, CAM finds it difficult to simulate correctly some of the associations between maximum air temperature and climate indices because of three suspected physical reasons. Firstly, influences of local or regional forcings may possibly conflict with the influences of the climate indices. Secondly, there is possibility of ensemble members producing different spatial temperature classes for a particular climate index in contrast to the use of ensemble mean where the classes are averaged together. Lastly, the use of only one form of each climate index contrary to proven existence of different forms of climate indices, e.g. El Nino Modoki and conical El Nino are both forms of ENSO (Johnson, 2012; Ratnam et al., 2014). Nevertheless, the investigation has assisted us to know the abilities of CAM in capturing the association between climate indices and temperature classes over West African sub-region, during the boreal spring season. We found that spatial maximum air temperature classes over West African sub-region cannot be associated with a particular climate index.

5.6 Global SST Anomalies and the Dominant Spring Maximum Air Temperature Classes

Further investigation into the links between spatial classes of maximum air temperature and global SST anomalies, and the ability of CAM (SIM48 and ensemble mean) to simulate these links are carried out in this sub-section. The results are presented in Figure 5.9(a, b, c). Observationally, temperature classes in TMG1 are associated with near-normal SST anomalies (±0.2°C) over the Atlantic, Indian and Pacific Oceans (Figure 5.9a). The near-normal SST anomalies greatly induce near-normal temperature anomalies over the coastal zones of the sub-region (Figure 5.4). Extreme temperatures observed over the Sahel zone, in TMG1, may however be attributed to the influences of other factors that play important role in the energy budget of the atmosphere. Examples of these are the vertical motions, the temperature profiles, total cloud fraction, etc. that will be discussed later in this study. While the composite of SIM48 adequately reproduces the near-normal SST anomaly conditions over the Atlantic, Indian and Pacific Oceans in Node 1 (Figure 5.9b), the composite of CAM ensemble mean features below-normal SST anomalies over equatorial Pacific and north Atlantic Oceans (Figure 5.9c). The
composites of CAM however fail to reproduce SST scenario in Node 6; they however capture patches of above-normal SST anomalies over the Atlantic, Indian and Pacific Oceans (Figure 5.9b, c).

The spatial classes of maximum air temperature in TMG2 are associated with opposing global SST anomalies. While Node 3 is majorly associated with above-normal SST anomalies over all Oceans, Node 4 features the opposite (Figure 5.9a). Hence, respective maximum air temperatures observed in the nodes of this group (Figure 5.4) may be attributed to large scale advection of air masses, probably, from the Atlantic Ocean; though, influences of other temperature modulating factors are not ruled out. The SST anomaly conditions, in this group, are adequately captured by the composites of SIM48 and CAM ensembles mean (Figure 5.9b, c).

Node 2 is majorly associated with above-normal SST anomalies over the Atlantic, Indian and central equatorial Pacific Oceans while Node 5 is associated with below-normal SST anomalies over the Atlantic, Indian and eastern equatorial Pacific Oceans (Figure 5.9a). However, these SST anomaly patterns seem to be unrelated to their respective spatial classes of temperature anomalies (Figure 5.4). These imply that SST anomalies alone may not be sufficient, as a predictor, to determine the spatial classes of maximum air temperatures over West African sub-region. This means that other factors play important role in the energy budget of the West African atmosphere. The composite of SIM48 captures the SST anomaly conditions in TMG3 (Figure 5.9b), though with little disparities over the Pacific Ocean; but the composite of CAM ensemble mean only succeeded in reproducing the near-normal SST anomalies over the Indian Ocean in Node 5 (Figure 5.9c).
Figure 5.9 Composites of boreal spring global SST anomalies (°C) for (a) observation, (b) SIM48 and (c) CAM ensemble mean classes. Pattern numbers, which correspond to the spatial classes of temperature anomalies in Figure 5.4, are written on the upper left sides of each panel while the SST anomalies are relative to the 1961-2005 climatological mean.
5.7 Composites of Atmospheric Conditions Associated with the Dominant Spring Maximum Air Temperature Classes

Spatial classes of maximum air temperature anomalies displayed in Figure 5.4 were separated into their various composites, i.e. the observation (CRU), SIM48 (the most synchronized ensemble member), and CAM ensemble mean (Figure 5.10). The temporal characteristics of these composites were then used to derive the composites of atmospheric conditions associated with each spatial temperature class. The composites of atmospheric dynamics analyzed are the boreal spring spatial structures of the anomalies of the latitudinal distributions of vertical profiles of zonal wind speed and the corresponding vertical velocity, both averaged over 10°W to 10°E (Figure 5.11); the latitudinal distributions of the vertical profile of air temperature averaged over 10°W to 10°E (Figure 5.12); the total cloud fraction (Figure 5.13); and, the MSLP (Figure 5.14). We then conclude with how well these composites of atmospheric dynamics are reproduced by CAM (SIM48 and ensemble mean).

SIM48 has greater ability to correctly reproduce the occurrences of maximum air temperature classes than any ensemble members and ensemble mean. For instance, Figure 5.10 shows that SIM48 satisfactorily simulates four of the spatial classes of temperature anomalies (TMG1 and Nodes 2 and 4) while CAM ensembles mean simulates three (TMG1 and Node 2). The best agreement between the composites of CRU and CAM occurs in TMG1, i.e. Nodes 1 and 6. In this group, spatial correlations (r) between CRU and CAM simulations range from 0.49 to 0.86. r are greater in SIM48 (0.82 ≤ r ≤ 0.86) than in CAM ensemble mean (0.49 ≤ r ≤ 0.7). These imply that CAM simulates the spatial structures of the group almost as observed. The composites of CRU and reanalysis show that Node 1, which features sub-zero temperature anomalies over the entire Sahel regions with a band of neutral anomalies that stretch from the coast to Savannah (Figure 5.10a), is associated with: strong upper level ascents and low level subsidence coupled with deep westerly anomalies which weaken the African Easterly Jet (AEJ – a year-round synoptic system found within 4° – 7°N at around 650hPa level over
West Africa during the boreal spring, highly known for its precipitation and temperature modulating abilities (Afiesimama, 2006): Figure 5.10a); very deep sub-zero anomalies of air temperature profiles where near-zero anomalies are observed over Guinea and Savannah zones (Figure 5.12a); weak, but positive, anomalies of total cloud fractions (Figure 5.13a); and, anomalous filling (i.e. positive anomalies) of MSLP which induces lower than normal maximum air temperatures (Figures 5.3g, h and 5.14a). Node 6 features the opposite of the spatial classes of these atmospheric dynamics (panel a of Figures 5.10, 5.11, 5.12, 5.13 and 5.14).

Though, reanalysis and CAM feature comparable classes of the associated atmospheric dynamics, they also feature some disparities. CAM is able to reproduce the strong upper level ascents and low level subsidence as well as weak anomalies of AEJ in Node 1, but fails in Node 6; though ensemble mean captures the stronger than normal AEJ in Node 6 (Figure 5.11b, c). CAM, in TMG1, captures the vertical profile of boreal spring temperature anomalies over the sub-region (Figure 5.12b, c) while it fails to reproduce the anomalies of the total cloud fractions (Figure 5.13b, c). CAM adequately reproduces the spatial patterns of MSLP anomalies in Node 1 while it fails in Node 6 (Figure 5.14b, c). Hence, CAM simulates adequately some of the associated regional atmospheric dynamics of the spatial classes of maximum air temperature anomaly as observed in TMG1.

There is a split in agreement between the composites of CAM in the simulations of TMG2 (Nodes 3 and 4). SIM48 adequately simulates the Node 4 of this group while CAM ensemble mean fails to correctly simulate the spatial classes of temperature anomalies in TMG2 (Figure 5.10a). The spatial correlation, r, between CRU and SIM48 in Node 4 is greater than 0.8 while it is 0.26 in Node 3 (Figure 5.10b); while CAM ensemble mean shows that r is generally less than 0.45 in TMG2 (Figure 5.10c). Node 4, described in Figure 5.4 as featuring below-normal temperature anomalies over the entire West Africa, with coldest anomalies positioned over the northern parts of Mali, is associated with the anomalies of atmospheric dynamics that are almost similar to Node 1.
In Node 4, the westerly anomalies are not as deep as in Node 1, there is no significant change in AEJ and the upper level ascents and low level subsidence are not as strong as what was observed in Node 1 (Figure 5.11a). The entire atmospheric column over the sub-region features below-normal temperature profiles (Figure 5.12a), positive anomalies of total cloud fractions (Figure 5.13a) and anomalous filling (especially over Mauritania and Mali) and deepening (over eastern Niger and Chad) of MSLP (Figure 5.14a). These atmospheric dynamics work in tandem to induce lower than normal maximum air temperature. Here, the composites of SIM48 capture some of the atmospheric dynamics while it failed to reproduce some. For example, SIM48 manages to reproduce the nil significant change in AEJ and the westerly anomalies which terminate at around 7°N up to the depth of about 500hPa level while the captured upper level ascents and subsidence are not as strong as what was observed (Figure 5.11b). SIM48 captures the below-normal temperature profiles over the entire atmospheric column of the sub-region (Figure 5.12b) and positive anomalies of total cloud fractions up to south of Sahel zone (Figure 5.13b). It however generally does not reproduce the anomalies of MSLP (Figure 5.14b).

While the TMG3 described in Figure 5.4 lacks extreme anomalies, probably as a result of data combination which dampens, smoothens and suppress variability; the composites of observation in Figure 5.10a show that Node 2 features an isolated cold anomalies over northern parts of Niger Republic and Chad, a band of neutral zones over the Sahel that separates the cold anomalies from the above-normal anomalies along the coasts. CAM is able to simulate the spatial structures of Node 2 in TMG3 almost as observed (i.e. generally, r > 0.7; Figure 5.10b, c). The temperature class described in this node is associated with: interwoven upper level subsidence and ascents coupled with low level easterly anomalies below 800hPa level and strong upper level westerly anomalies which weaken the AEJ (Figure 5.11a); deep and mildly above-normal air temperature profiles (Figure 5.12a); positive and negative anomalies of total cloud fractions that correspond with negative and positive temperature anomalies respectively (Figure 5.13a); and,
anomalous filling and deepening of MSLP which, respectively, induces below- and above-normal temperature anomalies (Figure 5.14a).

There are disparities in the ways the composites of CAM capture atmospheric dynamics in Node 2. Composites of CAM failed to reproduce the status of AEJ and the associated profiles of vertical wind motions; SIM48 however manages to capture the low level easterly anomalies below 800hPa level and strong upper level westerly anomalies (Figure 5.11b, c). The composite of SIM48 captures the deep and mildly above-normal air temperature profiles southwards of 13°N (Figure 5.12b) while the vertical gradient of the air temperature profiles as featured by the composite of CAM ensemble mean is too weak to be assessed (Figure 5.12c). Composites of CAM failed to reproduce the anomalies of the total cloud fractions (Figure 5.13b, c), as well as the spatial patterns of MSLP anomalies (Figure 5.14b, c). Knippertz et al. (2011) opine that difficulties experienced by climate models to simulate the West African climate may be due to large deviations in the simulations of solar radiation, cloudiness, and low-level winds; furthering that these deviations could strongly affect the regional budgets of moisture and energy.
Figure 5.10 Composite of the spatial patterns of boreal spring maximum air temperature (°C) anomalies over West Africa for (a) observation (CRU), (b) SIM48 and (c) CAM ensemble mean. Pattern numbers, which correspond to spatial classes of temperature anomalies in Figure 5.4, are written on the upper left sides of each panel while the values of spatial correlations of SIM48 and ensemble mean with corresponding observed temperature pattern are written on the bottom left of panels in b and c respectively.
Figure 5.11 Composites of the vertical profiles of boreal spring zonal wind speed (contour; $\text{ms}^{-1}$) and vertical velocity (omega; shade; $\times 10^{-2} \text{ Pa s}^{-1}$) anomalies averaged over 10°W to 10°E, relative to the 1961-2005 climatological mean, for (a) observation (reanalysis), (b) SIM48 and (c) CAM ensemble mean simulation. Pattern numbers, which correspond to classes of temperature anomalies in Figure 5.10, are written on the upper left sides of each panel. Blue shading indicates resultant ascent (i.e. upward motions) while red shading indicates resultant descent (i.e. downward motions). $\uparrow$, $\downarrow$ and $\circ$ sign at the bottom right of each panel respectively represent enhanced, weak and no significant change in African Easterly Jet (AEJ).
Figure 5.12 Composites of the vertical profile of the boreal spring temperature anomalies (shade and contour; °C) averaged over 10°W to 10°E, relative to the 1961-2005 climatological mean, for (a) observation (reanalysis), (b) SIM48 and (c) CAM ensemble mean simulation. Pattern numbers, which correspond to classes of temperature anomalies in Figure 5.10, are written on the upper left sides of each panel.
Figure 5.13 Composite of spatial patterns of boreal spring total cloud fraction anomalies (%) for (a) observation (CRU), (b) SIM48 and (c) CAM ensemble mean, relative to the 1961-2005 climatological mean. Pattern numbers, which correspond to classes of maximum air temperature anomalies in Figure 5.10, are written on the upper left sides of each panel. Blue shading (negative value) indicates resultant reduction in cloud coverage while red shading (positive value) indicates resultant increase in cloud coverage.
Figure 5.14 Composite of the spatial patterns of boreal spring MSLP anomalies (hPa) for (a) observation (reanalysis), (b) SIM48 and (c) CAM ensemble mean, relative to the 1961-2005 climatological mean. Pattern numbers, which correspond to classes of maximum air temperature anomalies in Figure 5.10, are written on the upper left sides of each panel. Blue shading (negative value) indicates resultant deepening of (i.e. reduction) MSLP while red shading (positive value) indicates resultant filling of (i.e. increase) in MSLP.
5.8 Summary

We have demonstrated in this chapter that CAM is adequately capable of reproducing the inter-annual and spatial variations of the observed boreal spring maximum air temperature over West Africa. It is also capable of simulating the atmospheric conditions that influence and modulate the boreal spring maximum air temperature over West Africa. Though, CAM adequately reproduces the “extreme temperatures over Sahel” and “near normal temperatures over the region” classes almost as observed and also succeeded in reproducing some of their associated regional atmospheric conditions; however, the disparity between SIM48 and the ensemble mean shows that SIM48 ($\eta = 44\%$) adequately simulates four of the spatial classes of the temperature variability while CAM ensembles mean ($\eta = 29\%$) simulates three, out of the six dominant classes. This lends credence to the utilization of the best performing ensemble member in issuance of seasonal forecasting rather than the use of ensemble mean that is based on uniformly averaging the members. Conversely, our investigation shows that CAM struggles to simulate correctly some of the associations between the dominant temperature classes and climate indices as the investigation also shows that these dominant temperature classes cannot be associated with a single climate index. These failures have been attributed to three physical reasons – influences of local or regional forcings; the possibility of ensemble members producing different spatial classes of maximum air temperature anomaly for a particular climate index in contrast to the use of ensemble mean where the classes are averaged together; and, the use of only one form of each climate index contrary to proven existence of different forms of climate indices. Nevertheless, our results have identified the dominant spring maximum air temperature classes that CAM can simulate well and those it struggles to reproduce over West Africa.

A comparison of the results in this chapter with those in Chapter (4) shows no preference in CAM’s ability to simulate the seasonal variability in rainfall and temperature over West Africa. That is, while the model captures some aspects better in the temperature than in the rainfall, it also simulates some aspect worse in the former than in the later. For instance, the correlation, $r$, between observation and simulations is higher for temperature
(i.e. $0.4 < r < 0.8$; $r = 0.8$ for the ensemble mean) than for rainfall ($0.4 < r < 0.65$; $r = 0.64$ for the ensemble mean); the normalized standard deviation is closer to 1.0 in former than in later (see Figures 4.1 and 5.1). On the other hand, the synchronization of the ensemble mean (with observation) is higher for rainfall ($\eta > 33\%$) than for temperature ($\eta < 30\%$). While the best simulation for temperature ($\eta_{\text{best}} = 44\%$) has better synchronization (with observation) than the best simulation for rainfall ($\eta_{\text{best}} = 42\%$), the worst simulation for temperature ($\eta_{\text{worst}} = 11\%$) is worse than the worst synchronization for rainfall simulation ($\eta_{\text{worst}} = 20\%$). For rainfall, 40\% of the ensemble members perform better than the ensemble mean, while, for temperature, only 36\% of the ensemble members perform better than the ensemble mean (Figures 4.5 and 5.6). However, the discrepancy among the simulations (or the degree of spread among the simulations) is higher for temperature than for rainfall. This suggests that, over West Africa, the seasonal predictability may be lower for temperature classes than for rainfall classes.
6 Characteristics of Summer Rainfall Patterns over Southern Africa

Our analysis on the characteristics of summer (austral) rainfall classes over Southern Africa, as observed by CRU and simulated by CAM are presented and discussed in this chapter. The chapter evaluates the performance of CAM in simulating the climatology of the summer rainfall patterns over Southern Africa. We then describe the characteristics of the six dominant summer rainfall (anomaly) classes over the region and evaluate how well CAM reproduces them. The six dominant classes were obtained using SOM analysis as described in Chapter 3. We also consider the characteristics of the dominant summer rainfall classes such as the inter-annual and decadal variability, transition, and persistence. The chapter also studies the influence of atmospheric tele-connections on the observed and simulated classes, and examines the capability of CAM in reproducing the atmospheric dynamics that produces each summer rainfall classes.

6.1 Model Evaluations

6.1.1 Inter-annual Variability of Summer Rainfall over Southern Africa

The inter-annual variability of the observed and simulated rainfall over Southern Africa (Figure 6.1a) shows that, in most years, the CAM ensemble simulations spread around CRU and the ensemble mean closely follows CRU. There is only one year (i.e. 1997) in which the ensemble member simulations fail to enclose the observation, and the largest discrepancy (about 0.6 mm day\(^{-1}\)) between the ensemble mean and CRU occurs in that year. Both CRU and CAM ensemble mean show no trend in the rainfall series, but they suggest increased rainfall variability in the last three decades. However, all the CAM simulations overestimate the magnitude of the inter-annual variability, and have weak correlations with the observed variability. Figure 6.1b, which presents the normalised standard deviation (\(\sigma\), which is simulated standard deviation normalised by the observed standard deviation) and the correlation between the simulation and observations (r),
shows that $1.9 < \sigma < 3.1$ and $-0.1 < r < 0.54$ for the ensemble members. The ensemble mean produces a lower $\sigma$ ($\approx 1.4$) than all the ensemble members (because the averaging filters out the simulated variability), but has $r$ ($\approx 0.39$) that is still within those of ensemble members. These results are similar to what Klutse et al. (2015) obtained with the previous version of the CAM model (version 3) over Southern Africa (i.e. $0.5 < \sigma < 2.0$ and $0 < r < 0.3$).

### 6.1.2 Spatial Distribution of Mean Summer Rainfall over Southern Africa

Figure 6.2 shows that the CAM ensemble mean gives a realistic simulation of mean summer rainfall patterns over Southern Africa. In agreement with observation, the model simulates the zone of maximum rainfall (inter-tropical convergence zone, ITCZ) over the central part of Southern Africa (i.e. over Angola, Zambia, and North Mozambique), although the simulated zone extends to about $5^\circ$ south (i.e. $25^\circ$S) of the observed position ($20^\circ$S) (Figure 6.2a, b). The model also reproduces the east-west rainfall gradient south of $25^\circ$S, except that the simulated rainfall extends too far westward (by about $5^\circ$). As in the reanalysis, CAM simulates anti-cyclonic flows (at 850hPa level) over the Atlantic and Indian Oceans, and produces a convergence of easterlies (from the Indian Ocean) and westerlies (from tropical Atlantic Ocean) over the ITCZ. The simulated easterlies are stronger in CAM than in the reanalysis. However, the simulated vertical wind (omega at 500hPa level) has the same magnitudes with the reanalysis, except that the location of the maximum upward motion (about $8 \times 10^{-2}$ Pa s$^{-1}$) extends $5^\circ$ more westward than observed (Figure 6.2c, d); this is consistent with the bias in the location of ITCZ. The simulated easterlies and westerlies transport moisture (from the Indian and Atlantic Oceans, respectively) into the sub-continent and the convergence of the moisture roughly overlaps with location of the maximum vertical winds and agrees well with that of reanalysis, except that the magnitude of the convergence is weaker in CAM than in reanalysis. Furthermore, CAM captures the position of a col over the southwestern tip of the sub-region (around $33^\circ$S, $20^\circ$E). This col provides a link through which a maritime trough connects the continental depression to a mid-latitude low system. Several studies have shown that these wind patterns provide a good background for formations of tropical-
temperate-troughs (TTTs) and the associated cloud bands that produce most of the summer rainfall (i.e. Jury and Pathack, 1993; Todd and Washington, 1999; Hansingo and Reason, 2008; Manhique et al., 2009). Hence, the realistic simulation of these features indicates that CAM captures general dynamics behind the summer climate.

However, there are some biases in the simulated rainfall (Figure 6.2e). The maximum dry bias (about -4 mm day$^{-1}$) occurs over north-west Angola and north Mozambique, and the maximum wet bias (about 4 mm day$^{-1}$) occurs over the borders of Namibia and Botswana, and over the Drakensberg Mountains. However, the ranked probability skill score (RPSS), a measure of skill (Wilks, 1995; Murphy, 1988; Mason, 2004; Weigel et al., 2006), shows positive values over most Southern African countries, meaning that the model has good skill over those countries (Figure 6.2f). The skill of the model is poor over some countries (especially over Mozambique and Angola). Nevertheless, in general, CAM skill over Southern Africa compares well with those reported for other GCMs over the region (i.e. Landman and Goddard, 2005; Landman et al., 2005; Batte and Deque, 2010).

### 6.2 Dominant Classes of Rainfall over Southern Africa in Summer

Figure 6.3 presents the SOM classification (3 x 2 nodes) of the observed (CRU) and simulated (CAM) rainfall (anomaly) classes over Southern Africa. Figure 6.3 depicts the dominant summer rainfall classes over the region. These dominant classes can be divided into three groups, such that each group contains two opposite rainfall classes. The first group (hereafter, RPA) consists of Nodes 1 and 6. Node 1 features a wet condition (positive rainfall anomalies) over the eastern part of Southern Africa (i.e. over Mozambique and Tanzania), a dry condition (negative rainfall anomalies) over the north-western part (i.e. over DRC – Democratic Republic of Congo) and southern part (i.e. South Africa and Botswana) of the sub-continent, and a band of neutral condition that extends from the wet area to the west coast (i.e. over Angola) and separates the two dry areas at about 10 - 20$^\circ$S. Node 6 features the opposite class of Node 1. However, CRU
observation shows that the Node 1 class accounts for about 18% of summers within 1961 – 2005 while Node (6) accounts for 13%; hence RPA classes account for 31% the rainfall. CAM simulates the statistics of both classes well. The ensemble members and ensemble mean agree with CRU on the frequency of Node 1, but they slightly overestimate the frequency of Node 6 by 3%; hence RPA classes account for 34% of the summers.

The second group, which consists of Nodes 3 and Node 4 classes (hereafter, RPB), has similar features with the RPA (Nodes 6 and 1, respectively). The main difference is that the band of neutral conditions that separates the dry areas in Node 1 and the wet areas in Node 6 does not extend to the west coast in Nodes 4 and 3, respectively; instead, it stops at the centre of the sub-continent (around 20°E). Therefore, in Node 4, the two dry areas are connected at west of 20°E; and, in Node 3, the two wet areas are linked at west of 20°E. However, CAM grossly overestimates the frequency of RPB classes. For instance, while CRU shows that the RPB classes account for only 6.7% (each) of the dataset, CAM shows that Node 3 class accounts for 20% (ensemble members) and 22% (ensemble mean), while Node 4 accounts for 16% (ensemble members) and 27% (ensemble mean).

The third group (hereafter, RPC), which consist of Node 2 and Node 5, features different rainfall classes from RPA and RPB. Node 2 shows a dry condition over the south-eastern half of Southern Africa (with a maximum value over Zimbabwe), and a wet condition over eastern half of the tropical area (with a maximum over Angola), while the north-east and south-west Southern Africa experience a neutral condition. Node 5 features the opposite class to Node 2. CAM underestimates the frequency of RPC. For instance, CRU indicates that Node 2 accounts for the 31% of summers within 1961 – 2005 while Node 5 accounts for 24%. Meanwhile, CAM suggests that Node 2 only accounts for 14% (ensemble members) and 13% (ensemble mean), while Node 5 accounts for only 17% (ensemble members) and 4.4% (ensemble mean).
Figure 6.1 (a) The inter-annual variation of austral summer rainfall (anomaly, mm day\(^{-1}\)), averaged over the Southern Africa (including Madagascar); (b) Taylor diagram showing the normalized standard deviations and the correlation coefficients of CAM ensemble simulations (blue circles; blue squares for negative correlations), the ensemble mean (black star), CRU observation (red semi-circle). The normalized standard deviations and correlations are with reference to CRU observation.
Figure 6.2 Spatial distribution of mean austral summer (top row) rainfall (shaded; mm day$^{-1}$) with the corresponding 850hPa level winds (arrows); (middle row) vertical velocity at 500hPa level (omega; contour; x10$^{-2}$ Pa s$^{-1}$) with the corresponding vertically integrated moisture flux (arrows) and the vertically integrated moisture convergence (shaded; x10$^{-5}$ s$^{-1}$) over Southern Africa. Observations and simulations are respectively on the left and right columns. (e) The bias in the simulated rainfall (i.e. simulated minus observed) and (f) the ranked probability skill score (RPSS) of the simulated rainfall.
Figure 6.3 SOM classification of the observed (CRU) and the simulated (CAM) austral summer rainfall patterns (anomalies, \(\text{mm day}^{-1}\)) over Southern Africa. Class numbers are written on the upper left sides of each panel while the frequencies of occurrences (%) are shown on the lower left, middle and right respectively for CRU, CAM ensemble mean and the average of individual ensemble member simulations.

6.3 Inter-annual Variability of the Dominant Summer Rainfall Classes over Southern Africa

There are differences in how well CAM ensemble members and the ensemble mean reproduce the inter-annual variation of the dominant rainfall classes (Figure 6.4a, b). For instance, there are only 13 summers (out of 45) of agreement between CRU and the ensemble mean; meanwhile, there are only 5 summers where all CAM ensemble members disagree with CRU. In other words, the ensemble mean only captures the observed classes 29% of the time, while at least one ensemble member reproduces the right classes 89% of the time. The problem is how to pre-select the ensemble member(s) that will produce the right classes. However, this supports the notion that using different weighting functions to generate an ensemble mean (based on performance of ensemble members) may give a better forecast than uniformly averaging the ensemble members to produce the ensemble mean. Nevertheless, Figure 6.5 indicates that only three ensemble members have higher synchronization (a measure of right class at the right time) than the
ensemble mean. The best CAM simulation (hereafter, Run 49) agrees with CRU 40% of the time (i.e. $\eta = 40\%$; Fig. 5).

Figure 6.4(a, b) also shows that for all the 13 cases of agreement between CRU and the CAM ensemble mean the same number of CAM ensemble members agree with both CAM and CRU, but not all the 50 members agree. It could be that the rainfall anomalies in the correct ensemble members dominate those in the wrong members. However, Figure 6.4 suggests that the agreement between the CAM ensemble mean and CRU requires at least 13 (i.e. 26%) of the ensemble members to agree with the CRU (see year 1993 in Figure 6.4b). However, CAM may correctly reproduce occurrence of any rainfall class, because all the rainfall classes are included in the 13 cases of the agreement between CRU and the CAM ensemble mean (i.e. Nodes 3 and 4 occur once; Nodes 1 and 5 occur twice; Node 6 occurs thrice while Node 2 occurs four times).

Furthermore, CAM also captures the transition and persistence of some rainfall classes as in CRU (see Section 4.3 for explanations on transition and persistence). For instance, CAM ensemble mean correctly reproduces the transition of Node 6 to Node 5 in 1974–1975, Node 5 to Node 6 in 1975–1976, and Node 2 to Node 1 in 1983–1984. It also simulates the persistence of Node 6 in 1976–1977 and that of Node 2 in 2003–2004. However, the ensemble mean fails to capture the persistency of Node 2 in 1964–1965, 1979–2000, and 2001–2005, or that of Node 5 in 1989–1990. In addition, CRU shows that Node 2 is the most persistent rainfall class (persisting for 4 years, 2001–2005), and it is also the node with highest cases of persistence (i.e. 3 cases). CAM ensemble mean fails to capture this. Instead, it suggests that Node 3 is most persistent node (persisting for 4 years, 1966–1970) and that Node 4 has highest cases of persistency (i.e. 3 cases) (Figure 6.4). Meanwhile, at least five of the ensemble members (including Run 49) agree with CRU that Node 2 is the most persistent rainfall class and is the node with highest number of persistence (Figure 6.5). However, most ensemble members suggest Node 3 as the most persistent node and Node 4 as the node with the highest cases of persistency.
6.4 Decadal Frequency of the Dominant Summer Rainfall Classes over Southern Africa

The decadal frequency of the rainfall classes has different distributions and there is no distinct trend in the distributions (Figure 6.6). The rainfall classes exhibit their maximum frequency in different decades. For example, Node 1 features the maximum frequency (3 events) in 1980s while Node 6 features it (3 events) in 1970s. Node 3 produces it (2 events) in 1960s but Node 4 produces it (2 events) in 1990s. Node 2 shows the maximum frequency (5 events) in 2000s while Node 5 attains the maximum values (3 events) consistently for three decades (1970s, 1980s and 1990s). CAM (ensemble mean) captures few characteristics of the decadal frequency as observed in CRU. For instance, it correctly simulates the magnitude and period of the maximum decadal frequency in Node 1 class, although the simulated distribution is different from observed. It also captures the period of the maximum decadal frequency in Nodes 3 and 6, but the magnitude is higher than the observed. However, in most cases, the spread of decadal frequency simulated by CAM ensemble members encompasses or overlaps the observed values. This indicates that at least one ensemble member simulate the decadal frequency of the observed value. However, CAM fails to capture the distribution and maximum decadal frequency of Node 4; it simulates the maximum decadal frequency in 1980s, instead of 1990s. Nevertheless, the worst performance of CAM in simulating the decadal frequency is when the model simulates high decadal frequency for a rainfall class in a decade, but the class does not feature at all in that decade. Examples of this include Nodes 1 in 2000s, Node 3 in 1970s, and Node 4 in 1980s and 2000s.
Figure 6.4 Inter-annual variability of spatial classes of rainfall anomalies (mm day$^{-1}$), depicted in Figure 6.3; (a) as simulated by 50 CAM ensemble members, CAM ensemble mean (upper bottom row) and observation (CRU: bottom row) and (b) an enlarged last two bottom rows of panel a showing the ensemble mean (upper row) and the observation (bottom row) (the numbers in brackets (i.e. 1 – 6) show the nodes of rainfall classes while the colours indicate the mean rainfall anomalies over the sub-region. The number under the nodes shows the number of the ensemble members that agree with CRU observation or with the CAM ensemble mean simulations on the rainfall class).
Figure 6.5 Synchronization (%; left y-axis) and persistence (nodes; right y-axis) of simulated rainfall classes in reference to observation. The red arrow points to the ensemble member with the highest synchronization (the 49th simulation: Run 49).
Figure 6.6 The decadal frequency of rainfall classes (shown in Figure 6.3) as observed (CRU) and simulated (CAM). The grey bars indicate the observed values; the black squares show the CAM ensemble mean, while the error bars depict the spread (i.e. minimum and maximum values) among the CAM ensemble members. The tag (i.e. node) of each rainfall class is shown at the upper left corner of each panel, and the total number of the rainfall class occurrences in CRU and CAM (ensemble mean) datasets are shown in the panel, i.e. (CRU; CAM).

6.5 Atmospheric Tele-Connections and the Occurrence of Dominant Summer Rainfall Classes over Southern Africa

CRU observation shows that ENSO has a substantial relationship with all the rainfall classes, and the relationship is consistent with three of the rainfall classes (i.e. Nodes 2, 3 and 4: Figure 6.7). For example, Node 2 and 3 feature more than 38% and 65%, respectively, of their events during the positive phase of ENSO (i.e. El Nino) and none during the negative phase (i.e. La Nina). In contrast, Node 4 has more than 68% of its events during La Nina and none during El Nino. However, the relationship between ENSO and other rainfall classes (i.e. Nodes 1, 5 and 6) is not consistent. For instance, Node 1 features more than 50% of its event during El Nino, and yet features more than 25% during La Nina. In contrast, Node 6 features 70% of its events during La Nina, but shows at least 18% during La Nina. Node 5 has the most unreliable relationship with
ENSO, because it features equal number (25%) of its events in both El Nino and La Nina. CAM fails to capture the consistent association between ENSO and Node 2, 3 and 4; instead, it indicates an inconsistent relationship between ENSO and these rainfall classes. However, the model capture the inconsistent relationship between ENSO and other rainfall classes as observed in CRU. For example, the model agrees with CRU that Node 1 features more events during El Nino than during La Nina, and that Node 6 occurs more during La Nina than during El Nino conditions. It also captures that Node 5 has the most unreliable relationship with ENSO, because the simulated class also features equal number (50%) of events in both El Nino and La Nina.

In CRU observations, IOD has a substantial relationship with five of the rainfall classes, and the relationship is consistent for two of the rainfall classes (i.e. Node 1 and 3: Figure 6.7). The two rainfall classes feature about 35% of their events during the negative phase on IOD and none during the positive phase. Meanwhile, Node 4 features all its events during the neutral phase of IOD. Other rainfall classes (Nodes 2, 5 and 6) show inconsistent relationship with IOD. While Node 2 shows about 40% and 30% of its events in positive and negative (respectively) phases of IOD, Node 5 shows about 40% and 10% (respectively), and Node 6 shows 20% and 70% (respectively). CAM also fails to reproduce the consistent relationship IOD with Nodes 1 and 3; and contrary to CRU, it simulated Node 4 during the active phases of IOD. Nevertheless, in agreement with CRU, the model simulate that Node 5 features more during the positive phase of IOD than during the negative phase, and that Node 6 occurs more negative phase of IOD than during the positive phase.

CRU also indicates that AAO has substantial relationship with all the rainfall classes, but the relationship is only consistent with Node 4, which features about 30% of its events during the positive phase of AAO and none during the negative phase (Figure 6.7). Node 3 has the most unreliable relationship with AAO, in that it features equal number of events (38%) during the positive and negative phase of the tele-connection. CAM does not capture the consistent relationship between AAO and Node 4, but simulate well the
inconsistent relationship between AAO and other rainfall classes. The observation also show that BEN has a substantial relationship with the rainfall classes (except Node 3), but the relationship is inconsistent. CAM simulates the inconsistent relationship, but could only reproduce observed portioning of the events between positive and negative phases of the tele-connection for only one rainfall class (Node 4).

In summary, Figure 6.7 shows that each rainfall class links with more than one tele-connection, making it difficult to associate any class with a particular tele-connection. However, the figure can guide on identifying the unfavorable and favorable tele-connection conditions for each rainfall class. For example, the figure suggests that Node 3 does not occur during the negative phase of ENSO and/or positive phase of IOD. Meanwhile, Node 4 does not occur during the positive phase of ENSO and/or negative
phase of AAO. The reason for the inconsistent relationship between tele-connection and the rainfall classes is not clear, but may be attributed to a number of reasons. As there are different flavors of these tele-connection (i.e. conical El Nino versus El Nino Modoki; Johnson, 2012; Hoell et al., 2014; Ratnam et al., 2014), it could be that each rainfall class has preference for different flavor of a tele-connection; and here, we only used a flavor of each tele-connection. In addition, apart from conflicting impacts of the tele-connection on the rainfall classes, the influence of local or regional forcing may be more important than that of the tele-connections in some rainfall classes. All these could also explain or contribute to the poor performance of CAM in simulating the relationship of the rainfall classes with the tele-connection. However, using the ensemble mean for the evaluation may also compromise the evaluation because for a particular tele-connection the ensemble members may produce different rainfall classes, yet all the classes are averaged together to obtained the ensemble mean for that condition.

6.6 Global SST Anomalies and the Dominant Summer Rainfall Classes

To further investigate how well CAM simulates the link between the rainfall classes and ENSO flavors, we present the composite of SST patterns associated with the observed and simulated rainfall classes (Figure 6.8) in comparison with the SST patterns of ENSO flavors (obtained by Johnson, 2012 and Hoell et al., 2014). For CRU, all the SST patterns associated with the rainfall classes compare well with those of ENSO flavors. For example, Node 1 and Node 6 SST patterns (Figure 6.8a) are similar to Hoell et al. (2014) El Nino pattern 3 (hereafter, EN3) and La Nina pattern 3 (hereafter, LN3), respectively. In agreement with EN3, Node 1 SST pattern features warm tropical SST (i.e. positive anomaly) over eastern and central Pacific Ocean and the warmest SST is between 180°E - 120°W, while Node 6 SST features the opposite. Interestingly, our Node 1 rainfall class agrees well with the EN3 rainfall pattern over Southern Africa, and our Node 6 rainfall class resembles their LN3 rainfall pattern over Southern Africa. For CAM, the ensemble mean shows similar Node 6 SST patterns to CRU, but Run 49 does not (Figure 6.8b, c). However, neither the Ensemble mean nor Run 49 features the characteristics of Node 1.
SST patterns as depicted by CRU. This implies that CAM fails to associate Node 1 rainfall class with EN3. Furthermore, while CRU associates Node 3 and node 4 with EN1 and LN1 respectively, Run 49 associates them with EN4 and LN4 (Figure 6.8b), respectively, and the ensemble mean associate them with EN2 and LN4, respectively (compare Figure 6.8c with Hoell et al., 2014). CRU generally attributes Nodes 2 and 5 to EN2 and LN2, respectively (Figure 6.8a), Run 49 does not associate them with a notable ENSO flavor (Figure 6.8b), while the ensemble mean associates them with EN3 and LN4 (Figure 6.8c), respectively.
Figure 6.8 Composites of austral summer global SST anomalies (°C) for (a) CRU, (b) CAM Run 49 and (c) CAM Ensemble in the SOM classification (shown in Fig. 6.3). Pattern numbers, which correspond to the spatial classes of rainfall anomalies in Figure 6.3, are written on the upper left sides of each panel while the SST anomalies are relative to the 1961-2005 climatological mean.
6.7 Composite of Atmospheric Conditions Associated with the Dominant Summer Rainfall Classes

In this section, we examine how well CAM simulates the atmospheric condition associated with the rainfall classes. For clarity and consistency, we separate the composite of each dataset (i.e. CRU, Run 49, and the ensemble mean) in the rainfall classes (i.e. nodes; Figure 6.9) and examine the structure of the corresponding atmospheric fields (i.e. 850hPa level winds, vertical velocity, and vertically integrated moisture flux convergence; Figure 6.10 and 6.11). The composites of CRU and CAM (Run 49 or the ensemble) rainfall classes agree in some nodes but differ in others (Figure 6.9). The best agreement between CRU and CAM composites occurs in Nodes 1 and 6 rainfall classes, where the correlation (r) between the observed and simulated classes is high (0.64 ≤ r ≤ 0.76). The reanalysis and CAM features similar patterns in the associated dynamic fields (anomalies). For instance both datasets agree that Node 1 rainfall class is associated with net cyclonic flow (i.e. weaker anticyclone flow) over the India Ocean. The net cyclonic flow induces a stronger tropical westerly flow over the continent and Indian Ocean (between 0° and 10°S), and a stronger southerly flow over the eastern part of Southern Africa (south of 20°S). The convergence of these tropical westerlies and southerly flows over the Indian Ocean, Tanzania and northern Mozambique produces the moisture convergence (Figure 6.10), enhanced convection (stronger upward motion; Figure 6.11), and positive rainfall anomalies over these areas (Figure 6.9). The negative rainfall anomalies over continent (i.e. south of 20°N) can be attributed to the transport of cold and dry polar air (by the southerly flow) into the area. Furthermore, the reanalysis and CAM also agree that anomalies in winds, moisture flux convergence, and vertical motion fields for Node 6 rainfall class are opposite of those for Node 1. Hence, in addition to reproducing the frequency of the Nodes 1 and 6 rainfall classes as observed (see Figure 6.3), CAM simulates the regional atmospheric condition associated with these rainfall classes well.
Figure 6.9 Composite of the spatial patterns of austral summer rainfall anomalies (mm day$^{-1}$) over Southern Africa for (a) observation (CRU), (b) CAM Run 49 and (c) CAM ensemble mean. Pattern numbers, which correspond to spatial classes of rainfall anomalies in Figure 6.3, are written on the upper left sides of each panel while the values of spatial correlations of Run 49 and ensemble mean with corresponding observed rainfall pattern are written on the bottom left of panels in b and c respectively.
Figure 6.10 Composite of the spatial patterns of austral summer wind anomalies at 850hPa level (arrows) and vertically integrated moisture flux convergence (shaded; anomalies, $x10^{-5}$ s$^{-1}$) for (a) CRU, (b) CAM Run 49 and (c) CAM Ensemble in the SOM classification (shown in Figure 6.9). The anomalies are with reference to 1961-2005 mean; a positive value (red) indicates resultant divergence while a negative value (blue) denotes resultant convergence. Pattern numbers, which correspond to spatial classes of rainfall anomalies in Figure 6.9, are written on the upper left sides of each panel.
Figure 6.11 Composite of the spatial patterns of austral summer vertical velocity at 500hPa level (anomalies, x 10^{-2} Pa s^{-1}) for (a) CRU, (b) CAM Run 49 and (c) CAM Ensemble in the SOM classification shown in Figure 6.9. The anomalies are with reference to 1961-2005 mean; a positive value indicates resultant descent (downward motion) while a negative value denotes resultant ascent (upward motion). Pattern numbers, which correspond to spatial classes of rainfall anomalies in Figure 6.9, are written on the upper left sides of each panel.
The worst agreement between CRU and CAM composites is in Nodes 3 and 4. The correlation between the simulated and observed patterns is weak (0.37 ≤ r ≤ 0.52; Figure 6.9). Apart from overestimating the frequency of these rainfall classes (Figure 6.3), CAM does not simulate the rainfall distribution as observed. For instance, in Node 3, CRU features a negative rainfall anomaly over some areas south of 20°S, but CAM simulates positive a rainfall anomaly over these areas; the reverse is the case in Node 4. As expected, the simulated atmospheric conditions for these also differ from the observed (Figures 6.10 and 6.11). The reanalysis attributes Node 3 rainfall class with anomalous anti-cyclonic flow (centered over Madagascar) and stronger westerly flows in the mid-latitudes (south of 30°S), and Node 4 with a weaker easterly flow in the mid-latitudes (south of 30°S). On the other hand, CAM attributes Node 3 rainfall class with enhanced tropical easterly flows in the tropics (within ±20°N), and Node 4 rainfall class with a stronger westerly flow in the tropics (within ±20°N). However, the observed and simulated anomalies of the vertical motion and moisture flux convergence fields for Node 3 and 4 are consistent with their corresponding rainfall anomalies.

6.8 Summary
This chapter has shown that CAM is able to adequately simulate the observed austral summer rainfall climatology over Southern Africa. In addition to its capability to realistically capture most of the atmospheric dynamics of the summer rainfall, the model gives a realistic simulation of the inter-annual variation of the summer rainfall (area averaged) over Southern Africa. CAM has the capability to simulate satisfactorily the “wet eastern part – normal central parts – dry northwest and southern parts or vice versa”, averagely simulates the” normal conditions over the entire region” but poorly reproduces the “wet eastern part – dry northwest and southern parts or vice versa”. On inter-annual time scale, CAM ensemble mean, in addition to being able to capture the occurrence and persistence of the dominant rainfall classes, is capable of reproducing any of the observed dominant rainfall classes 29% of the time; a minimum of one ensemble member, out of the 50 members, has 89% chance to randomly reproduce the right rainfall class; while the best simulation (Run 49) simulates it 40% of the time. The model however struggles to link these dominant rainfall classes to ENSO flavours and also shows that any of the
dominant rainfall classes may be associated with more than one climate index. This chapter has therefore identified the spatial classes of rainfall anomalies that CAM can adequately simulate and those it struggles to reproduce over Southern Africa during the austral summer seasons.

A comparison of results in this chapter with those in chapter (4) indicates that the model simulates the seasonal rainfall better over West Africa than over Southern Africa in all aspect, except in reproducing amplitude of the rainfall variability as observed (i.e. normalized standard deviation). First, the correlation, r, between observed and simulated summer rainfall is higher over West Africa (i.e. $0.4 < r < 0.65$; $r = 0.64$ for ensemble mean) than over Southern Africa (i.e. $-0.1 < r < 0.54$; $r = 0.4$ for ensemble mean), although the normalized standard deviation is closer to 1.0 over Southern Africa than over West Africa (see Figures 4.1 and 6.1). Second, the synchronization of the ensemble mean (with observation) is also higher over West Africa ($\eta > 33\%$) than over Southern Africa ($\eta < 30\%$). Both the worst ($\eta_{\text{worst}} = 20\%$) and the best ($\eta_{\text{best}} = 42.2\%$) simulations over West Africa have higher synchronizations than their counterparts over Southern Africa ($\eta_{\text{worst}} = 15.6\%$; $\eta_{\text{best}} = 40\%$) respectively (Figures 4.5 and 6.5). Third, over West Africa, about 40% of the simulations perform better than their average, but, over Southern Africa, only 6% of the of the simulations perform better than their average. However, the discrepancy among the simulations (or the spread among the simulations) is higher over West Africa than over Southern Africa, suggesting that the predictability of dominant seasonal rainfall may be lower over West Africa than over Southern Africa.
7 Characteristics of Summer Maximum Air Temperature Patterns over Southern Africa

We present and discuss the results of the characteristics of austral summer near-surface (2m) maximum air temperature patterns over Southern Africa, as observed by CRU and simulated by CAM in this chapter. Firstly, we carried out the performance evaluation of CAM in simulating the climatology of the summer maximum air temperature patterns. Secondly, the characteristics of the six dominant summer (maximum) temperature classes (anomalies), obtained using SOM analysis as described in Chapter 3, and the evaluations of how well CAM reproduces them are then discussed. The characteristics of the dominant summer temperature classes considered are the inter-annual and decadal variability, transition, and persistence. Lastly, the chapter examined the influence of atmospheric tele-connections on the observed and simulated classes, and investigates the capability of CAM in reproducing the atmospheric dynamics that produces each summer temperature classes.

7.1 Validation of the Model
CAM ensembles mean realistically simulate the mean austral summer maximum air temperature over Southern Africa. The model (CAM) is able to reproduce the spatial structures of the temperature over the borders of Namibia, Botswana and South Africa, and captures the cut-off structure over the north-western parts of the sub-region (Figure 7.1a, b). CAM, in agreement with the observation (CRU), also reproduces the relatively lower temperature over the eastern parts of Madagascar, Lesotho environs and those that extend from the Angolan coast through the central parts to the north-eastern parts of the sub-region. Visual comparison of the observed temperature (Figure 7.1a) to the simulation (Figure 7.1b) shows that CAM exhibits cold biases of up to about -5°C (bias maps not shown). Ranked probability skill score (RPSS - a measure of skill: Mason, 2004; Weigel et al., 2006) also reveals that the model has skill in simulating temperature over Southern Africa. Computed, but not shown, RPSS is generally positive over the sub-region; though it is widely less than 0.5. The low skill may be attributed to poor
parameterization of physical processes as suggested by Rusticucci and Kousky (2002),
and Flocas et al. (2004).

CAM ensembles mean also captures the spatial distributions of austral summer total
cloud fraction over Southern Africa (Figure 7.1c, d). Agreements between observation
and simulation show that the total cloud fraction is highest over the central-northern axis
of the sub-region (> 80%) while it is least over the south-west corner of the sub-region
(generally less than 40%). Cloudy areas coincide with areas of relatively lower
temperatures and vice versa (Figure 7.1a, b, c, d). The agreements also show that the
north-eastern parts of Madagascar are cloudier than the southern parts. These suggest that
cloudiness has impact on the degree of hotness or coldness of air temperature over the
sub-region.

The simulated vertical velocity (omega) at 500hPa level has the same magnitudes with
the reanalysis, except that the location of the maximum upward motion (about 8 x 10^{-2} Pa
s^{-1}) extends 5° more westward than observed (Figure 7.1e, f). Similarly, as in the
reanalysis, CAM simulates anti-cyclonic flows over the Atlantic and Indian Oceans at
850hPa level. The model also reproduces a convergence of easterlies from the Indian
Ocean and westerlies from tropical Atlantic Ocean over the central parts of the sub-
region. These easterlies and westerlies transport moisture, respectively from the Indian
and Atlantic Oceans, into the sub-region and the convergence of the moisture roughly
overlaps with locations of lower temperature, cloudier areas and areas of maximum
upward motions (Figure 7.1a, c, e). In these cases, CAM agrees well with the reanalysis
except that the magnitude of the convergence is weaker in CAM than in reanalysis and
the simulated easterlies are stronger in CAM than in the reanalysis (Figure 7.1b, d, f). A
col, at the southwestern tip of the sub-region (around 33°S, 20°E), which provides links
through which a maritime trough connects the continental depression to a mid-latitude
low system is also captured by CAM (Figure 7.1e, f). These wind patterns provide
necessary mechanisms for formations of tropical-temperate-troughs (TTPs) and the
associated convective cloud bands that produce most of the summer rainfall, and in turn
modulate surface temperatures (i.e. Jury and Pathack, 1993; Todd and Washington, 1999; Hansing and Reason, 2008; Manhique et al., 2009). Therefore, the realistic simulation of these features implies that CAM adequately captures the general dynamics behind the summer temperature climate.

Figure 7.2a shows that both CRU and CAM exhibit increasing trend in maximum air temperature. That is, temperature anomalies are majorly sub-zero within 1960 to around 1980 and majorly positive after 1980, except in few cases (e.g. 1989, 2000, etc). The figure also shows that the observed temperature anomalies falls within probable ranges of CAM ensemble members in most of the years under consideration. However, ensemble members fail to envelop the observation in 1989, 1992 and 2006; and the largest discrepancies (about 0.4°C) between the ensembles mean and observation occur in these years. Ensembles mean closely follows CRU and the disagreement between them, though visible, is not so large. For instance, Figure 7.2b, which depicts the normalised standard deviation (σ, which is the simulated standard deviation normalised by the observed standard deviation) and the correlation (r) between the simulations and observation, shows that σ (≈ 0.95) and r (≈ 0.85) for ensembles mean are within those of ensemble members (0.8 < σ < 1.3 and 0.6 < r < 0.88). Respectively, these imply low discrepancies and strong direct linear relationship between the simulations and the observation. Therefore, CAM is able to represent the temperature climate of Southern Africa and the variability therein but with some bias.
Figure 7.1 Spatial distribution of austral summer mean (Top row) near-surface maximum air temperature (2m; °C); (Second row) total cloud fraction (%); (Bottom row) vertical velocity (omega; x10^{-2} Pa s^{-1}) at 500hPa level with the corresponding wind vectors at 850hPa level, over Southern African. Respectively on the left and right columns are the observations (CRU or reanalysis) and simulations (CAM ensemble mean).
Figure 7.2 (a) The inter-annual variations of maximum air temperature anomalies, averaged over Southern Africa (including Madagascar). (b) Taylor diagram, of panel a, showing the normalized standard deviations and the correlation coefficients of CAM ensemble mean (blue star), ensemble simulations (red circles) and CRU observation (black semi-circle). The normalized standard deviations and correlations are with reference to CRU observation.
7.2 Dominant Classes of Maximum Air Temperature over Southern Africa in Summer

Figure 7.3 presents the SOM categorization (3 x 2 nodes) of the observed (CRU) and simulated (CAM) maximum air temperature (anomaly) classes over Southern Africa in summer. The figure depicts the dominant summer temperature classes over the region. These dominant classes can be categorized into three groups in a way that each group contains two opposite temperature classes. Group-one (hereafter known as GRP1) consists of anomaly classes of Nodes 1 and 6. Node 1 features below-normal temperature over the entire Southern Africa with coldest anomalies situated over the Kalahari Desert (i.e. Namibia, south-west Botswana and north-western parts of the Republic of South Africa), and an isolated normal condition over the western parts of Angola. Node 1, according to observation, accounts for 18% of summer temperature classes within the experimental time frame (1961 – 2005) while Node 6 accounts for 20%. GRP1 therefore accounts for 38% of the dataset. CAM (ensemble mean and ensemble members) agrees with CRU in Node 1 on the frequency of occurrence; it however under-estimate the frequency of occurrence of Node 6 by about 2 – 4%. CAM, in GRP1, therefore accounts for 36% (ensemble mean) and 33% (ensemble members) of the entire datasets.

Group-two (hereafter known as GRP2) consists of anomaly classes of Nodes 3 and 4. This group has similar features with classes in GRP1 (i.e. Nodes 6 and 1 respectively); except that, in Node 3, there exist a tongue of normal condition which connects eastern coast of the sub-region (i.e. the entire Tanzania and northern parts of Mozambique), through the central areas (Zambia), to the western coast (over Angola). The warmest areas in Node 3, just like in Node 6, are confined to larger areas of Kalahari Desert while the relatively less warm areas are confined to the north-west equatorial parts of the sub-region (i.e. northern Angola and central parts of Democratic Republic of Congo). Node 4 is exactly the opposite of Node 3. Observation shows that GRP2 accounts for 29% of the datasets (i.e. 13% in Node 3, 16% in Node 4). There are disparities in the way CAM reproduces frequencies of occurrences in GRP2. For instance, ensemble members
overestimate both nodes in GRP2 while ensemble mean rightly captures frequency of occurrence in Node 4 but underestimates that of Node 3 by about 2%. CAM, in GRP2, therefore accounts for 27% (ensemble mean) and 36% (ensemble members) of the entire datasets.

Apart from below-normal anomalies over Tanzania and northern Zambia in Node 2 and vice versa in Node 5, group-three (hereafter known as GRP3) which consists of anomaly classes of Nodes 2 and 5, in comparison to GRP1 and GRP2, lacks severely extreme maximum air temperature anomalies. This means that GRP3 features normal temperature anomaly conditions almost over the entire sub-region. CRU shows that GRP3 accounts for 34% of summer temperature classes (i.e. 16% in Node 2, 18% in Node 5). The frequency of occurrence of Node 2 is adequately captured by ensemble members but ensemble mean over-estimated it by 6%. The frequency of occurrence of Node 5 is however under-estimated by CAM. CAM therefore accounts for 38% (ensemble mean) and 30% (ensemble members) of the entire datasets in GRP3.

Figure 7.3 SOM classifications for the observed and simulated maximum air temperature over Southern Africa (anomalies; 2m; °C), relative to the 1961-2005 climatological mean, during austral summer season. Class numbers are written on the upper left sides of each panel while the frequencies of occurrences (%) are shown on the lower left, middle and right respectively for CRU, CAM ensemble mean and the average of individual ensemble member simulations.
7.3 Inter-annual Variability of the Dominant Summer Maximum Air Temperature Classes over Southern Africa

Figure 7.4(a, b), which depicts the inter-annual variability of the dominant maximum air temperature anomaly classes displayed in Figure 7.3, shows that the mean values of the temperature classes over Southern Africa are steadily increasing. In the CRU rows (Figure 7.4), sub-zero anomalies dominate in 1960s to late 1970s; while positive anomalies dominate from 1980s onward with intermittent occurrences of normal and negative anomalies. CAM ensemble mean captures these upward trends, though with few discrepancies. For example, it fails to capture the occurrence of normal condition in 1977 and above-normal conditions in 1982, 1984 and 2001. These upward trends in temperature are in agreement with Figure 7.2a and also consistent with findings from other studies (e.g. Collins (2011), Tett et al. (1999), Stott et al. (2004 and 2010), Christidis et al. (2012), etc).

CAM ensemble mean and ensemble members reproduce the inter-annual variation of the temperature classes in different ways. There are 17 cases of agreement, out of 45, between CRU and the ensemble mean, meaning that CAM ensemble mean correctly reproduce the observed anomaly classes 38% of the time (Figure 7.4a, b). Meanwhile, there are only two cases of disagreement between CRU and ensemble members (e.g. 1969 and 1981, when none of the ensemble members simulate observed temperature classes); and that correct simulation of observed anomaly classes by ensemble members requires a minimum of two ensemble members. These imply that CAM ensemble members have at least 95% probability of reproducing the observed temperature classes correctly, if and only if two right CAM ensemble members are selected. This poses a problem of pre-selection of the right ensemble members that will reproduce the correct classes.

Figure 7.4(a, b) also shows that the number of CAM ensemble members that agree with CRU and CAM ensemble mean, whenever CRU and CAM ensemble mean simulate the
same temperature classes, are equal (e.g. 1965, 1980, 1998, etc). This number however
has a minimum of 16 (in 1979) and a maximum of 48 (in 1998). The implication here is
that at least 32% of ensemble members are required for CAM ensemble mean to correctly
simulate any of the six observed temperature anomaly classes. The reason(s) for this
remains unclear. It may be that CAM correctly reproduces the occurrence of a
temperature class because all the correct classes are included in the 16 cases of the
agreement between CRU and CAM ensemble mean; or that the correct ensemble
members might have dominated the wrong members.

Figure 7.5 shows that 5 ensemble members out-perform the ensemble mean, i.e., they
have higher synchronizations than ensemble mean. Among these 5 ensemble members,
the 49th simulation (hereafter known as SIM49) has the highest synchronization ($\eta =
48.9\%$). That is, SIM49 have 22 cases of agreements, out of 45, with CRU and therefore
have greater ability to correctly reproduce occurrences of any of the temperature classes
than any other ensemble members and ensemble mean. Therefore, generating an
ensemble mean based on performance of individual ensemble members may give better
predictions than uniformly averaging the members to produce the ensemble mean.

Transition and persistence of the observed temperature classes are captured by CAM (see
Section 4.3 for explanations on transition and persistence). For example, Figure 7.4(a, b)
shows that CAM ensemble mean captures the transition of Node 1 to Node 5 in 1979 –
1980, Node 2 to Node 3 then to Node 6 in 1986, 1987 – 1988, etc. It also captures the
persistence of Node 6 in 2004 and 2005. It however fails to capture the persistence of
not capture the transition of Node 2 to Node 4 within 1993 to 1994 and that of Node 6 to
Node 3 in 1983 to 1985. These failures are attributed to low synchronization of CAM
ensemble mean with CRU ($\eta = 38\%$). The most persistent temperature anomaly class,
according to CRU, is Node 6 (Figure 7.4a, b). It persists for 3 years (2003 to 2005), while
the class with highest cases of persistence is Node 5. It has 3 cases of persistence.
However, CAM ensembles mean is not clear on the issue of the most persistent node; it
shows that Nodes 1, 4 and 6 persist for 2 years each while it shows that Node 2 is the node with highest cases of persistence. Contrary to CRU and CAM ensemble mean, majority of the CAM ensemble members suggest that Node 4 is the most persistent node as well as the node with highest cases of persistence (Figure 7.5). Only 8 ensemble members agree with CRU that Node 6 is the most persistent temperature anomaly class while 5 ensemble members agree with CRU that Node 5 has the highest cases of persistence. However, in agreement with CRU and CAM ensemble mean, SIM49 captures Node 6 as the most persistent node; though, it failed, like ensemble mean, to capture Node 5 as the node with highest cases of persistence, it captured Node 4 instead.
Figure 7.4 Inter-annual variability of spatial classes of maximum air temperature anomalies (°C), depicted in Figure 7.3; (a) as simulated by 50 CAM ensemble members, CAM ensemble mean (upper bottom row) and observation (CRU: bottom row) and (b) an enlarged last two bottom rows of panel a showing the ensemble mean (upper row) and the observation (bottom row) (the numbers in brackets (i.e. 1 – 6) show the nodes of temperature classes while the colours indicate the mean temperature anomalies over the sub-region. The number under the nodes shows the number of the ensemble members that agree with CRU observation or with the CAM ensemble mean simulations on the temperature class).
**Figure 7.5** Synchronization (%) and persistence (nodes) of simulated temperature classes in reference to observation. The red arrow points to the ensemble member with the highest synchronization (the 49th simulation: SIM49).
7.4 Decadal Frequency of the Dominant Summer Maximum Air Temperature Classes over Southern Africa

Figure 7.6 shows that some classes are recent; some are common while some are rare. Recent classes occur within the last two decades, e.g. Nodes 2, 3, 4, 5 and 6; common classes occur in almost every decade after 1960s, e.g. Nodes 2, 3, 4 and 5; while rare classes do not occur within the last two decades, e.g. Node 1. Though, the decadal frequencies of the maximum air temperature anomaly classes as observed (CRU) and simulated (CAM ensemble mean) have different distributions, CAM ensemble mean is however able to reproduce few of these observed trends. For instance, it captures non-occurrences of Node 1 in 1990s and 2000s, and Node 6 in 1960s and 1970s. Hence, it captures the rarity of Node 1 and recentness of Node 6 even though it fails to capture years of their maximum frequency (i.e. 1960s for Node 1, 2000s for Node 6). Nevertheless, the magnitudes of the observed decadal frequencies are, most of the time, within the ranges of what CAM ensemble members produce. In addition, ensemble members simulate a minimum of 1 event for Node 1 in 1970s, Node 2 in 1980, Node 6 in 1990s, and a minimum of 2 events for Node 4 in 1960s.

Furthermore, in agreements with CRU, the spread produced by the ensemble members shows that there are evidences of warming in the distributions of decadal frequencies (Figure 7.6). For instance, the maximum decadal frequency produced by CAM ensemble members in averagely below-normal classes (Nodes 1 and 4) is highest in the 1960s and 1970s (i.e. 6 events in Node 1 in the 1970s and more than 8 events in Node 4 in the 1960s) and it constantly reduces towards the 21st century. On the contrary, the maximum decadal frequency produced by CAM ensemble members is lowest in above-normal classes (Nodes 3 and 6) during the 1960s and constantly increases towards the 21st century (more than 4 events from 1980s). It ranges between 2 to 5 events in normal condition classes (Nodes 2 and 5) throughout the experimental time-frame of 1961 – 2005. These imply that the decadal frequencies of occurrences of below-normal classes are decreasing, those of above-normal classes are increasing while those of normal condition classes are quasi-constant.
Figure 7.6 Decadal frequencies of maximum air temperature anomaly classes, displayed in Figure 7.3, as observed and simulated. Grey bars show the observed values; black squares show CAM ensemble mean; while the error bars indicate the maximum and minimum decadal frequencies by CAM ensemble members (i.e. the spread). Shown in brackets on the upper left corner of each panel is the tag (or node) of each class. The total number of class occurrences in CRU and CAM (ensemble mean) datasets are also shown in each panel, i.e. (CRU; CAM).

7.5 Atmospheric Tele-connection and the Occurrence of Dominant Summer Maximum Air Temperature Classes over Southern Africa

Figure 7.7 presents the number of tele-connection events (in frequency; %) in which maximum air temperature anomaly classes occur during the positive and negative phases of the tele-connection as observed by CRU and simulated by CAM. We defined here three types of associations between a climate index and an observed temperature class – consistent, inconsistent and unreliable. An association is consistent when the observed class exists only during one of the phases of a climate index and vice versa for inconsistent (i.e. the observed class exists during both phases of a climate index) while an association is unreliable when the observed class features equal frequency of occurrences of both phases of a climate index.
There exist substantial associations between ENSO and all observed temperature classes. The association is however consistent in only two classes (Nodes 2 and 6). Both nodes feature more than 40% of their events during El Nino periods (i.e. positive phase) and none during La Nina periods (i.e. negative phase). Association between ENSO and other classes (i.e. Nodes 1, 3, 4 and 5) is not consistent. Instances reveal that Nodes 1 and 4 feature 38% and 72% of their events, respectively, during La Nina periods and at the same time feature 12% and 30% of their events, respectively, during El Nino periods. On the contrary, Node 3 features more than 30% of its event during El Nino periods, and still features almost 20% during La Nina periods. An unreliable association occurs in Node (5). The node features equal number (about 25%) of its events during both phases of ENSO. CAM ensemble mean captures the consistent association between ENSO and temperature class of Node 6 but captures inconsistent association for Node 2. It also reproduces the inconsistent associations between ENSO and other classes. For instance, CAM ensemble mean agrees with CRU that Nodes 1 and 4 feature more events during La Nina than during El Nino periods, and that Node 3 occurs more during El Nino than during La Nina events. It however fails to reproduce the unreliable association in Node 5; instead, it shows that the node features more of its events during La Nina than during El Nino periods.

Observation shows that IOD has inconsistent associations with all observed temperature classes, except Node 1 with which it has consistent association. Though, with low frequency (about 12%), Node 1 features its events during the negative phase of IOD and none during the positive phase. Nodes 2, 3 and 4 feature more than 30% of their events during the negative phase and, yet, features more than 10% of their events during the positive phase. On the contrary, Nodes 5 and 6 feature more than 25% of their events during the positive phase and at the same time features more than 10% of their events during the negative phase. CAM ensemble mean fails to reproduce the consistent association between IOD and Node 1; though it shows that the class occurs more during negative phase than during positive phase. However, in agreement with CRU, the model
simulates that Nodes 4 and 6, respectively, feature more of their events during the negative and positive phases of IOD than during the positive and negative phases. CAM ensemble mean fails to agree with CRU in Nodes 2, 3 and 5. It captures the opposite of what is observed in these nodes.

Observationally, there is substantial association between AAO and all temperature classes, but the relationship is only consistent in Nodes 5 and 6. These nodes, respectively, feature about 50% and 30% of their events during the positive phase of AAO and none during the negative phase. Positive phase of AAO dominates in other nodes (i.e. Nodes 1, 2, 3 and 4) as well. In these nodes, observed temperature classes feature more events during positive phase (ranging from 28% in Node 2 to 70% in Node 1) than during negative phase (ranging from 13% in Node 2 to 35% in Node 3). While CAM ensemble mean captures consistent association in Node 6, it however shows that the association of AAO with Node 1 is unreliable, because it features equal number of events (about 38%) for the positive and negative phases AAO. While it captures the inconsistent associations in Nodes 2, 3 and 4 by showing that they occur more during positive phase than during negative phase, it also captures inconsistent association in Node 5 instead of consistent association.

Figure 7.7 shows that BEN has no consistent association with all observed temperature classes. The association between BEN and the temperature classes is inconsistent and unreliable. The figure shows that averagely below-normal temperature classes (i.e. Nodes 1 and 4) occur more during negative phase than during positive phase of BEN and vice versa for averagely above-normal temperature classes (i.e. Nodes 3 and 6); while the association between BEN and normal temperature classes (i.e. Nodes 2 and 5) is not consistent because they feature equal number of events (about 12% in Node 2 and more than 35% in Node 5) during the positive and negative phases of BEN. While CAM ensemble mean captures unreliable association in Node 5, it also captures inconsistent associations in Nodes 3, 4 and 6; but fails to capture the scenarios in Nodes 1 and 2.
It is therefore difficult to associate any maximum air temperature anomaly class with a particular climate index because each class is associated with more than one climate index (Figure 7.7). Nevertheless, this investigation has helped to know which of the classes are, favorably and or unfavorably, associated with which of the atmospheric teleconnection and hence, can be simulated or predicted reliably from such climate index. The rationale behind the inconsistent association between teleconnection and the classes may be attributed to the facts that each atmospheric teleconnection may exist in different forms. Examples abound in ENSO where different flavors of ENSO have been uncovered, e.g. conical El Nino and El Nino Modoki: Johnson, 2012; Hoell et al., 2014; Ratnam et al., 2014). Therefore, each class may have inclination for different forms of tele-connection. Meanwhile, in this study, we only used a flavor of each tele-connection. Furthermore, the influence of local or regional forcing may be more important than that of the tele-connections in some classes and, hence adds to the conflicting impacts of the tele-connection on the classes.

**Figure 7.7** Frequency of occurrence of climate indices associated with spatial classes of temperature anomalies depicted in Figure 7.3, expressed as percentage of frequency of occurrence. Red and blue colors indicate, respectively, positive and negative phases of each climate index; bars, squares, and the upper and lower parts of the error bars, respectively, denote the frequencies of the climate indices associated with observation (CRU), CAM ensemble mean, and the maximum and minimum frequencies of the climate indices produced by CAM ensemble members. The tag (or node) of each temperature class is shown in bracket on the upper left corner of each panel. See Table 3.2 for brief descriptions of the climate indices considered in this study.
So, what makes a summer warmer or colder than its predecessor? This depends on a number of factors that play important roles in the energy budget of the atmosphere. These factors are volcanic eruptions (Kelly and Jones 1996; Johns et al., 2002), global SST and oceanic circulations (Gadgil et al., 1984; Xie et al., 2009; Abraham et al., 2013), surface reflectivity (i.e. albedo: Henderson-Sellers and Hughes, 1982; Henderson-Sellers and Wilson, 1983), absorptions of solar energy due to emissions of green-house gases (GHG: WMO, 1990a, b and 1992; Staehelin et al., 2001; Jones et al., 2008; Collins, 2011; Christidis et al., 2012), etc. These factors engage in complex interactions with the atmosphere and therefore, their effects are being controlled by atmospheric circulations (Kysely, 2007). Interestingly, temperature fluctuation is one of the outcomes of complex interactions between atmospheric variables, processes and circulations. Anomalies of global SST, among others like anomalies of vertical motions and total cloud fraction are fundamentally associated with seasonal temperature fluctuations and variations over Southern Africa (Breaker, 1989; Mullan, 1998; Abraham et al., 2013). Therefore, analyzing the composites of the spatial patterns of these anomalies in comparison with the spatial classes of maximum air temperature anomalies will assist in furthering the investigation into how well CAM simulates the link between these classes and factors modulating the atmospheric energy budgets.

7.6 Global SST Anomalies and the Dominant Summer Maximum Air Temperature Classes

7.6.1 ENSO Flavors and Temperature Classes
This sub-section furthers the investigation into how well CAM simulates the link between the temperature anomaly classes and different ENSO flavors. Figure 7.8 depicts additional analyses of the composites of SST anomaly patterns in comparison with the SST patterns of ENSO flavors obtained by Hoell et al. (2014). All SST anomaly patterns associated with the observed temperature anomaly classes compare well with those ENSO flavors described by Hoell et al. (2014). For instance, SST anomaly patterns for
Nodes 1 and 6 (Figure 7.8a) are respectively similar to La Nina pattern 1 (hereafter known as LN1) and El Nino pattern 3 (hereafter known as EN3). In agreement with LN1, Node 1 SST anomaly pattern features cold SST (negative anomaly) over the eastern and central equatorial Pacific and it is coldest between 180°E - 120°W. SST anomaly patterns for Node 6 features the opposite (i.e. EN3). Both SIM49 and CAM ensemble mean simulate similar SST anomaly patterns for these nodes (Figure 7.8b, c). Furthermore, CRU associates Nodes 3 and 4 with El Nino pattern 4 (hereafter known as EN4) and LN1 respectively (Figure 7.8a). EN4 is, though, similar to EN3 but its positive SST anomaly is more confined to central Pacific Ocean. However, SIM49 associates Nodes 3 and 4 with normal SST condition and LN1 respectively (Figure 7.8b); while ensemble mean associates them with El Nino pattern 1 (hereafter known as EN1) and normal SST condition respectively (Figure 7.8c). These imply that SIM49 fails to associate Node 3 with EN4 and that ensemble mean also fails to associate Nodes 3 and 4 temperature classes with EN4 and LN1 respectively. Nevertheless, while SIM49 does not associate Nodes 2 and 5 with normal SST conditions (Figure 7.8a, b), the ensemble mean adequately associate Node 5 with normal SST conditions but instead associate Node 2 with La Nina pattern 3 (hereafter known as LN3 – characterized by uniformly negative SST anomalies over the eastern and central equatorial Pacific and normal SST conditions over the west Pacific, Indian and Atlantic Oceans: Figure 7.8c). Therefore, CAM has the ability to adequately reproduce LN1 (as in Nodes 1 and 4) and EN3 (as in Node 3).

7.6.2 Caveats on ENSO-based Predictions
The dominant temperature classes have two points of agreements and one point of disagreement with the earlier mentioned ENSO-based prediction frame-works\textsuperscript{20,21}. Figures 7.3, 7.8 and 7.9 show that summer air temperatures are significantly cooler during La Nina events and vice versa during El Nino events; though inconsistent (Figure 7.7). The classes, in agreement with the ENSO-based prediction frame-works, also show that the coldest and warmest anomalies are located south of 10°S over the sub-region.

\textsuperscript{20} \url{http://edmc1.dwaf.gov.za/library/Limpopo/Chapter2/Page17/Chapter2Page17.htm}
\textsuperscript{21} \url{http://www.grida.no/publications/vg/africa/page/3106.aspx}
They however disagree on the occurrence of extreme temperature anomalies over Madagascar. Contrary to the ENSO-based prediction frame-works, jointly simulated dominant groups (Figures 7.3 and 7.9) show no extremes over Madagascar. This indicates that unusually higher or lower than normal temperatures, as suggested by the frame-works, may however not be occurring over this Island. This is highly possible because the Island is, throughout the year, dominated by onshore flows which have been associated with none or fewer anomalously higher than normal temperatures (Lyon, 2009). Therefore, while the ENSO-based prediction frame-works may be adequate for the prediction of rainfall extremes during ENSO events, it may however not be adequate for the prediction of summer temperature over the sub-region.
Figure 7.8 Composite of austral summer global SST anomalies (°C) for (a) observation, (b) SIM49 and (c) CAM ensemble mean patterns. Pattern numbers, which correspond to the spatial classes of temperature anomalies in Figure 7.3, are written on the upper left sides of each panel while the SST anomalies are relative to the 1961-2005 climatological mean.
7.7 Composite of Atmospheric Dynamics Associated with the Temperature Classes

Atmospheric conditions associated with each dominant maximum air temperature class, and how well they are simulated by CAM, are examined in this sub-section. Temperature anomaly classes displayed in Figure 7.3 were separated into the composites of each dataset (i.e. CRU, SIM49 and CAM ensemble mean; Figure 7.9). Anomalies of vertical velocity at 500hPa level with the corresponding anomalies of wind vectors at 850hPa level and those of the total cloud fraction are then used to examine the structure of the corresponding atmospheric fields (Figures 7.10 and 7.11).

While there are agreements between the composites of CRU and CAM (SIM49 and ensemble mean) in some patterns, there are discrepancies in other patterns (Figure 7.9a, b, c). For instance, the best agreement is in GRP2 (i.e. Nodes 3 and 4). In this group, spatial correlations (r) between CRU and CAM simulations are high (0.58 ≤ r ≤ 0.76); implying that CAM simulates the spatial structures of the group almost as observed. Though, reanalysis and CAM feature comparable patterns in the associated atmospheric dynamics, they also feature some disparities. CRU shows that Node 3, a majorly above-normal anomaly, is associated with anomalous mid-latitude cyclonic flows, at 850hPa levels, over south Atlantic and Indian Oceans (Figure 7.10a). The cyclonic flows stimulate maritime southerly flows almost over the entire sub-region as they induce strong anomalous subsidence at 500hPa level (downward motion; Figure 7.10a) and below-normal total cloud fraction (Figure 7.11a) over the sub-region. Apart from the agreements between CRU, SIM49 and CAM ensemble mean on these atmospheric dynamics; both SIM49 and CAM ensemble mean also agree with the composite of CRU that the below-normal anomalies over Tanzania (Figure 7.9) can be attributed to an enhanced convection (upward motion; Figure 7.10) and anomalous increase in cloud fraction (Figure 7.11) over the country. SIM49 and ensemble mean agree with CRU that anomalies of vertical motion fields and total cloud fraction for Node 4 class are opposite of those for Node 3. Therefore, in addition to the capturing of the frequency of occurrence by the ensemble mean in GRP2 (Figure 7.3), CAM (SIM49 and ensemble
mean) also simulate adequately the atmospheric conditions associated with the maximum air temperature anomaly classes in GRP2.

GRP1 (Nodes 1 and 6), as agreed by CRU and CAM (SIM49 and ensemble mean), is the most poorly simulated group. In this group, the spatial correlations (r) between CRU and CAM simulations are weak (0.17 ≤ r ≤ 0.29); implying that CAM does not simulate the spatial structures of the group as observed (Figure 7.9a, b, c). Though both CAM and CRU, in Node 1, feature below-normal anomalies over the entire sub-region; CRU locates the coldest temperature anomalies over Botswana-Zambia-Zimbabwe axes while CAM placed the coldest anomalies over the Kalahari Desert (i.e. Namibia, south-west Botswana and north-western parts of the Republic of South Africa). Node 6 features the opposite of these, i.e. above-normal anomalies over the entire sub-region and with peak centers corresponding to those found in Node 1. Reanalysis attributes Node 1 to anomalous cyclonic flows over mid-latitude parts of south Indian Ocean and also to an anomalous anti-cyclonic flow centered over the southern tip of the sub-region (Figure 7.10a). These flows resulted in weak and unorganized wind anomalies almost over the entire Southern Africa. The flows induce weak anomalous ascent (upward motion; Figure 7.10a) and weak above-normal total cloud fraction (Figure 7.11a) over the sub-region. Observation and CAM feature comparable patterns in the associated dynamic fields (Figures 7.10 and 7.11), but the observed vertical motions do not correspond to areas of below- and above-normal temperature anomalies (Figures 7.9a and 7.10a). Similar scenarios apply to Node 6, the opposite pattern of Node 1. Here, the observed vertical motions are also not consistent with the corresponding temperature anomalies (Figures 7.9a and 7.10a), but the anomalies of total cloud fraction are reproduced by the composites of SIM49 and ensembles mean (Figures 7.10 and 7.11).
Figure 7.9 Composite of the spatial patterns of austral summer maximum air temperature anomalies (°C) over Southern Africa for (a) observation (CRU), (b) SIM49 and (c) CAM ensemble mean in SOM classifications depicted in Figure 7.3, relative to the 1961-2005 climatological mean. Pattern numbers, which correspond to classes in Figure 7.3, are written on the upper left sides of each panel while the values of spatial correlations of SIM49 and ensemble mean with corresponding observed pattern are written on the bottom left of panels in b and c respectively.
Figure 7.10 Composite of the spatial patterns of austral summer vertical velocity anomalies at 500hPa level (omega; $\times 10^{-2}$ Pa s$^{-1}$) with the corresponding anomalies of wind vectors at 850hPa level for (a) observation (reanalysis), (b) SIM49 and (c) CAM ensemble mean, relative to the 1961-2005 climatological mean. Pattern numbers, which correspond to classes in Figure 7.9, are written on the upper left sides of each panel. Blue shading (negative value) indicates resultant ascent (i.e. upward motion) while red shading (positive value) indicates resultant descent (i.e. downward motions).
Figure 7.11 Composite of the spatial patterns of austral summer total cloud fraction anomalies (%) for (a) observation (CRU), (b) SIM49 and (c) CAM ensemble mean, relative to the 1961-2005 climatological mean. Pattern numbers, which correspond to classes in Figure 7.9 are written on the upper left sides of each panel. Blue shading (negative value) indicates resultant reduction in cloud coverage while red shading (positive value) indicates resultant increase in cloud coverage.
7.8 Summary
It has been shown in this chapter that CAM is adequately capable of reproducing the inter-annual and spatial variations of the observed austral summer maximum air temperature over Southern Africa. The model is also capable of simulating the atmospheric conditions that influence and modulate the summer maximum air temperature over Southern Africa. Out of the predetermined six dominant temperature classes, CAM reliably reproduces classes of the “temperature extremes over the Kalahari Desert (south of 20°S)” and averagely reproduces classes of the “near-normal temperatures over the entire region”. Ensemble mean has the potential to reproduce the right classes 38% of the time, while SIM49 has the capacity to simulate the correct class once out of every two simulations (η = 49%); and the model correctly reproduces the regional atmospheric conditions that modulate the occurrences of these captured classes. The dominant temperature classes, though inconsistently, comply with the ENSO-based prediction frame-works (i.e. summer air temperatures are significantly cooler during La Nina events and vice versa during El Nino events). It however fails to agree with the frame-works on the occurrence of extreme anomalies over the Madagascan Island. Our results have therefore identified the dominant summer maximum air temperature classes that CAM can simulate well and those it struggles to reproduce over Southern Africa.

A comparison of this chapter with chapter (6) suggests that, over Southern Africa, CAM does a better job in simulating temperature than in simulating rainfall. For example, the correlation, r, between observation and simulations is higher for temperature (i.e. 0.6 < r < 0.9; r = 0.85 for ensemble mean) than for rainfall (i.e. -0.1 < r < 0.54; r = 0.4 for ensemble mean), and the normalized standard deviation is closer to 1.0 in the former than in the later (Figures 6.1 and 7.2). In addition, the synchronization of the ensemble mean (with observation) is higher for temperature (η > 38%) than for rainfall (η < 30%). Both the best (η_{best} = 49%) and the worst (η_{worst} = 20%) simulations for temperature have higher synchronizations than their counterparts for rainfall η_{best} = 40%; η_{worst} = 13%) respectively. For temperature, 10% of the simulations perform better than the average, while, for temperature, only 6% the ensemble members perform better than the ensemble
mean. The discrepancy among the simulations (or degree of spread among the simulations) is lower for temperature than for rainfall. This suggests that, over Southern Africa, the predictability of dominant seasonal temperature classes may be higher than that of rainfall classes.

Furthermore, a comparison between the results in this chapter and chapter (5) indicates that the model simulates the seasonal maximum temperature better over Southern than over West Africa in all aspect. First, the correlation between observed and simulated summer rainfall is higher over Southern Africa (i.e. $0.6 < r < 0.9$; $r = 0.85$ for ensemble mean) than over West Africa (i.e. $0.4 < r < 0.8$; $r = 0.8$ for the ensemble mean), and the normalized standard deviation is almost 1.0 over Southern Africa but 0.5 over West Africa. Second, the synchronization of the ensemble mean (with observation) is also higher over Southern Africa ($\eta > 38\%$) than over West Africa ($\eta < 30\%$). Both the worst and best simulations over Southern Africa ($\eta_{\text{worst}} = 20\%; \eta_{\text{best}} = 49\%$) have higher synchronization than their counterparts over West Africa ($\eta_{\text{worst}} = 11\%; \eta_{\text{best}} = 44\%$) respectively. However, over West Africa, about 36% of the simulations perform better than their average, while, over Southern Africa, only 10% of the simulations perform better than their average. However, in simulating temperature, the discrepancy among the simulations is higher over West Africa than over Southern Africa, suggesting that the predictability of dominant seasonal maximum temperature may be higher over Southern Africa than over West Africa.
8 Trends in the Potential Spread of Seasonal Climate Simulations over South Africa

This chapter investigates the characteristics of the measures of the limits of predictability of seasonal forecasts over South Africa. It examines the spread of ensemble output from a regional climate model, specifically the regional component of the Hadley Centre Atmospheric / Regional Model version 3 (HadAM3P-N96/HadRM3P-50km) modeling system, run in a hindcast framework. The chapter then estimates what the theoretical range of forecasts is for a variety of seasons, in the context of a single forecasting model system, and thus establishes the theoretical limits as to how much we may be able to improve seasonal forecasts.

8.1 Evaluation of HadRM3P Simulations

Ensembles of simulations can either be evaluated in a deterministic or probabilistic sense. Here, we evaluate monthly precipitation and near surface air temperature output in a deterministic sense using the ensemble means of the HadRM3P simulations. Figures 8.1 and 8.2 respectively depict maps of seasonal precipitation and temperature over the full period of the simulations. The ensemble mean is compared to observed seasonal climatologies of South Africa, represented by the University of East Anglia Climate Research Unit (CRU: Mitchell and Jones, 2005) monthly gridded dataset. HadRM3P is successful in simulating the overall pattern of maximum rainfall over the northeast of South Africa and the decrease towards the southwest (Figure 8.1). Similarly, it successfully simulates the seasonal locations of maximum and minimum temperatures but it displaces slightly the local maximum and minimum over these regions. The ability of HadRM3P to simulate and reproduce these patterns is crucial to reliable seasonal forecasts and simulations over South Africa, and by extension the success of this study.

Model biases range from −2 to 2 mm day\(^{-1}\) for precipitation against this observational dataset (Figure 8.1). In all seasons, biases mimic the spatial distribution of precipitation, reflecting the model’s ability to capture both spatial and seasonal patterns. Figure 8.2 shows that, for all seasons, overestimation of air temperature is concentrated along
southern and eastern provinces, whereas air temperatures for the majority of inland provinces are underestimated, in some cases by 4 °C.

We use the ranked probability skill score (RPSS) to evaluate the ability of the model to reproduce the observed year-to-year variations of the climate variables. RPSS is defined as a measure of the accuracy of the forecast in terms of the probability assigned (Wilks, 1995; Mason, 2004). It compares the performance of a forecasting system against a simple climatological reference through an expression:

\[
RPSS = 1 - \frac{\text{RPS}_{\text{fcst}}}{\text{RPS}_{\text{clim}}}
\]

where \(\text{RPS}_{\text{fcst}}\) is the anomaly of the forecast value while \(\text{RPS}_{\text{clim}}\) is the anomaly of climatological reference. RPSS ranges from 1.0 for a perfect forecast, through 0.0 for one that provides no improvement over the climatological reference, to negative values for forecasts that are worse than the climatological reference. Wilks (1995) and Weigel et al. (2006) have shown that positive skills are normally desirable and that they represent a minimal level of acceptable performance by forecasts.

Positive skill appears over the domain in different seasons. For precipitation (Figure 8.1 bottom row), RPSS indicates some positive skill during austral summer (DJF) and autumn (MAM). Skill scores are mostly negative during the dry winter season when rainfall amounts are near-zero [JJA; however, this is a wet season over the Western Cape Province (WCP)]. Skills are generally negative for the important onset season (SON). Studies, e.g. Landman and Beraki, 2010; Li and Ding, 2011, have attributed these lacks of skill during JJA and SON seasons to the influence of transient synoptic systems (Reichler and Roads, 2004). The dominance of tropical atmospheric circulation is almost absent during these seasons. RPSS for temperature (Figure 8.2 bottom row) depicts positive skill throughout the country during DJF, but only in inland areas during MAM and SON. The model rather lacks skill during JJA.
Anomalies of the area average of July inter-annual variations of precipitation and temperature over Limpopo Province (LMP) are plotted in Figure 8.3. The plotted values are anomalies from the full-period climatology and thus have had the biases displayed in Figures 8.1 and 8.2 linearly removed. The figure shows that the observed inter-annual precipitation lies within the range of probable values exhibited by simulated ensemble members for most of the experimental period (Figure 8.3a). The correlation coefficient between rainfall ensemble mean and CRU observation is 0.40 while their strength of association as evaluated from ranked correlation is 0.51. Ensemble mean produces smaller inter-annual variations in temperature than has been observed, leading to the observed values more frequently exceeding the probable range suggested by the simulations (Figure 8.3b). For temperature, the strength of the linear relationship between the ensemble mean and observations in terms of the correlation coefficient is 0.46, or 0.58 for Spearman’s ranked correlation.
Figure 8.1 Seasonal distribution of precipitation over South Africa during December 1959 through November 2008. **Top row:** Ensemble mean as simulated by HadRM3P. **Second row:** Observation as presented by the CRU dataset. **Third row:** Model bias relative to CRU observations (simulations minus observations). **Bottom row:** Ranked probability skill score, RPSS, of HadRM3P precipitation simulations over South Africa. Columns indicate the austral seasons: DJF – summer; MAM – autumn; JJA – winter; SON – spring.

Figure 8.2 Seasonal distribution of near surface air temperature over South Africa during December 1959 through November 2008. **Top row:** Ensemble mean as simulated by HadRM3P. **Second row:** Observation as presented by the CRU dataset. **Third row:** Model bias relative to CRU observations (simulations minus observations). **Bottom row:** Ranked probability skill score, RPSS, of HadRM3P near surface air temperature simulations over South Africa. Columns indicate the austral seasons: DJF – summer; MAM – autumn; JJA – winter; SON – spring.
8.2 Spatial Distribution of Ensemble Spread over South Africa

Ensemble spreads as measured by StdDev and the 10–90th percentile range vary with time and in space (Figures 8.3(a, b), 8.4 and 8.5). The top and middle rows of both Figures 8.4 and 8.5, for precipitation and surface air temperature respectively, show that larger spreads are concentrated where the seasonal average values are higher (see top rows of Figures 8.1 and 8.2). Higher ensemble spreads for precipitation are found over the central and north-eastern areas of the country during the onset (SON), rainy (DJF) and cessation (MAM) seasons (Figure 8.4). The regions of higher precipitation spread are also found in the southwest, southern and eastern coasts during their rainy season (JJA), following the natural patterns of seasonal rainfall distribution (Figure 8.1). Ensemble spreads for temperature are lower and more uniform along the coasts than inland (Figure 8.5). This may be as a result of prescribed sea surface temperature used in the weather@home/SAF setup, in that coastal areas in the HadRM3P model may be constrained to more closely follow the prescribed ocean temperature than inland areas. Higher spreads are found inland where temperature variability is higher (Figure 8.2).

There are strong direct linear relationships between the two measures of spread. Correlation coefficients between the two measures of precipitation spread are generally around 0.7 and relatively uniform across the country and seasons (bottom row of Figure 8.4). Correlation coefficients are less homogenous for temperature spreads (bottom row of Figure 8.5). They are highest, generally greater than 0.7, during the summer (DJF) and winter (JJA). Ranked correlation for both parameters, which is generally greater than 0.9, further confirm that there exist strong associations between the two measures of spread.

8.3 Implications of Spread Variations on Simulation Skill

Whether the inter-annual variations in the spread follow the Grimit and Mass (2007) hypothesis, “cases with large (small) ensemble spread should be associated with large (small) forecast uncertainty”, can be determined using the model skill, as measured using the RPSS with the CRU observational product, as a function of simulation spread.
Seasonal-provincial values of the measures of spread for each year were ranked in ascending order and sorted into four equally populated bins. Bin 1 contains the narrowest spread values while widest values are in bin 4. Averages of simulations and corresponding observational datasets in each bin are then used to evaluate RPSS. RPSS is then plotted as a function of these bins in Figures 8.6 and 8.7 for precipitation and temperature respectively.

For precipitation, all provinces and seasons have higher skill when the simulation spread is narrower (Figure 8.6). This even holds during the dry season (JJA for most provinces), when the negative scores reflect the difficulty of interpreting probabilistic forecasts for seasons with a very small number of precipitation events. The correspondence of higher skill with lower simulation spread also exists for temperature in all seasons and provinces (Figure 8.7), though it is not as remarkable a relationship as for precipitation. As with precipitation, this relationship curiously continues to hold even when the model skill is poor.

The profiles of RPSS on Figures 8.6 and 8.7 indicate that there is observational support to the hypotheses that there are fundamental variations in potential forecast skill from year to year and that some of these variations are captured by the ensemble spread emanating from HadRM3P. Notably, most El-Nino and La-Nina years, as categorized by Null (2013), fall within bins 1 and 2 for precipitation.
Figure 8.3 Inter-annual variations of (a) precipitation and (b) near surface air temperature anomalies over Limpopo Province (LMP) from a sample of the simulations for the month of July. Plotted on the panels are the anomalies of individual ensemble members, observation as represented by CRU datasets, the ensemble mean and the 90th and 10th percentiles of the ensemble distribution.
Figure 8.4 Seasonal distribution of average ensemble spread in precipitation calculated using (top row) the StdDev and (middle row) the 10-90th percentile range during December 1959 through November 208. Bottom row: correlation coefficient (r) between StdDev and 10-90th percentile range. Columns indicate the austral seasons: DJF – summer; MAM – autumn; JJA – winter; SON – spring.
Figure 8.5 Seasonal distribution of average ensemble spread in temperature calculated using (top row) the StdDev and (middle row) the 10-90\textsuperscript{th} percentile range during December 1959 through November 2008. Bottom row: correlation coefficient (r) between StdDev and 10-90\textsuperscript{th} percentile range. Columns indicate the austral seasons: DJF – summer; MAM – autumn; JJA – winter; SON – spring.
Figure 8.6 Ranked probability skill score, RPSS, for precipitation, as a function of ensemble spread. Years are classified into one of four equally-populated bins (horizontal axis) according to StdDev (left panels) and 10-90th percentile range (right panels) measures of spread. Bin 1 contains years with the narrowest spread while bin 4 contains years with the widest spread. Provincial abbreviations are as stipulated in Figure 4.3.
Figure 8.7 Ranked probability skill score, RPSS, for temperature, as a function of ensemble spread. Years are classified into one of four equally-populated bins (horizontal axis) according to StdDev (left panels) and 10-90th percentile range (right panels) measures of spread. Bin 1 contains years with the narrowest spread while bin 4 contains years with the widest spread. Provincial abbreviations are as stipulated in Figure 4.3.
8.4 Spatial Trends in Ensemble Spread over South Africa

There exist substantial long-term trends in the spread of seasonal climate simulations over South Africa. These trends are evaluated from the inter-annual time series of the two measures of spread – the StdDev and the 10-90th percentile range and the ensemble mean. Their spatial distributions are depicted in Figures 8.8 and 8.9 respectively for precipitation and near surface air temperature. Also included in these figures is the spatial distribution of trends of the observation. Generally, there are some degrees of agreement between the evaluated and the observed trends (in precipitation and in near surface air temperature). All evaluated trends exhibit coastal–inland gradients. As expected for an approximately Gaussian distribution, trends in the 10–90th percentile range are typically around three times larger than the trends in the StdDev.

Trends exhibited by the StdDev of precipitation have a tendency for widening (positive trends), which is similar to trends in 10–90th percentile range (Figure 8.8, top and second rows). Coastal areas are mostly dominated by widening of the spread, the maximum magnitudes of which are approximately 0.0075 and 0.025mm day\(^{-1}\) year\(^{-1}\) respectively for StdDev and 10–90th percentile range. This implies that, for the seasonal total over the 50-year period, the simulated precipitation spread over these areas have widened by about 34mm (i.e. 0.0075mm day\(^{-1}\) year\(^{-1}\) * 90 days * 50 years; where 90 days represent a season) around the seasonal climatological mean; and, to a maximum of 110mm (i.e. 0.025mm day\(^{-1}\) year\(^{-1}\) * 90 days * 50 years) in extreme situations. Narrowing of width (negative trends; maximum magnitude of about 0.005mm day\(^{-1}\) year\(^{-1}\)) is generally weak and more confined to inland territories especially in DJF and JJA.

Spatial structures of measures of spread in temperature are also similar (Figure 8.9, top and second rows). Both measures of spread indicate a general widening tendency over the majority of inland provinces in spring (SON), through summer (DJF) to autumn (MAM). Width amplitudes are 0.005 and 0.018 °C year\(^{-1}\), respectively for StdDev and 10–90th percentile range, implying a maximum spread of about 1 °C (i.e. 0.018 °C year\(^{-1}\) * 50 years) over the 50-year period. The entire coastal area experiences a narrowing
(maximum magnitudes of 0.0025 to 0.006 °C year⁻¹) of ensemble width in spring (SON). This results in spreads ranging from 0.1 to 0.3 °C over the same period. However, the spread over the inland territories switches to narrowing in winter (JJA).

Disagreement in rainfall trends could be as a result of the observed trends not being attributable to the effects of increased radiative forcing from greenhouse gases (Zhang et al., 2007; Stott et al., 2010) whereas changes in observed temperature are attributable to anthropogenically forced changes (Solomon et al., 2007). MacKellar et al (2014) attributed models’ inability to capture satisfactorily the observed trends to the temporal development of low-frequency climate variations that differs distinctly from the observation. The existence of long-term trends in the spread of seasonal precipitation and temperature simulations over South Africa suggests that there exist variations in the range of possible seasonal climate simulations from year to year, at least within this experimental setup.
Figure 8.8 Spatial distribution of trends (mm day$^{-1}$ year$^{-1}$) calculated from the seasonal time series of (top row) the StdDev; (second row) the 10-90$^{th}$ percentile range; (third row) the ensemble mean; and (bottom row) the observation of precipitation during the December 1959 through November 2010 period. Columns indicate the austral seasons: DJF – summer; MAM – autumn; JJA – winter; SON – spring.
Figure 8.9 Spatial distributions of trends (°C year\(^{-1}\)) calculated from the seasonal time series of (top row) the StdDev; (second row) the 10-90\(^{th}\) percentile range; (third row) the ensemble mean; and (bottom row) the observation of temperature during the December 1959 through November 2010 period. Columns indicate the austral seasons: DJF – summer; MAM – autumn; JJA – winter; SON – spring.

8.5 Monthly Trends in Ensemble Spread on Provincial Basis

Section 8.4 above focused on the spatial details at the expense of sub seasonal details and uncertainty characterization. In this section, we reverse this focus by examining trends on provincial levels on a monthly basis including uncertainty estimation. Trends in measures of spread are estimated from a sample of 100 ensemble members for each month.

Some provinces have experienced a widening (positive trends) or narrowing (negative trends) of the ensemble spreads as indicated in panels (a) and (b) of Figures 8.10 and 8.11. The solid lines in those panels indicate the sample mean, whereas the grey shading indicates the 80% confidence interval estimated through a Monte-Carlo bootstrap
procedure. As expected for Gaussian distributions, trends in the StdDev measure are generally less than half as large as those in the 10–90\textsuperscript{th} percentile range measure.

Majority of the trends (i.e. monthly trends in ensemble spread for precipitation over the nine South African provinces) displayed in panels (a) and (b) of Figure 8.10 are positive during both the onset and cessation seasons (spring and autumn for all provinces other than the Western Cape). Mean estimates of trends in total monthly precipitation spread range approximately from a narrowing of 1.5mm to a widening of 13.5mm over the half-century period according to the StdDev measure, and a narrowing of 15mm to a widening of 68mm according to the 10–90\textsuperscript{th} percentile range measure. In general the central and eastern provinces experience a narrowing or no change of ensemble width from November to January, with some provinces such as Limpopo (LMP) and Mpumalanga (MLP) also experiencing narrowing later into the rainy season. The southern coastal provinces [Eastern Cape (ECP) and Western Cape (WCP)] experience a widening in most months.

Trends in measures of spread for surface air temperature over the South African provinces have a distinct duality between the coastal and inland provinces (Figure 8.11(a) and (b)). For the most part, inland provinces exhibit widening trends. Coastal provinces exhibit narrowing of the ensemble spreads from September to December. The estimated mean trends in the temperature spread range from a narrowing of 0.05 °C to a widening of 0.45 °C over the 50-year period according to the StdDev measure, and a narrowing of 0.1 °C to a widening of 1.4 °C over the full periods according to the 10–90\textsuperscript{th} percentile range measure.

**8.6 Comparison of Trends in Spread, Ensemble Mean and Observation**

Spatial correlations between the evaluated trends obtained through vectorization of trends in the measures of spread as well as the ensemble mean trend and the observed trend, displayed in Figures 8.8 and 8.9, are presented in Table 8.1. Results in the table indicate
whether or not the ensemble mean trend of the simulations resembles long-term trends in the observational record. In this respect there are some disparities in the physical spatial structure of the trends in the ensemble mean and the observational records (Figures 8.8 and 8.9, third and bottom rows) that are reflected in Table 8.1, most obviously in summer and autumn precipitation. These similarities and discrepancies vary in magnitude, locations of positive and negative trends, and with season; they resemble previous studies that found similarities and discrepancies between observed and modelled trends, e.g. Hoerling et al. (2006) and MacKellar et al. (2014).

With regard to the trends in simulated ensemble spread, there are significant spatial correlations in some seasons between trends in observed precipitation and trends in the two measures of simulated precipitation spread. For temperature, spatial correlations between trends in observed temperature and StdDev are significant for all seasons. With the notable exception of autumn for both variables, for both precipitation and temperature, statistically significant correlations involving observed trends are small and much smaller than correlations of the measure of spread with the ensemble mean. This would lend support to the possibility that, while trends in the ensemble spread of this particular HadRM3P model may in some cases not be an accurate reproduction of trends in potential predictability in the real world, the real trends may be inferable from the mean observed trend.

On a monthly basis, all provinces exhibit larger magnitudes in observed trends during the summer rainy season (winter rainy season over WCP), and vice versa during winter (summer over WCP) (Figure 8.10c). This characteristic, which commences from late spring through summer to mid autumn, is also displayed by trends in ensemble mean. There exist non-zero trends over ECP, probably because it rains throughout the year over this province. This is however opposite over Northern Cape (NCP), an arid region with a climatologically small amount of winter precipitation (Figure 8.1). We note that these periods of large (small) trends in both the observation and ensemble mean coincide with periods of rainfall peaks (dry season) over each respective province. The coastal–inland
duality is also exhibited by trends in ensemble mean of temperature (Figure 8.11c). This is more obvious in warm summer and autumn periods where majority of the coastal provinces exhibit downward trends. Trends in observed record and ensemble mean oscillate more around the zero axes with largest amplitude of about 0.09 °C year$^{-1}$ in summer. Generally, the trends in ensemble mean tend to switch signs between summer and the cold winter period. What may be the main reasons for disagreements have been mentioned earlier, i.e. in paragraph 4 of Section 8.4.
Figure 8.10 Trends (mm day$^{-1}$ year$^{-1}$) in (a) StdDev, (b) the 10-90th percentile range, and (c) the observational record and ensemble mean of precipitation over the nine South African provinces as a function of month. Provincial abbreviations, written at the top right corner of each panel, are as stipulated in Figure 4.3. Gray shading in panels a and b indicates 80% confidence intervals estimated through a Monte-Carlo bootstrap procedure.
Figure 8.11 Trends (°C year\(^{-1}\)) in (a) StdDev, (b) the 10-90\(^{th}\) percentile range, and (c) the observational record and ensemble mean temperature over the nine South African provinces as a function of month. Provincial abbreviations, written at the top right corner of each panel, are as stipulated in Figure 4.3. Gray shading in panels a and b indicates 80% confidence intervals estimated through a Monte-Carlo bootstrap procedure.
8.7 Uncertainty Analysis and Simulation Skill

Careful analysis of panels (a) and (b) of Figures 8.10 and 8.11 show that it is possible for trends to have zero-values outside their 80% confidence level. Of the 108 province-month realizations for each variable and measure, 38 of the StdDev cases and 50 of the 10–90th percentile range cases for precipitation spread have the zero trends outside their 80% confidence intervals; 53 of the StdDev cases and 65 of the 10–90th percentile range cases for temperature spread exhibit these characteristic. At random, only 22 cases, in each case, would be expected to do so. These evidently, thus, suggest real changes in simulation spread occurring within this climate model framework.

Comparison of the model skill (Figures 8.6, 8.7 and 8.12) with the evaluated trends (Figures 8.10 and 8.11) show that there are some relationships between variations in simulation spreads and what is realized in the real world. Irrespective of the direction of trends skills are higher when magnitudes of trends, especially in the observed record and ensemble mean, are large. For both parameters, it is possible that trends in both observation and ensemble mean contribute more to the understanding of skill. Poor precipitation skill over WCP in winter, when trends are higher, may be attributed to the inability of the model resolution to track those transient synoptic systems that are active over this province in winter. Therefore, annual cycles of trends in observations and ensemble mean may have the potential to improve the interpretation of annual cycles of simulation skill. Furthermore, simulation skills are expected, in the nearest future, to further improve as a result of computational improvements in the state-of-the-art climate modeling systems.
Table 8.1 Spatial correlations between the evaluated trends obtained through vectorization of trends displayed in Figures 8.8 and 8.9. Bolded figures represent correlations that are statistically significant at 95% confidence level and are not within the critical value of ±0.22. Evaluated trends are represented as follows: 1 – StdDev; 2 – 10-90th percentile range; 3 – Ensemble mean; and, 4 – Observation.

<table>
<thead>
<tr>
<th></th>
<th>Summer</th>
<th>Autumn</th>
<th>Winter</th>
<th>Spring</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precipitation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.25</td>
<td>0.42</td>
<td>-0.36</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>-0.38</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.42</td>
<td>-0.38</td>
<td>-0.39</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.36</td>
<td>0.24</td>
<td>-0.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.89</td>
<td>0.69</td>
<td>-0.33</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.89</td>
<td>0.84</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.69</td>
<td>0.84</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.33</td>
<td>0.03</td>
<td>0.15</td>
<td></td>
</tr>
</tbody>
</table>
8.8 Summary

This chapter has revealed the evidence that the spread of seasonal climate (rainfall and temperature), over South African, simulated from an atmospheric model driven by observed boundary conditions exhibit long-term trends and, by inference, can vary from one year to the other. These long-term trends differ across seasons and locations within the country and have the potential to improve the interpretation of long-term simulation skills.

This experiment was carried out within the framework of the HadAM3P-N96/HadRM3P model pair, which is not used in any contemporary seasonal forecast service [though the global HadAM3P is (http://www.gfcsa.net/csag.html); Browne et al, 2009; Browne, 2011]. The use of this model pair was motivated by the large computational expense of the experimental design, which required use of CPDN, and which benefited from the existing HadAM3P-N96/HadRM3P port on that facility. The possibility exists that the exact values of these trends in ensemble spread are specific to this model pair and may not reflect those in other model setups.
The correspondence of higher model skill when the simulation spread is narrower suggests that the long-term trends reflect fundamental trends in the climate system that modern seasonal forecasting systems might thus also be expected to reproduce. In addition, the correspondence of higher model skill when trends are higher also suggests that the skill produced by a dynamical modeling system may not be independent of the model ability to capture the real atmospheric trends in whatever the model is simulating or forecasting. In any case, the presence of these trends in this modeling setup is highly suggestive of possible similar trends in contemporary active multi-model prediction settings. Such trends may thus be useful in the characterization of skills of current forecasts in relation to the assessment of past skill.
9 Investigating the Co-variability of SSTs, Climate Indices and Spreads in the Simulation of South African Climate

This chapter investigates the relative role of SSTs and large scale climate indices as predictors of inter-annual variability in the ensemble spreads of seasonal climate (i.e. rainfall and near surface air temperature) simulations from HadRM3P over South African provinces. The chapter analyzes the co-variability between the measures of seasonal climate predictability and seasonal anomalies of the SST. Seasonal measures of predictability are quantified by ensemble spreads which are in turn measured with the detrended anomalies of standard deviation (StdDev) and the distance between the 90th and 10th percentiles of the simulations (as described in section 3.2.1 of Chapter 3 and depicted in Figure 8.3).

9.1 Co-variability of Global SST and the Seasonal-Provincial Ensemble Spreads

Figures 9.1 and 9.2 show an illustrative subset of maps indicating correlations between the observed SST and the provincial measures of ensemble spread (the StdDev and the 10–90th percentile range). Specifically, Figure 9.1 depicts correlations between the provincial rainfall 10–90th percentile range and the observed SST during the onset of the rainy season (i.e. austral spring in eight of the provinces and the cessation season for WCP); while Figure 9.2 displays the correlations between the provincial temperature StdDev and the observed global SST during the winter season. The trend was removed from all seasonal data before calculations because we are interested in the natural variability. Generally, r ranges from -0.82 to +0.86 for both parameters and measures of spreads for all the seasons (including other seasons that are not shown).

Provincial measures of ensemble spreads for both rainfall and temperature significantly co-vary with SSTs over various ocean regions. However, the co-variability differs from season to season. Most provinces feature considerable positive or negative spread-SST
correlations over the mid latitude to Antarctic / southern zones of the Pacific, Atlantic and Indian Oceans. Many provinces also exhibit some positive or negative correlations over the tropical axis of these Oceans. These imply that oceans may provide useful predictors of variations in the predictability of seasonal climate over these provinces. Interestingly, some aspects of oceanic variability are so generally useful for describing seasonal forecasts; hence they are summarized into climate indices (see Table 3.2). Some of these climate indices represent variations in ocean temperature signals in the tropical, mid latitudinal and southern parts of Pacific, Atlantic and Indian Oceans where we have noted significant correlations. Thus, there is the possibility that along with being useful predictors of seasonal climate over South Africa, these indices may also be useful predictors of the potential skill of that forecast.

Figure 9.1 Maps of the correlations between the 10–90th percentile range of the provincial rainfall and the observed global SST during spring onset of the rainy season for all provinces except WCP, for which it is the cessation period. The trend was
removed from all data before calculations while the provincial abbreviations, written at the top left corner of each panel, are as stipulated in Figure 3.1.

Figure 9.2 Maps of the correlations between the StdDev of provincial temperatures and the observed global SST during the cold winter season. The trend was removed from all data before calculations while the provincial abbreviations, written at the top left corner of each panel, are as stipulated in Figure 3.1.

9.2 Co-variability of Seasonal-Provincial Ensemble Spreads and Climate Indices

9.2.1 Rainfall
Figure 9.3 shows that the average correlation, r, between the rainfall measures of spread (for the nine South African provinces) and climate indices spans across +/-0.47; but when the error bars are considered, r spread across +/-0.8 which are more noticeable during
rainfall peak (summer) and dry (winter) seasons. The correlations range from significantly weak to strong relationships in both directions of direct and inverse proportions. There are high degrees of agreements between the measures of spread (the 10–90th percentile range and StdDev) when they were correlated with climate indices.

During the dry winter season for instance, Figure 9.3 shows that clear cases of non-zero r agreements can be found in MEI (the Multivariate ENSO Index) for Northern Cape Province (NCP) and WCP. In the same season, measures of spread over the Eastern Cape Province (ECP) correlated significantly with AAO while Gauteng Province (GGP) correlated with TSA. However, it is necessary to note that provincial rainfall totals, in all provinces, in this season are so small as to have any impacts, except over ECP and WCP.

Measures of spread over many provinces correlated considerably with more than one climate index during the spring (onset) season. For instance, Free State Province (FSP) and GGP correlate considerably with IOD; FSP, GGP, NCP, North West Province (NWP) and WCP also correlated considerably with MEI while FSP and GGP also responded to TSA (Figure 9.3). In summer (rain peak) season, both measures of spread agreeably correlated considerably with MEI over WCP. In autumn (the cessation period), only FSP measures of spread correlated considerably with TSA. Few instances of major differences are in AAO over Limpopo Province (LMP) and ECP during peak and onset seasons respectively. In general, the degrees of correlations differ from index-to-index, season-to-season and province-to-province. There is therefore no gross spatial pattern to the correlations, vis-à-vis the co-variability, at the national scale.

Summary of Figure 9.3 in Table 9.1 shows the frequency of non-zero correlations at 10% significant level for province-season combinations. For each season in the table, if the indices and the measures of spread are independent, then approximately 1 out of 9 provinces per index would be expected to be significant (i.e. non-zero) by random chance. Counts above 1 are thus suggestive that we are finding evidence of physically-based co-variation. The “1-in-9-expected-by-chance” rule of thumb should be considered.
a bare minimum, rather than sufficient; because the provinces are hardly independent of each other climatologically. Therefore, on seasonal time-scale, MEI is the most influential regarding rainfall predictability over South Africa (Table 9.1). MEI is the only index that has more than the required statistical provincial-seasonal realizations during rainfall onset and peak periods. However, its influence is zero during cessation period when TSA dominates. Furthermore, IOD and TSA processes may also determine rainfall predictability during the onset period.

9.2.2 Temperature
The correlations between the seasonal temperature measures of spread (for the nine South African provinces) and climate indices are illustrated on the panels of Figure 9.4 for summer and winter. In similarity to rainfall analysis, no province, and no climate index demonstrates any particular pattern in the seasonal-provincial distributions of $r$ during these two seasons. As potential correlations span from -0.6 to +0.8, there exists some degrees of graphical similarities between the 10–90th percentile range and the StdDev (Figure 9.4). In summer, both measures of spread correlated considerably with MEI over ECP, KwaZulu Natal Province (KZP) and WCP; with IOD over ECP and with TSA over FSP, MLP and NWP. In winter, measures of spread over KZP and WCP correlated considerably with MEI.

Table 9.1, where the condition is the same as that of rainfall on seasonal time-scale, shows that IOD and MEI processes possess considerable influences on the predictability of South African near-surface air temperature in both summer and winter. While MEI has more of the required statistical provincial-seasonal realizations than IOD in both seasons; TSA’s influences on the measures of predictability for temperature are restricted only to summer season.
Figure 9.3 Correlations between seasonal rainfall measures of spread (for the nine South African Provinces) and climate indices. Error bars indicate 90% confidence intervals estimated through a Monte-Carlo bootstrap procedure; RoP is the 10-90\textsuperscript{th} percentile range and StdDev the standard deviation.
Table 9.1 Frequency of non-zero correlations between provincial-seasonal measures of spread and large-scale climate indices. At random, only 1 out of 9 provinces per index are expected to have correlations considerably different from zero at the two-sided 10% significant level. On rainfall column, note that the peak and dry seasons are respectively dry and wet seasons for WCP.

<table>
<thead>
<tr>
<th>Climate index</th>
<th>Rainfall</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Season</td>
<td>The 10–90th percentile range</td>
</tr>
<tr>
<td>AAO</td>
<td>Peak (Summer)</td>
<td>0</td>
</tr>
<tr>
<td>IOD</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>MEI</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>TSA</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>AAO</td>
<td>Cessation (Autumn)</td>
<td>0</td>
</tr>
<tr>
<td>IOD</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MEI</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>TSA</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>AAO</td>
<td>Dry (Winter)</td>
<td>1</td>
</tr>
<tr>
<td>IOD</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>MEI</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>TSA</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>AAO</td>
<td>Onset (Spring)</td>
<td>1</td>
</tr>
<tr>
<td>IOD</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>MEI</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>TSA</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
Tyson and Preston-Whyte (2000) noted that rainfall over WCP and ECP, respectively in winter and year-round, results from frontal activities which are modulated by southern mid-latitude circulations. Thompson and Wallace (2000) showed that AAO reflects the equator-ward / pole-ward variations in the position of the southern mid latitude storm track. Therefore, the general lack of significant or considerable co-variability between the measures of spread and AAO over WCP and ECP suggests that the predictability of variations in the frequency and intensity of mid-latitude flows structures, such as cut-off-lows, are not related to the variations in the frequency and intensity themselves, at least in a linear way.

![Figure 9.4](image-url)

**Figure 9.4** Correlations between seasonal temperature measures of spread (for the nine South African Provinces) and climate indices. Error bars indicate 90% confidence intervals estimated through a Monte-Carlo bootstrap procedure; RoP is the 10-90\textsuperscript{th} percentile range and StdDev the standard deviation.
9.3 Summary
Within the HadAM3P-N96/HadRM3P-50km regional modeling framework used in this study, it has been established that the South African provincial measures of predictability significantly co-vary with the observed global SST far and near on seasonal time scale, suggesting that the climatic driving factors / forces may be locally or remotely based.

In order to answer the probing question of whether there are any SST influences on seasonal climate predictability via ensemble spreads, the study further examined the co-variability between the indices of large-scale climate variability and the variations in the ensemble spread of atmospheric model simulations over South Africa. Analyses revealed that the degrees of co-variability differ from index-to-index, season-to-season and province-to-province. There are no clear large-scale patterns in the seasonal-provincial correlations, whether in space or across seasons. Nevertheless, this study affirms that ENSO, as described by MEI, is the most influential in the predictability of seasonal climate over South Africa. It is the only climate index that has more than the required statistical provincial-seasonal realizations during rainfall peak period in summer and even the cold winter. This is in line with the earlier findings of Fauchereau et al. (2009) and Landman and Beraki (2010) that ENSO has the largest influence on South African rainfall anomalies. IOD also appear to have some role in influencing climate predictability in other seasons. This study is therefore indicating that there may be limits to the extent of which year-to-year variations in the predictability of seasonal climate forecasts might be understood, either because - (1) all significant climate predictors are of tropical origin, (2) the responses of predictability measures to predictors are, on the average, weak, (3) predictors are more complex in nature than can be represented by the traditionally simple climate indices, or (4) because the responses in predictability measures are probably nonlinear in nature.
10 Conclusions and Recommendations

Motivated by the importance of seasonal climate information to the socio-economic activities on the African continent, this thesis has analysed multi-years simulation ensembles to study the variability and predictability of seasonal climate over two regions in the continent (i.e. West and Southern Africa). In analysing the simulations, the thesis adopted a methodology that differs from those used by previous studies that have dealt with the subject. While the previous study usually used information about the consensus among the simulation, the thesis has used combined information on both agreement and disagreement of the simulations to investigate variability in dominant seasonal rainfall and temperature classes over West and Southern Africa, to examine the capability of climate models in reproducing the variability, and to study the predictability of the seasonal climates over South Africa. The background and motivation study have been detailed in chapter one of this thesis, and a comprehensive review of past studies on the subject have been provided in chapter two. Chapter three described the data and methodology employed in this thesis, while chapter four to nine presented and described results of the study. The present chapter summaries the results of the thesis with concluding remarks, and gives recommendations for future studies.

10.1 Conclusions

The results of this study can be broadly summarized into two groups. The first group is on the simulation of the characteristics of dominant classes of seasonal climate (rainfall and temperature) over West and Southern Africa using CAM while the second group assesses the predictability of seasonal climate over South Africa.

10.1.1 Simulations of the Characteristics of Dominant Classes of Seasonal Climate over West and Southern Africa

In chapters four to seven we have demonstrated the capability of CAM simulations in reproducing the characteristics of dominant classes / variability of seasonal climate (rainfall and temperature) and in replicating the relative role of various atmospheric
circulation anomalies on the classes/variability over West and Southern Africa. The characteristics considered include the inter-annual and decadal variability, transition, and persistence of the dominant classes. We have also been able to identify those dominant classes that the CAM can simulate adequately, moderately and poorly. The main findings from the application of CAM in simulating seasonal rainfall and temperature can be summarized as follows:

- Though, all the CAM simulations overestimate the magnitude of the inter-annual variability of rainfall, CAM still gives realistic simulations of the atmospheric dynamics that are essential for rainfall mechanisms, as well as factors affecting atmospheric energy budget over West and Southern Africa. The relations between the dominant classes of seasonal climate over the West and Southern African and global SST patterns are consistent between CAM and observations, showing that each class of seasonal climate can be linked to more than one SST index.

- While some simulations substantially perform better than the ensemble mean (average of all the simulations), some others perform substantively worse, however, the best simulations for a particular region / variable combination may not be suitable for another region / variable.

- Over West Africa, there is no preference in CAM’s ability to simulate the seasonal variability of rainfall and temperature over West Africa, but the discrepancy among the simulations is higher for temperature than for rainfall, suggesting that, over West Africa, the seasonal predictability of dominant classes of temperature may be lower than that of the dominant classes of rainfall.

- In contrast, over Southern Africa, CAM does a better job in simulating classes of temperature than in simulating classes of rainfall, and the discrepancy among the simulations is lower for temperature than for rainfall, signifying that, over Southern Africa, the predictability of dominant classes of seasonal temperature over Southern Africa may be higher than that of rainfall classes.

- In most aspects, the model simulates the seasonal rainfall variability better over West Africa than over Southern Africa, but the discrepancy among the simulations is higher over West Africa than over Southern Africa, suggesting that
that the predictability of dominant seasonal rainfall may be lower over West Africa than over Southern Africa.

- The model simulates the seasonal temperature variability better over Southern Africa than over West Africa, and the discrepancy among the simulations is higher over West Africa than over Southern Africa, signifying that the predictability of dominant seasonal temperature may be higher over Southern Africa than over West Africa.

The above results have application in the three themes of seasonal climate predictions – characterization, evaluation, and prediction. They show that using information from full sets of trajectories of an ensemble forecasting system is superior to the traditional signal-to-noise paradigms (e.g. above-normal, normal and below-normal) when considering the potential information content of a large ensemble of simulations. A fundamental aspect of this approach is that the three themes are explicitly connected. Sensitivity to selection of ensemble member provides information on the robustness of the dominant classes of rainfall and temperature over our regions of concern; observations lack such information, therefore characterization cannot focus on the observations alone. The signal-to-noise method of evaluation may not be appropriate because this study has shown that an ensemble mean may not be representative of the capability of individual ensemble members. In addition, it is hard to define threshold for a “good” forecast when examining the ensemble mean, whereas the spread of class correlations between ensemble members and observations provides a quantitative calibration for evaluation of class matches. For prediction purposes, this study has shown that there is always at least one ensemble member that is much better than the ensemble mean. Similarly, there are also some ensemble members with extremely poor performance.

Results from this study have shown that the nature of predictability of seasonal climate, over West and Southern Africa, is different both in physics and in the range of goodness and or badness that is possible with a single climate model; and that there are still potentials for further developments in seasonal forecasting over the two near-by regions.
The results may guide on how CAM can be improved to give better seasonal simulations and more reliable future climate projection over these regions so that the socio-economic impacts of extreme rainfall and temperature related disasters within the region will be reduced.

### 10.1.2 Predictability of South African Seasonal Climate

In chapters eight and nine, we have been able to assess the existence and importance of trends in the spread of South African climate simulations covering 50 years of a large multi-analysis ensemble from a dynamical atmospheric model. We have evaluated and examined the characteristics of long-term trends in the ensemble spread in relation to trends in the ensemble mean and in the observational record, by considering the skill of the monthly mean precipitation and near surface air temperature simulations. In addition, we have been able to investigate the relative role of SSTs and large scale climate indices as predictors of inter-annual variability in the ensemble spreads of seasonal climate (i.e. rainfall and near surface air temperature) simulations from HadRM3P over South African provinces by analyzing the co-variability between the measures of seasonal climate predictability and seasonal anomalies of the SST. The key findings from these chapters are:

- There exist significant long-term trends in the measures of predictability, with a general coastal–inland gradient, suggesting the possibility of the existence of inter-annual variations in the potential range of seasonal climate simulations over South Africa.
- There is evidence that variations in the spreads of the ensemble (generated by the atmospheric model used in this study) reflect the fundamental properties of atmospheric variability in the real climate system. For instance, there are robust relationships between trends in the observational record, in the simulated ensemble means and in measures of the simulated ensemble spread.
- Irrespective of the direction of trends, the correspondence of higher model skill when trends in the ensemble spread are larger suggests that the skill produced by a dynamical modeling system may not be independent of the model’s ability to
capture the real atmospheric trends in whatever the model is simulating or forecasting.

- On seasonal time-scales, estimations of the theoretical range of forecasts around the climatological mean, in the context of a single forecasting model system, are a minimum of 34mm and a maximum of 110mm in extreme situations for precipitation over South African; while they are 0.3 °C and 1 °C for temperature.
- The co-variability between the indices of large-scale climate variability and the variations in the ensemble spread of atmospheric model simulations over South Africa differs from index-to-index, season-to-season and province-to-province.
- There are no clear large-scale patterns in the correlations between the seasonal-provincial measures of spread and climate indices, whether in space or across seasons.
- ENSO, as described by MEI, is the most influential in the predictability of seasonal climate over South Africa. In the traditional forecasting sense, it is the only climate index that has more than the required statistical provincial-seasonal realizations during rainfall peak period in summer and even the cold winter.

The results presented in chapters eight and nine come from analysis of a single climate modeling system; therefore, the robustness of the results to model selection is unknown. Moreover, this modeling system (HadRM3P) is not particularly modern and certainly does not represent a state-of-the-art model. But this study could not be conducted with a computationally expensive state-of-the-art model, because no computational resources exist, at the moment, for running the large ensembles of simulations required to precisely characterize variations in ensemble spread; therefore, these data sets are currently unique. Whether another model would reveal the same relationship is unknown, consequently the specific values should not be taken too literally. Another concern is that this study only looked for linear relationships between predictors and the variations in predictability. Although significant correlations were found, there was no indication of the mechanism for causation. It may be that climate indices are influencing the atmosphere in a way that affects predictability, or that climate indices are responding to some other driver which is
also affecting the seasonal climate predictability over South Africa; such a driver could be elsewhere within the climate system or could be external in nature, for instance through anthropogenic emissions. Despite the removal of linear trends from the time series of the analysis, nonlinear responses to external drivers may still be present in the data, as suggested by the mostly positive correlations for temperature predictability against SSTs globally. Beyond all these, the mechanisms through which various predictors could affect the spread of simulations over South Africa remain undefined.

Consequently, based on historical data, further understanding of how potential predictability is changing has the prospect to improve the interpretation of current estimates of simulation skill. This study is however indicating that there may be limits to the extent to which year-to-year variations in the predictability of seasonal climate might be understood. The results of the study have applications in improving seasonal forecast and in reducing the negative impact of climate on socio-economic activities of even smaller geographical domain, like South Africa.

10.2 Recommendation for Further Investigation

The results of the thesis can be improved and extended in various ways. First, while the thesis has provided general characteristics of dominant classes of seasonal rainfall and temperature, the intra-seasonal information of each dominant class need further investigation. For example, further study could provide more information on the characteristics of daily or decadal variation of rainfall, rainfall extremes, and dry spells in each dominant rainfall class. It could also provide more information on which of the dominant seasonal temperature class induces heat wave events and on the frequency of the heat wave events. All these information are very important to the socio-economic activities in Africa.

Second, though this study does not evaluate the performance of "worst" ensemble member(s), we however acknowledge that these “worst” ensemble members may also contain some vital elements of the information package. For example, just like the other
(“best”) ensemble members, the "worst" ensemble member(s) definitely contain information on the boundary and initial conditions, as well as parameterization; therefore, this information can be utilized for the improvement of the climate models.

Third, this study has highlighted some important challenges for the regional climate change projection problem, specifically on the use of the ensemble mean or an arbitrary simulation of climate models. The ensemble mean or a single arbitrary simulation does not possess adequate information on the evaluation of model quality and their utilizations may be misleading. For instance, we found that while the "best performing" ensemble member for Southern Africa is the same for both precipitation and temperature; this however does not hold for West Africa. The "best performing" simulation for precipitation over West Africa is not even notable for temperature over the region. This implies that a good seasonal forecasting system for one region could be bad for a relatively nearby region. Therefore, this study calls for the review of the practice whereby an ensemble mean is based on uniformly-averaging the members rather than the performance of individual ensemble members which may give better prediction.

Fourth, we recall that (in the eighth and ninth chapters) the trends in spread of seasonal simulations over South Africa, given their statistical significance, may be expected to arise from physical responses that are themselves potentially predictable. According to this study, these are drivers and mechanisms that may be remotely forced or locally based. Therefore, possible driving factors may include: trends in sea surface temperature anomaly patterns; changes in atmospheric composition; and, trends in mean surface conditions (which may in turn be driven by the atmospheric composition). Changes in the quality of ocean temperature monitoring could also be involved if they happened to excite mechanisms for increasing simulation spread. The mechanisms involved in translating the driving factors into trends in simulations spread might include: a relationship between the mean climatological state of the atmosphere (and hence its trends) and its variability (e.g. through soil moisture feedbacks); a shift in the frequency of weather patterns; changes in cloud cover that could affect the variability of
temperature by altering the radiative balance of the source of energy. These are some of the issues that have not been explored in this study. In view of this, this study recommends further investigation of the roles of these factors in order to improve seasonal climate predictability.
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