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ABSTRACT

The deep-level gold mines on the Witwatersrand (South Africa) are located at depths of over 3,000m below surface. Mining excavations follow tabular reefs that are kilometres in extent, but only a few centimetres thick. Due to the great depths of these excavations and the large overburden of rock, immense pressure is exerted on the rock mass being excavated. In order to relieve this stress in the rock mass being mined, the rock is “pre-conditioned” by pre-fracturing the rock face with large blasts. This has the effect of pushing the critical stress load further into the rock mass, thus increasing safety at the rock face.

To better understand the rock behaviour as a result of pre-conditioning blasts, it is desirable to quantify the deformations of the rock face. Digital photogrammetry provides an ideally suited method of monitoring these deformations, as the necessary equipment is portable and easy to use underground, where the conditions are extreme with temperatures approaching 40°C and humidity levels close to 100%. Digital photogrammetric techniques are also highly accurate, and can be used to detect relatively small three-dimensional movements.

The determination of the three-dimensional (XYZ) co-ordinates of the rock face, represented by densely spaced individual points, by means of digital photogrammetric techniques, is reported in this thesis. The novel measurement system developed comprises the following components:

- establishment of a stable reference co-ordinate system;
- image acquisition;
- camera calibration and exterior orientation calculation;
- feature extraction;
- multi-image matching and space intersection; and
- surface modelling.
The details of the techniques developed and implemented in order to generate the necessary object space co-ordinates are discussed. Sub-millimetre accuracy point determination, as required for deformation analysis was achieved and a sample of the underground test result data is presented.

The final analysis of the underground test data made it apparent that digital photogrammetry is highly suitable for the determination of digital terrain models of the rock surfaces, for subsequent deformation analysis. The relative speed of the process and the convenient size of the equipment makes the technology especially suitable to the demanding underground mining environment. The difficulties, which were experienced as a result of the highly restrictive environment, were overcome through careful planning and pre-analysis. It can thus be concluded that this approach is not only feasible, but it meets the stringent demands of the underground mining industry, as is confirmed by the high accuracy of the final surface point co-ordinates achieved.

In addition to being implemented in the underground mining industry, the measurement system developed was used for the mapping of several other textured surfaces. In particular it was used in mapping the 3.6 million-year-old hominid trackway located at Laetoli (Tanzania), the imprints of cheetah and rhinoceros for the purposes of conservation, and for the archaeological documentation of a shipwreck found off the Cape coast (South Africa). All of these applications are discussed and the results achieved presented.
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GLOSSARY

closure when the hangingwall and footwall make contact, that part of the stope has experienced closure;

convergence closing of the stope normal to the plane of the excavation;

footwall the floor of the stope;

gulley transport tunnels used to move mined ore out of the stope;

hangingwall overhead roof of the stope;

manway access tunnel to the stope opening;

panel a section of the stope being excavated; the stope is broken up into several panels which are mined separately;

ride shear movement between the hangingwall and the footwall, along the fault;

stope temporary opening used for ore extraction.
1 THESIS OVERVIEW

1.1 THESIS OBJECTIVES

The research work described in this thesis was initiated by the need, in the deep-level gold mining industry in South Africa, to quantify the deformations at an underground rock face resulting from blast events. Due to the constrained and hazardous nature of underground mining, a measurement system is required that is portable, robust and adaptable to changing geometric conditions. Photogrammetry provides such a measurement capability, with the additional advantage of providing a permanent photographic record, enabling further analysis of mine conditions.

As the deformations in the rock face are often small in extent, the determination of the three dimensional (XYZ) co-ordinates of the surface, represented by densely spaced individual points, is required with sub-millimetre accuracy. As digital photogrammetry has the potential to provide a dense point cloud representation of the object and highly accurate triangulation precision, it is well suited to the evaluation of the movements in the rock face to the required accuracy.

The development and subsequent underground evaluation of a digital photogrammetric system for rock engineering applications was proposed by Mining Technology, the rock engineering division of the Council for Scientific and Industrial Research (CSIR), Johannesburg, South Africa. The emphasis of the research was directed at the development of a measurement system for the analysis of the specific deformation of the "working" rock face as a result of pre-conditioning experiments. This is a non-trivial project and no easy solution was available due to the complexity of image capture and analysis, in the underground mining environment.

This thesis deals with the development and subsequent testing of methods and algorithms required for the successful implementation of a surface measurement
system in the deep-level gold mines on the Witwatersrand (South Africa). This approach to measurements in the underground mining industry has never been attempted before and represents a substantial development in quantifying rock deformation due to pressure loading.

1.2 · THESIS OUTLINE

The structure of this thesis is aimed at describing the process followed in the mensuration of the rock face in the stope of a deep-level underground gold mine. It follows the development of this project from its initial stages, to the successful implementation of digital photogrammetry as a tool in monitoring deformations in this production environment.

As a means of demonstrating the flexibility of the developed measurement system, additional test of the hardware and software components of the digital photogrammetric measurement system are reported and analysis of the results achieved is presented. Intended future applications are described and recommendations for further research are made.

The design of the measurement system and its algorithms is controlled by a number of basic constraints as imposed by the physical nature of the underground mining environment and as required for accurate deformation analysis:

- The application is aimed at the measurement of a naturally textured surface, with no possibility of imposing an artificial texture;

- The photogrammetric surveys carried out are close-range in nature (typically in the order of a few metres);

- Sub-millimetre accuracies are required over the full extent of the survey area;
• The measurement system must be as fully automated as possible and should include automated target location and centring, camera calibration and exterior orientation determination, interest point detection, image matching and three dimensional object space point intersection;

• The selection of appropriate hardware needs to take into account the hazardous underground mine conditions, and especially the danger of explosions due to sparking of electronic equipment;

• The output results should be in a suitable format for further analysis using surface modelling and finite element software.

The following chapters are presented:

**Chapter 2:** the purpose of this research project is to quantify the deformation in the “working” rock face, to assist rock engineers in the analysis of rock behaviour in the stope. This chapter provides a background description of the conditions experienced in the deep-level underground mining environment.

**Chapter 3:** the principles and methods used in developing the photogrammetric measurement system used are described. It specifically provides a description of network design and the pre-analysis stages carried out, including simulation through fictitious image generation, in an effort to design the survey network most suitable to the geometric constraints present in the underground stope environment.

**Chapter 4:** described the procedures followed before and during image acquisition, including a description of the equipment used, survey preparations and practical considerations for image capture in the stope.
Chapter 5: documents the algorithms and methods used during the data processing stage of the system. The algorithms required for camera calibration and exterior orientation determination of the camera are outlined; the location of points of interest, which serve to represent the surface being measured, is described; and the methods used for image matching, required for the location of corresponding points of interest in conjugate images, is presented.

Chapter 6: presents the results achieved in underground testing of the system.

Chapter 7: describes additional projects that were undertaken using the developed measurement system in alternative applications of the mapping of naturally textured surfaces. These projects demonstrate the flexibility of the system for use in other close-range applications. The highly accurate results that were achieved in all cases, are presented.

Chapter 8: proposes further developments to the measurement system, in particular the extension of the developed algorithms to allow for additional applications in the underground mining industry. The use of the developed methods and algorithms for use in the photogrammetric documentation of archaeological artefacts has been initiated. A description of the aims of this project are presented.

Chapter 9: draws conclusions about the research carried out and reflects on the viability of the developed measurement system for use in the underground mining industry.
2 INTRODUCTION

2.1 PROJECT OBJECTIVES

The deep-level gold mines on the Witwatersrand (South Africa) are located at depths of more than 3,000m below surface. The gold ore is found in extensive tabular reefs, kilometres in extent, but only a few centimetres thick. Mining excavations are thus also tabular, hundreds of metres in extent, and less than 1 metre in height. The tabular shape of these excavations or panels, and the large overburden, result in extensive mining induced stress changes in the rock mass surrounding them. With each advance of the mine face, sudden changes in the rock stresses occur. This results in sudden fracturing of the exposed surfaces of the excavation, with accompanied deformation. In some mining panels, it is desirable to "pre-condition" or soften the rock mass ahead of the face by pre-fracturing it with large blasts. This has the effect of pushing the critical stress field deeper into the rock mass, alleviating some of the fracturing and hazardous deformations in the vicinity of the excavation. Safety at the rock face is thus improved, as the stress load on the rock to be excavated is decreased.

It is desirable to quantify the deformations of the face due to blasts to better understand their effect on the fracture patterns that develop. Digital photogrammetry is an ideal method to monitor these deformations. The photogrammetric equipment is portable and easy to use underground, where physical conditions are constrained and environmental conditions are extreme. Digital photogrammetric techniques are highly accurate, and can be used to detect three-dimensional changes in the sub-millimetre range. Furthermore, they can also be used to obtain a three-dimensional map of the new fractures that develop on the face due to a blast.

This thesis provides a description of the methods and algorithms developed in designing a measurement system capable of measuring a dense point cloud on the "working" rock face within the stope. The results achieved, in underground tests of
the developed system are presented, and the viability of such a system to the underground mining industry is analysed.

Before considering the design and testing of the developed measurement system, it is essential to describe the physical conditions that are experienced in the mine. Only with an understanding of this underground environment can one appreciate the complexity of the survey task at hand.

2.2 UNDERGROUND MINING ENVIRONMENT

By its very nature, the underground mining environment is particularly hazardous and physically constrained, the typical working area is not higher than 0.5m to 1m. The layout of an underground mine is necessarily more complex than that of an open pit. Deep-level excavations require safeguards to ensure that mine openings remain clear and safe for work, these include: undisturbed ore or rock left in place as pillars; ore is removed by stoping; access tunnels run away from the working face to facilitate ore transport and drainage; the stope opening is kept to a minimum to reduce the danger of rock falls from the back or roof of the stope; and artificial support by timbering, roof bolting, packwalling, or backfilling is provided wherever there is a danger of roof collapse or falling rock.

Mining of the ore from the body takes place in chambers or stopes connected via access tunnels to the drifts (horizontal galleys driven along the course of the ore vein). As mining proceeds to greater depths, in an effort to follow the ore vein, the strengths of the rock and ore decreases, hence the size of the openings that can be maintained also decreases. Internal support in stopes may be provided by artificial means, such as undisturbed ore, left as pillars, or timber support pack and hydraulic props (Dennen, 1989). Figure 2.1 depicts a typical stope environment, revealing the physical constraints common to the underground mining environment.
In deep-level, hard rock longwall mining, as is used in the South African gold mining industry, the face advances by blasting. Ore is drawn by a scraper down the stope dip into a transport gulley and from there into an ore pass. Hydraulic yielding props are used near the face, and resilient timber packs are constructed in the void behind the face. Access to the panel, which is to be mined, is gained via a manway at the top of the panel and a transport gulley at the bottom (Franklin, 1991). Figure 2.2 shows the typical layout of an underground stope, and depicts the geometric constraints imposed by such an environment.
As the excavation advances, closure of the stope opening occurs at the back wall, due to the immense pressures exerted by the overhead rock mass. The closure rates are accelerated during blast events, where sudden large closures of the stope opening take place. These blast related closures might be of the order of 10 - 20cm.

Apart from the physical space constraints imposed by the underground mining environment, additional factors such as extreme temperature and humidity levels need to be considered for the design of a measurement system. Due to the vast depths at which mining takes place, typically over 3,000m below surface, temperatures of up to 40°C are experienced in the stope. The requirement for large amounts of water in
mining operations, coupled with these high temperatures, results in humidity levels approaching 100%.

In developing a novel measurement system for use in the physically demanding and geometrically constrained environment of the underground mining industry, one is not only faced with the challenge of working in a hazardous environment, but has to design a system capable of use during normal production operations in the mine. This provides an excellent opportunity to demonstrate the versatility of digital photogrammetry as a measurement tool, capable of high accuracy measurement in extreme environments.
3 PHOTOGRAMMETRIC SURVEY OVERVIEW AND PRE-ANALYSIS

3.1 OVERVIEW OF THE PHOTOGRAMMETRIC SURVEY SYSTEMS

Photogrammetry has for many years been applied to the field of topographic mapping from aerial photography, relying on the normal case of stereophotography, i.e. camera axes that are parallel to one another. This inflexibility proved to be a limitation in the development of photogrammetry for close range applications (Fryer, 1996). The advent of analytical photogrammetry and in particular the development of multi-station analytical photogrammetry led to a new era in close range photogrammetry (Karara, 1989), with the possibility of convergent camera axes allowing for increased flexibility in photogrammetric network design.

Analytical methods are characterised by the use of the collinearity equations, which are solved for, either directly on-line in an analytical plotter or off-line in a batch process (Mikhail, 1989). The reduction of collinearity equations has taken on various forms, including the commonly used bundle adjustment (Brown, 1958) and direct linear transformation, or DLT (Abdel-Aziz and Karara, 1971). The simultaneous determination of the camera interior and exterior orientation parameters and the coordinates of the points of interest in object space can be solved with the use of the above mentioned formulations (McGlone, 1989).

In the past decade, advances in electronics and computer vision technologies have led to the development of digital photogrammetric methods. Based on electro-optical or video cameras, frame grabbers and computers, digital photogrammetric techniques have revolutionised close range image capture. It is not only the application in close range photogrammetry that has benefited from these electronic developments. The
field of remote sensing has gained considerably from improvements in the resolution of images captured by satellite based imaging devices (Fryer, 1996).

With a continual improvement in sensor technology, combined with computer systems becoming ever faster and storage media less expensive, there is an ever-increasing usage of digital systems (Dowman, 1996). This trend has been widely published, with applications reported in the fields of archaeology, architecture, industrial measurement and medicine among others.

It is in particular developments in industrial photogrammetry that have been revolutionised with digital systems allowing for the automation of many inspection processes. Industrial photogrammetry applies to applications in the industrial and engineering sectors (Adams, 1989) and is defined by Meyer (1973) as “application of photogrammetry in building construction, civil engineering, mining, vehicle and machine construction, metallurgy, ship building and traffic with their fundamentals and border subjects, including the phases of research, planning, production engineering, manufacture, testing, monitoring, repair and reconstruction. Objects measured by photogrammetric techniques may be solid, liquid or gaseous bodies or physical phenomena, whether stationary or moving, that allow of being photographed.”

Examples of recent applications of digital photogrammetric techniques in close range industrial photogrammetry include: inspection for quality control and tooling in the aerospace industry (e.g. Schwartz, 1982; Powell, 1984; Stewart, 1975, 1979, 1986; Fraser and Mallison, 1992), periodic mensuration of marine and sub-marine propellers (Cooper, 1979 and Brown, 1981), measurement and alignment of communication antennas (e.g. Fraser, 1986, 1989, 1992b; Gustafsen, 1990), motor vehicle alignment and measurement (e.g. Haggrén, 1993; Smit et al, 1997), deformation of engineering structures (e.g. Fraser, 1985; Papo, 1985, Fraser and Gustafsen, 1986; Dold et al, 1993; Fraser and Shortis, 1995; Fraser, 1995) and the monitoring of tunnels and tunnel profiles (e.g. Ethrog and Shmutter, 1982; Anderson and Stevens, 1982; Wong, 1984).
With recent improvements in the resolution of charge coupled device (CCD) sensors, the accuracies achievable with “standard” CCD cameras is in the range of 1:10 000 to 1:30 000. Multi sensor, large area CCD cameras are now capable of relative triangulation accuracies in excess of 1:50 000 (Fraser, 1996b).

Developments in the hardware components of digital imaging systems, have created the need for algorithms capable of extracting the necessary information from the images, in order to carry out the necessary photogrammetric triangulation to determine the object point co-ordinates required. The unprocessed digital image will not necessarily be the optimum image for the desired purpose. A number of processing operations may have to be applied in order to modify the image into the desired form. These may include enhancement to improve the image sharpness and contrast, compression to decrease the amount of storage data required and classification to extract relevant image information (Dowman, 1996). The image may be filtered, to enhance or extract edge or interest point information. Interest operators for edge location have been widely investigated (e.g. Marr and Hildreth, 1980; Tabatabai and Mitchell, 1984; Canny, 1986; Förstner and Gülch, 1987).

The development of image matching algorithms, for the location of corresponding points in conjugate images, has been of vital importance to the automation of digital photogrammetry. This is also one of the most complex of digital photogrammetric tasks and has formed a major part of recent research initiatives. Image matching techniques traditionally have fallen into two categories, that of grey scale, area-based matching and feature-based matching. It is in particular the development of least squares multi-image matching algorithms by Gruen and Baltsavias (1988) that have been at the forefront of this research. In recent years, however, research has been initiated in designing matching algorithms that are more capable than conventional cross-correlation methods. These have been based on “first and second order derivative matching, relaxation methods, segmentation and graph structure matching, transform (Hough transform) matching and feature (edge) matching” (Gruen, 1996).
Although most digital photogrammetric measurement systems, in recent years, have been based on traditional analytical photogrammetric techniques, each application has specific design criteria, based on the project requirements and limitations. Based on these criteria, the choice of equipment, survey network and techniques used must be made. The rest of this chapter will focus on the design of a digital photogrammetric measurement system for the specific project at hand.

3.2 SURVEY SYSTEM DESIGN

In order to generate the three dimensional (XYZ) object space co-ordinates for the points of interest, which represent the rock face to be mapped, the following steps are taken:

- Hardware selection and design, to meet the need of the underground mining environment;
• Photogrammetric survey network design and pre-analysis, allowing for the physical space constraints in the stope, using fictitious image generation, bundle adjustments and laboratory simulation;

• The establishment of a stable reference co-ordinate system, capable of withstanding the pre-conditioning blast, to within the required accuracy;

The following steps are required both before and after the pre-conditioning blast event, in order to monitor the deformations that have occurred as a result of the blast:

• On-site image acquisition;

• Camera calibration, after the on-site survey;

• Target location and centring used in determining the interior orientation of the camera and the exterior orientation of the camera station locations, with bundle adjustments;

• Feature extraction, to select a dense image point cloud that adequately represents the surface being mapped;

• Multi-image matching, generating corresponding points of interest in multiple conjugate images;

• Space intersection to calculate the three dimensional object space co-ordinates of the points of interest; and

• Surface generation.

These procedures will be discussed in detail in the following chapters, including descriptions of the algorithms used or developed and the evaluation of the measurement system in underground mine tests.
Prior to the initiation of underground experiments, the initial design and feasibility of the system was investigated in a pre-analysis simulation of expected geometric constraints of the mine conditions. A description of network design procedures and the pre-analysis carried out follows:

### 3.3 NETWORK DESIGN

With the development of analytical photogrammetry came improvements in network design. The ability to include convergent images removed the restrictions of traditional stereo pairs. The result of the inclusion of extra image stations and convergence of image axes led to improvements in accuracy, as depicted in figure 3.1. The effect of convergence and extra camera stations is shown in the changes to the size and shape of the point error ellipsoids.

![Two-station network (plan view)](image1)

![Four-station network with weak convergence](image2)

![Four-station network with strong convergence](image3)

**Figure 3.1 The effect of convergence and extra stations (after Mason, 1994)**
Network design typically follows a “design-by-simulation” process where one starts with an optimal or “generic” network as a first approximation and then adds image stations to improve the design. The addition of image stations will not necessarily result in a broader diversity of convergence angles and will thus not necessarily provide a stronger geometry. Additional images will, however, increase precision and reliability as they add redundant observations to the network (Fraser, 1996a). The bundle method (see section 5.3.3) and appropriate sensor calibration procedures gauge the accuracy of the network (Mason, 1995a).

It is generally accepted that the design process aims to satisfy certain target conditions (e.g. precision, reliability and economy) by solving zero-, first-, second- and third-order design problems (Mason, 1994). These classifications, in relation to photogrammetric networks, can be described as:

- **Zero Order Design (ZOD):** defining a datum for the object point co-ordinates and exterior orientation parameters;

- **First Order Design (FOD):** configuring an optimal imaging geometry;

- **Second Order Design (SOD):** adopting a suitable measurement precision for the image co-ordinates;

- **Third Order Design (TOD):** network densification.

For a detailed description of these four design problems, the reader is referred to Mason (1994) and Fraser (1996a).

In designing a suitable network configuration, the physical constraints imposed by the workplace, which may limit the convergence angle of the camera stations, need to be considered when deciding on camera placements (Fraser, 1996a). The “strength” of
the configuration is a function of the image geometry, which is embodied in the factor \( q \) in the design formula given by Fraser (1984):

\[
\overline{\sigma}_e = \frac{q\sigma_i S}{\sqrt{k}} \quad (3.1)
\]

where \( \overline{\sigma}_e \) is the average object space precision, \( k \) is the average number of photographs taken at each station, \( \sigma_i \) is the average image measurement co-ordinate precision, and \( S \) is the average image scale denominator, being computed as

\[
S = \frac{d_v}{c} \quad (3.2)
\]

Here \( d_v \) is the average camera to object distance and \( c \) is the principal distance of the camera sensor. After Mason (1995b), for a convergent network, a reasonable value for \( q \) can be expected in the range 0.4 to 0.7.

Careful consideration must be paid to the constraints affecting the placement of camera stations. The constraints affecting camera station placement and hence network configuration are described by Mason (1995b):

1. **Image scale constraint**: the average precision obtainable for the photogrammetric triangulation is a function of image scale. By re-arranging equations (3.1) and (3.2), we can calculate the maximum camera-to-object distance, \( d_{\text{max}} \), for a given accuracy tolerance (Fraser, 1996a):

\[
d_{\text{max}} = \frac{\overline{\sigma}_e c \sqrt{k}}{q\sigma_i} \quad (3.3)
\]

2. **Resolution constraint**: in order to obtain the desired accuracy, the object points must be imaged with optimal resolution. This has an impact on target design, image scale and image sensor selection.
3. **Workspace constraint:** structures in the workplace may restrict the placement of camera stations. This will have a bearing on image scale constraints as well as the image ray intersection geometry.

4. **Depth of field constraint:** all features on the object that are to be measured must be contained within the focal range of the camera and remain in sharp focus. The influence of lens focusing has a significant influence on the precision of image measurement (Fraser, 1996a).

5. **Incidence angle constraint:** the reliability of image measurement for planar objects decreases as the angle of incidence decreases. The minimum incidence angle is dependent on the type of feature, the feature geometry and material, as well as the illumination.

6. **Number and distribution of image points constraint:** the number of points in the image has little bearing on the precision of object point triangulation, as long as there are sufficient points in each image to solve for the exterior orientation in a bundle adjustment (Fraser, 1984). Maximising the number of points at an image station does, however, improve the internal reliability of the individual observations, through increased redundancy.

7. **Contribution to intersection angles:** the addition of an additional camera station cannot be assessed individually, but must be evaluated in terms of its contribution to the overall triangulation precision.

8. **Field of view:** it is beneficial to have the maximum number of object targets contained within the field of view at each camera station. This has the effect of simplifying the network design, enhancing economy and achieving a stronger imaging geometry.

9. **Visibility:** objects in the workplace may obscure visibility at certain image stations resulting in occlusions. This will have the effect of reducing triangulation precision for the occluded features.

The combined influence of constraints (1) to (5), (8) and (9) is depicted in figure 3.2, where the region for possible camera placement is shown for a simple planar object.
Another factor, which requires consideration in network design, is that of reliability. An optimal configuration must enable the detection of gross observational errors (internal reliability) and the calculation of the influence of undetected gross errors on the final parameter values (external reliability) in the photogrammetric triangulation (Fraser, 1996a). In order to increase internal reliability we need to increase redundancy through the addition of image stations. It is assumed that high internal reliability coupled with optimal precision will lead to high external reliability (Fraser, 1996a).
The design-by-simulation process is essentially a trial and error process relying on expertise and user intervention. It follows a logical procedure based strategy as depicted in figure 3.3 (Fraser, 1996a).

![Flowchart for network design-by-simulation](after Fraser, 1994)

The most common solution to design-by-simulation involves FOD issues, while including considerations for photographic constraints such as field of view, depth of field and incidence angle (Fraser, 1996a). Additional consideration must be given to the choice of imaging device, targeting and lighting.

Recent investigations have been aimed at expert systems (ES), where computer software aids to simulate the problem solving for FOD (e.g. Mason, 1994, 1995a, 1995b). Although this is not likely to replace human expertise to the extent of full automation, ES can act as an aid to network design (Fraser, 1996a).
3.4 PRE-ANALYSIS

As a result of the space constraints imposed in the stope, with limited access and physical instability, the design and testing of the survey network to be used is severely restricted. In order to achieve the required sub-millimetre accuracy, over the period of time in which the rock face is to be monitored, a stable reference co-ordinate system needs to be established. It is particularly important that the reference frames used to define the co-ordinate system are not disturbed during the blast event, when the majority of the deformations occurring within the stope take place.

Pre-constructed reference frames, consisting of steel tubes and a steel back plate (as seen in figure 3.4), with attached circular retro-reflective targets are used to define the local co-ordinate system to be used in the stope. In the given underground mining situation, the maximum reference frame size tolerated is 0.5m x 0.5m x 0.2m.

![Co-ordinate reference frame design](image)

**Figure 3.4 Co-ordinate reference frame design**
As a result of the force generated by the blast, sudden and substantial deformation occurs within the stope. This deformation consists not only of the movement of the rock face itself, but includes closure of the hangingwall parallel to the plane of the excavation (in the vertical plane) and lateral movement, or ride, of the footwall. Of these movements, the vertical closure of the stope is the most substantial and may have a magnitude of up to 10 - 20cm.

The only surfaces in the stope capable of withstanding the blast, to within the desired accuracy, over a short period of time, are those found on the timber support packs at the back of the stope opening. This poses a substantial problem as it makes it necessary to place the co-ordinate reference frame, attached to a pack, at right angles to the rock face being measured. The resultant poor geometry, as depicted in figure 3.5 below, creates a considerable problem in the solution of the survey network design.

![Figure 3.5 Stope Layout](image-url)
In order to compensate for the divergent imagery, a complex configuration of camera positions and co-ordinate control points is required for the establishment of accurate point co-ordinates on the rock face itself. The design and testing of the network used, required numerous design stages before arriving at a viable solution. Various approaches were investigated in arriving at a practical and accurate solution to the network design; a description of the efforts made follows, starting with a coupled camera approach, to the final single camera approach with multi-perspective set-ups.

In order to detect any movement in the co-ordinate system throughout the duration of the photogrammetric survey, a second co-ordinate reference frame is attached to a support pack at the furthest extreme of the deformation area to be measured, as is shown in figure 3.6. Image capture is then extended to include this second reference frame.

Although the two reference frames will only be “tied” photogrammetrically, they will provide a means detecting any relative movement between the reference frames and thus deformation of the co-ordinate system as a result of the pre-conditioning blast. The second frame also provides a means of checking the scale at the end of the survey network. The two frame design does not make it possible to determine if one, or both, of the frames has moved, or if only one frame has moved, which one of the frames suffered from the deformation. It merely provides a limited check for systematic errors that have occurred to the co-ordinate system as a result of the pre-conditioning blast. A check for absolute movements of the co-ordinate system is only possible by taking time consuming theodolite observations, from stable positions outside of the stope (such as the mine survey points located in the manway or gulley which join the stope to the transport gulley). This method would, however, require a very complex observation procedure to provide the required sub-millimetre accuracy, and it is likely that such accuracy would be impossible to obtain under such conditions.
Before considering the development of the photogrammetric survey network design, it is necessary to discuss the simulation process, with the use of fictitious images, a process that is an integral part of testing the proposed network designs.

3.4.1 NETWORK SIMULATION

In carrying out a pre-analysis of the proposed photogrammetric survey network, fictitious images were used to simulate the proposed network configuration. The solution of the bundle adjustment, based on the fictitious images, is a reliable indication of the accuracy potential of the network configuration design. It is only the \textit{a priori} $\sigma_0$ of the adjustment that provides a scaling factor for the actual images.
Hence, pre-analysis based on fictitious images will adequately model the proposed network design that is to be used in reality.

The mathematical model used in the fictitious image generation is based on the formulation by Brown (1985). With reference to figure 3.7, we choose angles $\alpha_0E_0$ to define the direction of the fictitious camera. It is then assumed that angles $\alpha_iE_i$ ($i=1,2,...,n$) denote the observation angles at the given station.

![Figure 3.7 Image space co-ordinate system](image)

Having specified $\alpha_0$ and $E_0$ for the given station, it follows to evaluate the fictitious image co-ordinates for each of the observation rays, with defining directions $\alpha_i$ and $E_i$. This requires a transformation from the object space co-ordinate system (XYZ) into the image co-ordinate system ($x,y,c$). Without derivation, this allows us to obtain the fictitious image co-ordinates, with $c$ as the focal length of the fictitious camera:

$$x_j = \frac{m_j}{q_j}$$
$$y_j = \frac{n_j}{q_j}$$

(3.4)
where,

\[ m_j = \cos E_j \sin(A_0 - A_j) \]  \hspace{1cm} (3.5)

\[ n_j = -\sin E_0 \cos E_j \cos(A_0 - A_j) + \cos E_0 \sin E_j \]  \hspace{1cm} (3.6)

\[ q_j = \cos E_0 \cos E_j \cos(A_0 - A_j) + \sin E_0 \sin E_j \]  \hspace{1cm} (3.7)

where,

\( A_j \) is the horizontal angle of the image point ray, counted from the positive X-axis to the object point \( P_j \) increasing from X to Y;

\( E_j \) the elevation angle of the image point ray, counted from the positive XY plane to point \( P_j \) increasing from the XY plane towards the positive Z-axis;

\( A_0 \) the azimuth to the approximate centre of the object as seen from the perspective centre of the camera station; and

\( E_0 \) the elevation angle to the approximate centre of the object.

The horizontal angle, \( A_0 \), and elevation, \( E_0 \), are chosen so that the image centre coincides approximately with the centre of the object as seen from the perspective centre of the camera station. This reduces the angular spread of observation which, according to Brown (1985), has the effect of lowering the correlation between the derived \( x \) and \( y \) image co-ordinates. Thus the bundle adjustment, having no provision for the consideration of correlated errors may produce nearly optimal results for the fictitious images.

In the pre-analysis of the photogrammetric network, the calculated image co-ordinates are assigned random errors, which are scaled according to the expected standard deviations of the actual image co-ordinate measurement (in this case, the determination of circular target centres, as discussed in section 5.1). The random
errors are calculated by means of computer generated, normally distributed random numbers, as described by Rüther (1989).

It is assumed that observations are subject to normally or near normally distributed uncorrelated random errors. Computers typically have random number generators, which produce uniformly distributed pseudo random values. Hence a transformation is required to convert these values into normally distributed values.

It can be shown that $N(0, I)$ normally distributed random numbers can be approximated by,

$$ s_i' = \left( \sum_{j=1}^{k} r_j - \frac{k}{2} \right) \sqrt{\frac{12}{k}} $$

(3.8)

where $k \approx 6$ provides an adequate solution.

This approximation can be further improved by,

$$ s_i = s_i' - \frac{1}{20k} (3s_i' - s_{i+3}) $$

(3.9)

For the purpose of pre-analysis of the proposed photogrammetric network, a standard deviation of 0.001mm was used. This is equivalent to approximately 1/10 of a pixel on the image and is an average accuracy achieved for circular target image co-ordinate determination.

The development and testing of the network configuration was carried out using two methods of image capture. Firstly, the use of two CCD cameras, mechanically coupled to one another in a stereo approach and secondly the use of a single CCD camera in a multi-perspective approach. These methods will each be described in turn in the following sections.
3.4.2 COUPLED CCD-VIDEO CAMERA

An initial proposal, based on assumptions concerning the layout of support structures within the stope, was to have a mechanically coupled set of two CCD video cameras, one camera viewing the reference control frame, attached to a support pack, in the rear section of the stope, and the other viewing the rock face to be mapped. These CCD cameras were to be connected, for image capture, to an image processing card, housed in a docking station linked to a notebook computer.

The initial assumptions made about the geometry of the stope are that there is a stope height (footwall to hangingwall opening) of 1-1.5m, providing good visibility throughout; that the distance from the rock face to the support packs, at the back of the stope, is 3m or more and that there is a 1.5m separation between the support packs. These dimensions, provided by rock engineers as typical of stope conditions, are depicted in figure 3.8 below.

Figure 3.8 Initial assumptions about the stope geometry
In order to maintain a base:distance ratio of 1:6 for sequential camera set-ups, to optimise both the image perspective and geometry, a camera base separation of 0.5m is required for the given situation. With the CCD cameras used, ITC - TM458 CCD video cameras with 1/2" CCD sensors, it was decided to use a 6mm lens for the camera to view the rock face, providing a field of view of approximately 59°, for the camera viewing the reference control frame, an 8mm lens, providing a 45° field of view was chosen. By adopting this lens combination, the necessary overlap is obtained between the stereo models of the rock face, while ensuring that the maximum extent of the image is occupied by co-ordinate control points on the support pack. This is depicted in figure 3.9, where the relation between the coupled cameras, the reference control frame and the rock face is shown.

![Figure 3.9 Camera set-up to suit stope geometry](image)

The two cameras are mechanically secured to one another and their relative positions and orientations are calibrated using a calibration control field. The functional design of the proposed photogrammetric survey required two sets of connected cameras, one
at either end of the stereo base. Each of these sets of cameras requires co-ordinate reference, as provided by the control frame. The relative positions of the cameras, co-ordinate reference frames and the rock face are depicted in figure 3.10. From the diagram, it can be noted that the position and orientation of cameras (c1-a) and (c1-b) can be determined by means of a space resection from the reference co-ordinates found on the control frame attached to the support pack. The position and orientation of cameras (c2-a) and (c2-b) are then determined by applying the pre-calibrated link transformation parameters between the coupled cameras.

Figure 3.10 Stereo linked camera set-up

As deformations of the rock face are required to sub-millimetre accuracy, image capture must occur as soon before and after the blast as is possible, ensuring minimal movement in the positions of the reference control frames, as a result of stope closure resulting from the blast. In calculating deformations caused by the blast, it is assumed that any errors in the calculation of the link parameters, between the coupled cameras, will be small and remain unchanged, thus having no effect on the calculation of
relative movements of the rock face. This relies on the premise that the mechanical link between the coupled cameras remains unmoved.

After laboratory tests, it was noted that inaccuracies in the parameters linking the coupled cameras and difficulties experienced in calculating the bundle adjustment, resulted in precision estimates exceeding the required 1mm tolerance level. It was also found that the physical environment of the stope is substantially more constrained than the initial assumptions made. It was thus no longer possible to use this coupled camera configuration.

After testing an alternative, single camera, multi-perspective approach, it was found that for the stope environment, the accuracies achieved with the coupled camera approach could be improved upon. It was thus decided to continue the development of the measurement system using a single camera configuration. The coupled camera system could, however, be advantageous in other applications in the underground mining industry, for example in measuring the progress and boring pattern of tunnelling machines, where the physical constraints of the mine are in the lateral plane. Here, coupled cameras could provide the solution to extending the co-ordinate system, defined by co-ordinate reference frames, onto the rock face, where little lateral movement is possible.

3.4.3 SINGLE CAMERA, MULTI-PERSPECTIVE APPROACH

This alternative approach to the network configuration problem uses images that are captured in a strip, analogous to an aerial photography flight strip along the rock face, as depicted in figure 3.11, starting and ending with reference co-ordinate control points on either end of the rock face. This solution allows for choice of imaging devices, two of which were investigated: a CCD-video camera, coupled to a frame grabber and a notebook PC and the Kodak DCS420 digital camera.
The network design, in the region of the reference co-ordinate frames, is largely dictated by the constrained geometry in the stope and the geometrically unfavourable position of the support packs. As a result, a set of camera positions following a circular curved path, as depicted in figure 3.12, is required to transfer co-ordinate control from the reference frame to the target points on the rock face.
The addition of multiple image perspectives at each camera station, with convergent imagery at two height levels, provides an increased redundancy, improving the geometry for exterior orientation determination and ultimately, image matching. These additional images, required for the transfer of co-ordinates from the frame to the rock face, are of particular importance in the region of the reference co-ordinate frames, where divergence of the image axes is found. Images in this region are not only required at two height levels, but also with varying lateral perspectives, to strengthen a geometrically weak network.

Target points, located on the rock face and placed on poles positioned throughout the stope (between the rock face and the camera locations), are used as tie points, required for the successful calculation of a bundle adjustment of the photogrammetric survey network. The second co-ordinate reference frame required at the end of the panel to mapped, provides a means of checking that the scale of the co-ordinate system has not
changed, and also allows for the detection of relative movement of the co-ordinate system. Thus, systematic errors in the maintenance of the co-ordinate system can be detected.

Initial attempts to transfer the co-ordinate system from the reference frame to the rock face, without the use of multi-perspective imagery, resulted in poor object space co-ordinate accuracies on the rock face. A bundle adjustment, constrained by the co-ordinates of one of the reference frames, carried out in a simulation, with fictitious images (see sect. 3.4.1), provided the following accuracies for the object space co-ordinates calculated, where the Y and Z are lateral axes and X is the depth axis:

<table>
<thead>
<tr>
<th>RMS σX (mm)</th>
<th>RMS σY (mm)</th>
<th>RMS σZ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.12</td>
<td>1.86</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 3.1 Bundle adjustment precision - divergent imagery

Where the root-mean-squared (RMS) standard deviations are calculated as,

$$RMS\sigma = \sqrt{\frac{\sum\sigma^2}{n}}$$  \hspace{1cm} (3.10)

for $n$ sample points.

It was decided to improve the network geometry of the system by capturing two sets of images at each camera set-up, one at a low elevation and one at a high elevation, both viewing the same image area, as is depicted in figure 3.13 below.
Figure 3.13 Image convergence from two height levels (vertical section)

Again the simulation of the network design was carried out using fictitious images, with two height levels at each camera set-up. The results of a bundle adjustment, constrained by the reference frame co-ordinates at one end of the panel, revealed a substantial improvement in the object space co-ordinate accuracies obtained for the points on the rock face. This is shown in table 3.2 below:

<table>
<thead>
<tr>
<th>RMS $\sigma_X$ (mm)</th>
<th>RMS $\sigma_Y$ (mm)</th>
<th>RMS $\sigma_Z$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.97</td>
<td>0.77</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 3.2 Bundle adjustment precision - two height level imagery

In order to further improve the network geometry and increase redundancies in the region of the co-ordinate reference frames, an additional set of images at each camera set-up is included. These “backward facing” images, as depicted in figure 3.14, view the object area captured at the previous camera station, thereby providing a link over a
number of images, with multiple perspectives of the same scene from different camera stations.

The resulting constrained bundle adjustment indicates that the addition of "backward facing" imagery has a positive effect on the resultant object space co-ordinates of points on the rock face. The improved object space co-ordinate accuracies, and in particular the accuracy in depth of 0.60mm, can be noted in Table 3.3 below:

<table>
<thead>
<tr>
<th>RMS $\sigma_X$ (mm)</th>
<th>RMS $\sigma_Y$ (mm)</th>
<th>RMS $\sigma_Z$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.60</td>
<td>0.45</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 3.3 Bundle adjustment precision with additional "backward facing" imagery

Initial simulations were based on a target pole separation of 0.5m. This provided a desirable network solution, but had the effect of target poles obscuring a fairly
substantial part of the rock face to be mapped. It was thus decided to increase the target pole separation to 0.75m, in an effort to reduce the obscured rock area. The results of the simulation with this configuration showed no significant decrease in the accuracy of the object space co-ordinates calculated. This is seen in table 3.4 below, with the depth accuracy 0.70mm being within the desired sub-millimetre range.

<table>
<thead>
<tr>
<th>RMS σX (mm)</th>
<th>RMS σY (mm)</th>
<th>RMS σZ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.70</td>
<td>0.51</td>
<td>0.25</td>
</tr>
</tbody>
</table>

**Table 3.4 Bundle adjustment precision - 0.75m target pole separation**

In order to confirm the simulation, the network design was tested in a laboratory reconstruction of the adopted configuration, requiring the reproduction of physical mine conditions, and in particular the geometric constraints found in the stope. In doing this, the initial assumptions about the stope conditions, as depicted in figure 3.8 above were used for the laboratory set-up. Camera stations, co-ordinate reference frame positions and target point locations were placed in accordance with the adopted survey network design.

Image capture for this test was carried out using a monochrome CCD video camera, linked to an image processing card, producing a 512 x 512 pixel image (this imaging system is more fully described in section 4.1). Based on the analysis and subsequent bundle adjustment of the captured images, it was confirmed that the proposed network design is feasible, and should provide the desired accuracy and functional flexibility required in the underground mining environment. The precision of the bundle adjustment carried out on the laboratory test images, as seen in table 3.5, confirm the adequacy of the camera positions and target pole locations in the adopted network configuration. It can be seen that a depth accuracy of 0.71mm is close to the fictitious simulation result of 0.70mm and within the sub-millimetre requirement for object point determination.
Table 3.5 Bundle adjustment precision - laboratory tests

<table>
<thead>
<tr>
<th>RMS $\sigma X$ (mm)</th>
<th>RMS $\sigma Y$ (mm)</th>
<th>RMS $\sigma Z$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.71</td>
<td>0.57</td>
<td>0.30</td>
</tr>
</tbody>
</table>
4 IMAGE ACQUISITION

When considering the acquisition of the images for the survey, once again particular attention must be paid to the nature of the underground mining environment. It is for this reason that the choice of imaging equipment to be used is so vital. Once the selection of appropriate equipment has been made, preparations for the on-site survey, including reference frame co-ordination and target pole construction, need to be carried out.

4.1 IMAGING EQUIPMENT

When designing a measurement system for the underground mining industry, one is once again limited by the extreme conditions in the stope. Of particular importance is the ability of the equipment to withstand high temperatures (often approaching 40°C) and humidity levels close to 100%. The imaging equipment should also be free from electrical sparking in its operation, in order to prevent the possibility of explosions due to the potential presence of flammable gasses in the stope. In addition the equipment used must be portable and rugged, to be able to withstand transport in and out of the mine.

The design and testing of this project was based on two image capture systems, providing a low cost CCD video camera based system and a system based on the Kodak DCS420 digital camera. The merits of each of these alternatives will be discussed.

The technical specifications of the CCD video camera based imaging device are as follows:

- ITC-TM458 Monochrome CCD video camera, comprising:
  \( \frac{1}{2} \)" interline transfer CCD
7.95mm x 6.45mm image area
795(H) x 596(V) picture elements

- Matrox PIP512b image processing card, with:
  512(H) x 512(V) pixel A/D conversion.

In practice, the image processing card is attached to a notebook computer, with the use of a docking station. The addition of an external monitor is required for viewing the video output from the CCD camera during image acquisition, to enable accurate camera positioning.

Initial in situ tests revealed that this system, although viable, comprised too many components, which decreased portability and made image capture more cumbersome, with cables being required for image transfer from the camera to the image processing card, and for power to the camera, monitor and computer. In addition, this system requires an external source of lighting, as no flash unit can be used. During mine tests a malfunction of the notebook computer's monitor occurred due to the high degree of humidity. Figure 4.1 depicts the image capture system as used in the first underground mine tests and highlights the problems associated with the large number of components required.
Figure 4.1 CCD-Video image capture system

The Kodak DCS420 digital still camera provides a higher cost alternative, but with substantial benefits to ease of use in the stope. The Kodak DCS420 with its 1524x1012 pixel CCD chip provides the ideal solution to image capture within the stope; it is portable, reasonably rugged and capable of storing sufficient images to accurately map the rock face of interest. In addition the DCS420, based on a traditional Nikon SLR camera body, is capable of providing its own lighting by means of a flash unit.

An aspect of note with the DCS420, as with most digital still cameras, is that the image area occupied by the CCD chip is less than half of that covered by conventional 35mm film, in a traditional SLR camera. This results in only half of the image area viewed through the camera viewfinder being imaged. As a consequence, the choice of lens required must take into account a 2.6x factor reduction in the size of the field of view. Bearing this in mind the use of a 14mm wide-angle lens was required in order to capture a suitable area of the object surface. Thus, a 1:1 ratio between camera distance
The Kodak DCS420 digital still camera provides a higher cost alternative, but with substantial benefits to ease of use in the stope. The Kodak DCS420 with its 1524x1012 pixel CCD chip provides the ideal solution to image capture within the stope; it is portable, reasonably rugged and capable of storing sufficient images to accurately map the rock face of interest. In addition the DCS420, based on a traditional Nikon SLR camera body, is capable of providing its own lighting by means of a flash unit.

An aspect of note with the DCS420, as with most digital still cameras, is that the image area occupied by the CCD chip is less than half of that covered by conventional 35mm film, in a traditional SLR camera. This results in only half of the image area viewed through the camera viewfinder being imaged. As a consequence, the choice of lens required must take into account a 2.6x factor reduction in the size of the field of view. Bearing this in mind the use of a 14mm wide-angle lens was required in order to capture a suitable area of the object surface. Thus, a 1:1 ratio between camera distance...
from the rock face and lateral extent of rock face viewed (along face), as required in the photogrammetric survey network design, is maintained.

The technical specifications of the imaging equipment used are as follows:

- **Kodak DCS420m digital camera**, featuring:
  - Traditional SLR operation
  - Mono CCD sensor
  - 14mm x 9.3mm image area
  - 1524(H) x 1012(V) picture elements
  - PCMCIA-ATA Type III removable hard drive for image storage

- **Nikon SB-26 Speedlight**, hot shoe flash unit

- **Sigma 14mm f/3.5 AF lens**

While this camera has proven highly reliable in the extreme conditions of the stope environment, it must be noted that the PCMCIA hard drives, used to store the images captured, proved less robust, and special care must be taken when handling them. It is suspected that the high temperatures experienced within the stope can be detrimental to the sustained operation of these storage devices.

In considering the accuracy potential of the Kodak DCS420 camera and its suitability to highly accurate digital photogrammetric measurement, attention must be paid to the inherent limitations in the camera design. Of particular interest is instability in the CCD chip mounting, as reported by Gruen (1995). It was found that the CCD chip of the DCS200, which is of equivalent construction to the DCS420, is attached to the camera body only on one side. This can lead to movement in the vertical sensor direction as a result of temperature changes, the force of gravity and movement of the camera itself. Although this phenomenon will have an effect on the achievable accuracy potential of the DCS420, such possible sensor movements are well below the required sub-millimetre accuracy for the rock face measurements.
The Kodak DCS420 digital camera, although the obvious choice for image capture, due to its ease of use, portability and high resolution, is the more expensive of the two options investigated. On the other hand, the imaging system comprising CCD video camera, docking station and notebook computer, although still viable, is cumbersome and subject to more difficulties in operating. The advantages of the DCS420 clearly outweigh those of the CCD system, and it was decided to base the further development and testing of this measurement system entirely on image capture by means of the Kodak DCS420m digital camera.

4.2 SITE PREPARATIONS

Before proceeding with image capture underground, it is necessary to carry out some preparatory operations to ensure that image capture in the stope is efficient and accurate. The reference frame required for co-ordinate control must be prepared, and target poles necessary for photogrammetric tie points must be constructed.

4.2.1 CO-ORDINATION OF REFERENCE CONTROL FRAMES

In order to establish the co-ordinate reference system used for deformation analysis in the stope, it is necessary to construct a control frame, which contains targets of known co-ordinates. The frame, as depicted in figure 3.4 above, should consist of a steel tubing frame and a steel back plate. As previously mentioned, due to the space limitations within the stope, the frame should not exceed 0.5m x 0.5m x 0.2m in dimension. Target points consisting of circular, retro-reflective discs (8mm in diameter) are attached to the frame to provide reference points for the co-ordinate system.
Before the reference frame can be used in the stope, the target points on the frame must be co-ordinated, in a local “frame” co-ordinate system. This follows the same process as is used in camera calibration (see section 5.2), except that for the purpose of image scale, at least two highly accurate distance measurements between extreme target centres are included in a free network bundle adjustment, to calculate the co-ordinates of the target point centres. These distances are typically measured with a large Vernier’s calliper and should include perpendicular measurements in both lateral directions.

The determination of the co-ordinates of the target centres requires the following procedures:

- distance measurement
- image capture
- target centring
- target identification
- free bundle adjustment

The details of the calculation stages will be discussed in chapter 5. Table 4.1 shows typical accuracies achieved in object space for target centre co-ordinate determination, using this process. These are well within the required sub-millimetre accuracy for the reference co-ordinate system determination.

<table>
<thead>
<tr>
<th>RMS $\sigma_X$ (mm)</th>
<th>RMS $\sigma_Y$ (mm)</th>
<th>RMS $\sigma_Z$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>0.04</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 4.1 Reference frame co-ordinate accuracies
4.2.2 TARGET POLE CONSTRUCTION

Knowledge of camera position and orientation is required for all camera stations, a process which requires a combination of known control points and tie points as a means of extending the co-ordinate system from the reference control frame through the image sequence on the rock face to the second control frame. Tie points, in the form of circular, retro-reflective targets on telescopic target poles, are used to carry out the transfer of co-ordinates from one camera station to the next along the rock face. Figure 4.2 depicts the use of the target poles as a means of transferring co-ordinates from one image station to the next.

![Figure 4.2 Target poles required for tie points between image sets](image)

Although no exact positioning is possible, the target poles should be placed in accordance with the adopted network design, as far as possible.
For ease of use and portability, the target poles must be light. It was thus decided to construct them out of PVC tubing painted black to provide maximum contrast for the attached retro-reflective targets. The retro-reflective discs used to mark the target points on the poles vary in diameter between 8mm and 15mm, thus allowing for a means of distinguishing individual targets from one another. To allow for differing stope openings, i.e. the opening between the footwall and hangingwall, telescopic poles are required to enable successful positioning of the poles in the stope. Figure 4.3 shows the construction of the target poles used in underground mine experiments.

Figure 4.3 Target pole construction
4.3 IMAGE CAPTURE

Once in the stope, the reference co-ordinate system must be established and the camera prepared for use, before image capture may commence.

4.3.1 REFERENCE CO-ORDINATE SYSTEM

As previously described, the only structures in the stope capable of withstanding the pre-conditioning blast to within the required accuracy, are the wooden support packs located at the back of the stope opening. A suitable support pack, one at either end of the panel to be measured, must be selected as support structures for the two reference frames, which are used to define the local co-ordinate system in the stope.

The selection of suitable support packs should take into account the geometry of the stope and, in particular, access to suitable positions for image capture as required by the network of camera positions and control point locations previously described (see chapter 3). These support packs are the ones located closest to the manways or gulleys found at the ends of the panel to be surveyed.

Once suitable support packs have been identified, the reference frames must be securely attached with several nails driven through pre-drilled holes in the frame into the wooden beams, out of which the support pack are constructed.

4.3.2 CAMERA PREPARATION

As the environment in the stope is hot and humid, the camera equipment requires time to acclimatise. In order to reduce the risk of electrical shorting due to moisture, the camera must be loaded with a PCMCIA hard drive, for data storage, before entering the mine. Practical experience has shown that all of the equipment should be exposed
to the environment in the stope for at least half an hour before image capture to allow for the extremely high levels of humidity experienced in the stope. This is of particular importance for the lens which must be kept clean and free from condensation during image capture.

4.3.3 CONFIGURATION OF CONTROL AND CAMERA POSITIONS AND IMAGE CAPTURE

In order to achieve the required sub-millimetre accuracy for points on the rock face, a large number of redundant observations for each point are required. These redundant observations come about through multiple images, from different perspectives, of the same scene. While setting up the network of target poles and camera stations, an effort must be made to adhere to the network design proposed and tested in the pre-analysis (see chapter 3). In practise it must be noted that no fixed network design can be maintained. Ever changing stope conditions require that the network design be modified to suit present conditions, including hazardous sections in the stope, where for safety reasons, no physical contact with the rock face or overhead hangingwall may be made. Thus, image capture must be a flexible process relying not only on the adopted photogrammetric survey network, but on intuition gained from photogrammetric survey experience and underground testing. It is, however, essential to ensure that sufficient overlap between conjugate images is maintained (60% overlap or more is suggested). This is of particular importance in the region around the reference frames, where divergence in the imagery predominates.

Image capture commences with the reference frame at one extreme of the rock face to be measured, with imagery at two height levels and both conventional object facing and backward facing imagery being required. Once the image plane is parallel to the rock face, it is only required that object facing images at two height levels are captured, while maintaining sufficient lateral overlap between neighbouring image
sets. In closing on the second reference frame, at the end of the rock face to be measured, the use of object facing and forward facing imagery is once again required.
5 DATA PROCESSING

Once the images have been captured, both before and after the pre-conditioning blast events, they need to be processed in order to extract the relevant co-ordinates required for analysis. This includes camera calibration, the determination of camera positions in the stope co-ordinate system, as defined by one of the two reference frames, the extraction of relevant features on the rock face and the matching of those features in conjugate images to calculate their three dimensional (XYZ) object space coordinates. These data processing stages are outlined in the flowchart below:

![Flowchart of data processing]

Before considering the data processing, it is important to define the relationship between object space and image co-ordinate systems as depicted in figure 5.2 below. The object space co-ordinate system is a left-handed 3D Cartesian co-ordinate system whose origin is defined by the co-ordinates of points on the reference frame, as determined earlier. The image co-ordinate system is a 3D right-handed Cartesian coordinate system with the x and y-axes being in the image plane and the z-axis being aligned towards the perspective centre (McGlone, 1989).
The angular relationship between the image and object space co-ordinate systems is described by a 3x3 orthogonal rotation matrix. One system is the definition of the orientation matrix by sequential rotations around the X, Y and Z axes, in that order.

\[ R = R_{XYZ} = R_\phi R_\kappa R_\omega \]  

or

\[
R = \begin{bmatrix}
    r_{11} & r_{12} & r_{13} \\
    r_{21} & r_{22} & r_{23} \\
    r_{31} & r_{32} & r_{33}
\end{bmatrix}
\]

with

\[
\begin{align*}
    r_{11} &= \cos \kappa \cos \phi \\
    r_{12} &= -\cos \kappa \sin \phi \\
    r_{13} &= \sin \kappa \\
    r_{21} &= \sin \omega \sin \kappa \cos \phi + \cos \omega \sin \phi \\
    r_{22} &= \cos \omega \cos \phi - \sin \omega \sin \kappa \sin \phi \\
    r_{23} &= -\sin \omega \cos \kappa \\
    r_{31} &= \sin \omega \sin \phi - \cos \omega \sin \kappa \cos \phi \\
    r_{32} &= \cos \omega \sin \kappa \sin \phi + \sin \omega \cos \phi \\
    r_{33} &= \cos \omega \cos \kappa
\end{align*}
\]
This angular relationship is applied in the collinearity equations (see 5.3.1) when formulating the relationship between image space to object space, through the imaging process.

Another consideration in working with digital images is the pixel format of this image data. Image measurements are often expressed in terms of pixels or fractions thereof, however, all of the equations relating to the geometry of image and object space, co-ordinates are required in metric units and related to the perspective centre of the image plane. The relationship between image and pixel co-ordinate systems is depicted in figure 5.3 below.

![Pixel coordinate system ( non-metric )](image)

![Image coordinate system ( metric )](image)

**Figure 5.3 Image and pixel co-ordinate systems**

Due to metric units being required for the geometric calculations relating image space to object space, we need to be able to transform between pixel co-ordinates and metric image co-ordinates. The conversion from pixel to image co-ordinates is given in equations (5.4) below.

\[
\begin{align*}
    x_{im} &= \left[ x_{pix} - \frac{(num_x - 1)}{2} \right] pS_x \\
    y_{im} &= \left[ \frac{(num_y - 1)}{2} - y_{pix} \right] pS_y
\end{align*}
\]  

(5.4)
where, $x_{im}, y_{im}$ are the image co-ordinates of the point, 
$x_{pix}, y_{pix}$ the pixel co-ordinates of the point, 
$num_x$ the number of horizontal pixels in the image, 
$num_y$ the number of vertical pixels in the image, and 
$p_{Sx}, p_{Sy}$ the pixel cell sizes in the $x$ and $y$ directions.

It must be noted that different conventions are used in the pixel co-ordinate system. The origin of the co-ordinate system varies from $(0,0)$ to $(0.5,0.5)$ and $(1,1)$ for the centre of the top-left pixel. All of the algorithms programmed during this research use the origin of the pixel co-ordinate system as $(0,0)$ for the centre of the top-left pixel.

### 5.1 TARGET LOCATION, CENTRING AND IDENTIFICATION

The retro-reflective targets used to provide the co-ordinate control need to be located in the images before they can be used as observations in the adjustment calculations for interior and exterior orientation determination.

As the targets consist of white circles on a black background, they may be easily located by a thresholding process, which separates the targets from the background, in the image. The centres of these circles may then be calculated by a simple weighted centre of gravity calculation, using the pixel grey levels, in a window around the target (as defined by thresholding), as a weight. Such an area based centring routine is commonly used, as reported in Trinder (1989), Xue (1992) and van der Vlugt (1995) and is recommended by van der Vlugt as being one of the most efficient and accurate techniques.

The algorithm is formulated for a white target on a black background (an alternative formulation is required for the reverse situation), with equations (5.5) and (5.6) being derived from moments:
\[
x_0 = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} g_{ij} x_j}{\sum_{i=1}^{n} \sum_{j=1}^{m} g_{ij}} \tag{5.5}
\]

\[
y_0 = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} g_{ij} y_j}{\sum_{i=1}^{n} \sum_{j=1}^{m} g_{ij}} \tag{5.6}
\]

where \(g_{ij}\) is the grey value located in row \(i\) and column \(j\) of the digital image.

Once the target centres have been located, they need to be identified; i.e. association of targets with corresponding numbers in the control co-ordinate list. This semi-automated process, as described by van der Vlugt (1995), requires the manual identification of an initial eight targets, after which an automated identification process relying on a direct linear transformation (DLT) resection calculation locates the remaining control co-ordinates.

After locating all of the known target points in the image, the provisional exterior orientation parameters are calculated in a DLT resection using all of the identified target points. This is necessary to provide good provisional values to the least squares bundle adjustment, which follows. Additional target points, the tie points, which are not yet co-ordinated, must then be manually identified and their provisional co-ordinates calculated using a DLT intersection algorithm.
5.2 CAMERA CALIBRATION

Throughout the process of image capture, the camera must remain at a fixed focal length. This is vital to the analysis of the image data after image capture, as no in situ camera calibration can be carried out in the mine, due to the lack of suitable reference control points within the stope.

The determination of the interior orientation parameters is treated here as a separate process after image capture in the stope. The camera is focused at the rock face, before image capture, and the focusing ring is taped fast onto the lens body to prevent movement during transport and image capture. Images for camera calibration are subsequently captured using a laboratory control field with highly accurate targets.

In camera calibration it is typical to employ the bundle adjustment to solve for the geometric parameters of the camera (principal distance “c” and principal point coordinates “xp, yp”) seen in figure 5.4. It is also necessary to solve for some of the systematic errors present in the measurement system. Typically included are parameters for radial lens distortion, decentering distortion, focal plane unflatness and focal plane distortion.

![Figure 5.4 Interior orientation elements, with a positive image plane](image)

Figure 5.4 Interior orientation elements, with a positive image plane
5.2.1 RADIAL LENS DISTORTION

Symmetric radial lens distortion in analytical photogrammetry is commonly represented as a polynomial series of odd powered terms, as a consequence of the nature of Seidel aberrations (Fraser, 1992a):

\[ dr = k_1 r + k_2 r^3 + k_3 r^7 + \ldots \]  \hspace{1cm} (5.7)

where, \( k_i \) are termed the coefficients of radial lens distortion, and \( r \) the radial distance from the principal point, i.e.

\[ r^2 = (x - x_p)^2 + (y - y_p)^2 = x^2 + y^2 \]  \hspace{1cm} (5.8)

where, \( x, y \) are image co-ordinates of the interest point, and \( x_p, y_p \) the principal point co-ordinates.

From eqn. (5.7) the necessary radial distortion corrections for the \( x \) and \( y \) image co-ordinates follow as

\[ dx_r = (k_1 r^3 + k_2 r^5 + k_3 r^7 + \ldots) \bar{x} \]
\[ dy_r = (k_1 r^3 + k_2 r^5 + k_3 r^7 + \ldots) \bar{y} \]  \hspace{1cm} (5.9)

For the majority of normal-angle, non-photogrammetric lenses employed in today’s metric and non-metric close-range cameras, the third-order term \( (k_1) \) is sufficient to account for the distortions. According to Fryer (1986), telephoto or “zoom” lenses exhibit a low degree of radial lens distortion, and it was found that for a 35-70mm Canon FD zoom lens that the \( k_3 \) term is insignificant. For wide-angle lenses, higher order terms (rarely above the seventh-order) are often required to adequately model radial lens distortions. As the image area captured by the DCS420 occupies the centre of the area covered by 35mm film, for which the lens system is designed, only the
third-order term \((k_1)\) is required for lens distortion calculation, even though the 14mm lens used has substantial distortion at its extremities.

The distortion profile "dr" associated with a particular principal distance value "c", is termed the Gaussian distortion profile (Fraser, 1992a). The Gaussian profile of radial lens distortion is shown in figure 5.5 below for the 14mm lens used with the Kodak DCS420 digital camera:

![Radial Lens Distortion Profile](image)

**Figure 5.5 Radial Lens Distortion Profile**

### 5.2.2 DECENTERING DISTORTION

Decentering distortion is caused by the misalignment of the elements of the lens system (Fryer, 1988) and has a metric impact on analytical restitution. The misalignment of lens components causes both radial and tangential image displacements (Fraser, 1992a). The distortions resulting from this misalignment can be modelled by correction equations, as given by Brown (1966):

\[
\begin{align*}
    dx_d &= P_1(r^2 + 2x^2) + 2P_1x\bar{y} \\
    dy_d &= P_1(r^2 + 2y^2) + 2P_1x\bar{y}
\end{align*}
\]  

(5.10)
Most high "quality" lenses exhibit a low degree of decentering distortion, typically not exceeding a few tens of micrometers at the extremities of the image format, and often much less (Fraser, 1992a). Decentering distortion also varies with focus (Fryer and Brown, 1986), as does radial lens distortion, but the resulting image co-ordinate deformations are typically small and their effect is ignored in most photogrammetric applications (Fraser, 1992a).

Although it is not obvious from eqn's. (5.10), the terms of decentering distortion, $P_1$ and $P_2$, exhibit a high degree of projective correlation with the principal point offsets $x_p$ and $y_p$. This has the practical consequence that to a large degree, the effect of decentering distortion can be taken up by a shift in the principal point position. This projective compensation may have the effect that calibration indicates a lens that is free from decentering distortion (Fraser, 1992a).

5.2.3 FOCAL PLANE UNFLATNESS

A major limiting factor in the obtainable accuracy of photogrammetric triangulation is the influence of symmetric image co-ordinate errors as a result of focal plane (or film) unflatness. This is especially the case with non-metric cameras, as are commonly used in close range digital photogrammetry. Wide angle lenses exhibit a higher degree of "out-of-plane" deformation than long focal length, narrow lenses (Fraser, 1992a).

Most CCD arrays exhibit a high degree of planarity, resulting in small deviations as a consequence of unflatness of the imaging sensor. A practical consideration, however, is that for "video" CCD cameras, the CCD chip should be allowed adequate time to reach a working temperature, before image capture proceeds. About 15 minutes has proved sufficient to allow the CCD chip to obtain its "working" temperature, thereby preventing untimely "bowing" or "popping" of the focal plane during image capture. As the Kodak DCS range of digital cameras capture images by means of a traditional SLR camera mechanism, no variation in planarity occurs as the CCD chip operates from ambient temperature and image capture is in short bursts.
5.2.4 FOCAL PLANE DISTORTION

Focal plane distortion differs from focal plane unflatness in that it takes place within the plane of the image. In film-cameras, in-plane distortion can arise from the processing and subsequent storage of the film (Fraser, 1992a). With CCD arrays, the high integrity of the pixel elements would normally guarantee that distortion is not a problem, and indeed it appears not to be for digital “still” cameras (such as the Kodak DCS range of digital cameras). Distortions do, however, arise with analogue “video” CCD cameras, where A/D conversion takes place in a frame grabber, external to the camera. Pixel clock non-synchronisation and poor video transmission result in line jitter and non-linearities within the scale of the horizontal or x-axis of the image (Fraser, 1992a).

These distortions can be sufficiently modelled with the introduction of a scale factor “$S_x$” along the x-axis of the image, and a shear factor “$a$” for pixel irregularities (rarely used with modern CCD arrays) after van der Vlugt (1995).

\[
\begin{align*}
    dx_f &= y_a + xS_x \\
    dy_f &= xa 
\end{align*}
\]  

(5.11)

Although focal plane distortions were not considered when capturing images with the Kodak DCS420 digital camera, for the development of this project, they must still be taken into account when using the lower cost “video” CCD image capture system, which employs external A/D conversion.
5.2.5 PRACTICAL CONSIDERATIONS OF CAMERA CALIBRATION

Practical camera calibration tests, using an object space control field of known ("fixed") XYZ co-ordinates, provided highly accurate results for the interior orientation parameters of the cameras being calibrated for this project. Figures 5.6 and 5.7 show the camera positions adopted for calibration and the object space control field points respectively. Nine images were captured at three different height levels and three different horizontal positions, as can be seen in figure 5.6. The control field in all cases should occupy the maximum extent of the image frame, so as to adequately model distortions at the edges of the image, where their effect is most pronounced.

Figure 5.6 Adopted camera positions for calibration
In order to fill the maximum extent of the image with control points, one often is not at the most appropriate focal setting, as the focal length is pre-set for image capture in the stope. This does not, however, pose a problem, as the calculated (weighted centre-of-gravity) target centres (see section 5.1) will remain the same, even with slightly blurred images.

As previously mentioned, before commencing with image capture, the focusing ring of the lens (for non-metric cameras) must be taped down. For this reason, it is often more practical to calibrate the camera at the end of the photogrammetric survey, as the focal length will then be fixed to the position most appropriate for project conditions. One must bear in mind that the calibration parameters are determined under present stope conditions will not be valid for different conditions. Changes in focusing and aperture setting may change the values of the additional parameters (Beyer, 1990).

Some general characteristics of test-range calibration, after Fraser (1992a), that are pertinent to close-range photogrammetric networks are as follows:
• Due to projective coupling of interior orientation parameters with the exterior orientation parameters, it is essential that the control point field used for calibration be well distributed in three dimensions. This will allow for the recovery of the interior orientation elements $x_p, y_p$ and $c$ with less influence from the exterior orientation parameters.

• The inclusion of camera stations with varying image scales (without changing the focal setting) and multiple camera roll angles greatly enhances the determinability of $x_p, y_p$ and $c$ by decreasing their correlation with the exterior orientation parameters.

• As was previously mentioned, the first term of radial lens distortion $k_1$ should account for radial deformations in most commonly used non-photogrammetric lenses.

• "The decentering distortion parameters $P_1$ and $P_2$ typically exhibit a high degree of projective coupling with both $x_p$ and $y_p$, and the elements of exterior orientation. The use of multiple camera stations and a diversity of camera roll angles enhance the determinability of these parameters" (Fraser, 1992a). The high correlation between $P_1, P_2$ and $x_p, y_p$ can be expected to remain even when such measures are taken.

• With a high density of image points there will be better determination of the calibration parameters. This statement applies to all terms of interior orientation, but is most pertinent to scale ratio $S_x$, shear term $a$ and the parameters of radial and decentering distortion.
5.3 EXTERIOR ORIENTATION

Before features on the rock surface can be measured, it is necessary to determine the location and orientation of the camera set-ups in object space, as defined by the reference frame co-ordinate system. This process of exterior orientation, requires the location and centring of the circular, retro-reflective targets in the image; identification of these targets as previously described; direct linear transformation (DLT) resection, to determine provisional exterior orientation for the camera set-up; and finally a bundle adjustment of the entire photogrammetric survey network. Each of these stages will be investigated in turn.

5.3.1 THE COLLINEARITY EQUATIONS

Having described the object and image space co-ordinate systems, and the angular relationship between them (see figure 5.2), we can now describe the imaging process (McGlone, 1989). The image vector, \( a \), expressed in the image co-ordinate system, is

\[
a = \begin{bmatrix} x - x_p \\ y - y_p \\ c \end{bmatrix} \tag{5.12}
\]

where, \( x, y \) are the image co-ordinates of the interest point, \( x_p, y_p \) the principal point co-ordinates, and \( c \) the principal distance.

The vector, \( A \), from the perspective centre to the interest point, expressed in the object space co-ordinate system, is

\[
A = \begin{bmatrix} X - X_c \\ Y - Y_c \\ Z - Z_c \end{bmatrix} \tag{5.13}
\]
where, \(X, Y, Z\) are the object space co-ordinates of the interest point, and \(X_c, Y_c, Z_c\) the object space co-ordinates of the perspective centre.

The imaging process requires that the image and object rays are collinear, thus we multiply the object space vector by the rotation matrix, \(R\), to bring it into the same co-ordinate system. An unknown scale factor, \(k\), is then included, giving

\[
a = kRA
\]  
(5.14)

\[
\begin{bmatrix}
x - x_p \\
y - y_p \\
c
\end{bmatrix} = kR \begin{bmatrix}
X - X_c \\
Y - Y_c \\
Z - Z_c
\end{bmatrix}
\]

This produces three equations that describe the relationship between object and image co-ordinate systems. Since the scale factor, \(k\), is of no interest in itself, dividing the 1st and 2nd equations by the 3rd and rearranging to yield an explicit form can eliminate it. Including distortion parameters as applied (opposed to the theoretical formulation given earlier), this leads to the most commonly used form of the collinearity equations:

\[
x = x_p - dx + c \frac{r_{11}(X - X_c) + r_{12}(Y - Y_c) + r_{13}(Z - Z_c)}{r_{31}(X - X_c) + r_{32}(Y - Y_c) + r_{33}(Z - Z_c)}
\]
\( (5.15) \)

\[
y = y_p - dy + c \frac{r_{21}(X - X_c) + r_{22}(Y - Y_c) + r_{23}(Z - Z_c)}{r_{31}(X - X_c) + r_{32}(Y - Y_c) + r_{33}(Z - Z_c)}
\]
where, $x, y$ are *image* co-ordinates of the interest point,

$x_p, y_p$ principal point co-ordinates,

$dx, dy$ distortion parameters,

$c$ the principal distance,

$X, Y, Z$ the *object space* co-ordinates of the interest point,

$X_c, Y_c, Z_c$ the perspective centre co-ordinates, and

$r_{11}...r_{33}$ the rotation matrix elements.

and

$$dx = xk_1r^2 + P_1(r^2 + 2x^2) + 2P_2xy$$  

$$dy = yk_1r^2 + 2P_1xy + P_2(r^2 + 2y^2)$$  

where, $k_1$ is the first term of radial lens distortion, and

$P_1, P_2$ terms of decentering distortion.

and

$$x = x - x_p$$

$$y = y - y_p$$

$$r = \sqrt{x^2 + y^2}$$  

5.3.2 DIRECT LINEAR TRANSFORMATION

One formulation of the analytical orientation problem, of relating the *object space* co-ordinate system to the *image* co-ordinate system, is the Direct Linear Transformation, or DLT, as originally proposed by Abdel-Aziz and Karara (1971). The main advantage of this method is that it can be solved without the need for initial
approximations for the parameters. After algebraic manipulation of the collinearity
equations (5.15), the following formulation can be obtained

\[ x - dx = \frac{L_1 X + L_2 Y + L_3 Z + L_4}{L_0 X + L_{10} Y + L_{11} + 1} \]

\[ y - dy = \frac{L_5 X + L_6 Y + L_7 Z + L_8}{L_0 X + L_{10} Y + L_{11} + 1} \]  

(5.18)

where, \( x, y \) are the image co-ordinates of the interest point, and
\( dx, dy \) the distortion parameters,

with the DLT parameters

\[ L_1 = (x_p r_{31} - c r_{11})/L \]
\[ L_2 = (x_p r_{32} - c r_{12})/L \]
\[ L_3 = (x_p r_{33} - c r_{13})/L \]
\[ L_4 = x_p + c(r_{11} X_c + r_{12} Y_c + r_{13} Z_c)/L \]
\[ L_5 = (y_p r_{31} - c r_{21})/L \]
\[ L_6 = (y_p r_{32} - c r_{22})/L \]
\[ L_7 = (y_p r_{33} - c r_{23})/L \]
\[ L_8 = y_p + c(r_{21} X_c + r_{22} Y_c + r_{23} Z_c)/L \]
\[ L_9 = r_{31}/L \]
\[ L_{10} = r_{32}/L \]
\[ L_{11} = r_{33}/L \]
\[ L = -(r_{31} X_c + r_{32} Y_c + r_{33} Z_c) \]  

(5.19)

where, \( x_p, y_p \) are the principal point co-ordinates,
\( c \) the principal distance,
\( X_c, Y_c, Z_c \) the perspective centre co-ordinates, and
\( r_{11}...r_{33} \) the rotation matrix elements.

Either a direct method or an iterative one can solve for the resulting equations.
These 11 DLT parameters can be interpreted in terms of the interior and exterior orientation parameters. The camera parameters are defined according to the following algebraic solution, according to McGlone (1989):

\[
\lambda = -\frac{1}{\sqrt{(L_9^2 + L_{10}^2 + L_{11}^2)}}
\]

\[
x_p = (L_1 L_9 + L_2 L_{10} + L_3 L_{11})\lambda^2
\]

\[
y_p = (L_5 L_9 + L_6 L_{10} + L_7 L_{11})\lambda^2
\]

\[
c_x = \sqrt{[(L_9^2 + L_{10}^2 + L_{11}^2)\lambda^2 - x_p^2]}
\]

\[
c_y = \sqrt{[(L_9^2 + L_{10}^2 + L_{11}^2)\lambda^2 - y_p^2]}
\]

\[
c = (c_x + c_y)^2
\]

\[
\phi = \sin^{-1}(L_9 \lambda)
\]

\[
\omega = \tan^{-1}(-L_{10} / L_{11})
\]

\[
r_{11} = \lambda (x_p L_9 - L_1) / c_x
\]

\[
\kappa = \cos^{-1}(r_{11}) / \cos\phi
\]

and

\[
\begin{bmatrix}
X_c \\
Y_c \\
Z_c
\end{bmatrix} =
\begin{bmatrix}
L_1 & L_2 & L_3 \\
L_5 & L_6 & L_7 \\
L_9 & L_{10} & L_{11}
\end{bmatrix}^{-1}
\begin{bmatrix}
L_4 \\
L_5 \\
1
\end{bmatrix}
\]

where,

\(c_x\) and \(c_y\) are the principal distances in the \(x\) and \(y\) image directions.

5.3.3 BUNDLE ADJUSTMENT

In an alternative solution to the exterior orientation problem, the collinearity equations can be written for each image point, in all of the images captured, and the equations
combined into a simultaneous solution for the unknown parameters. This is referred to as the *bundle adjustment*, after Brown (1958).

The observation equations for a least squares bundle adjustment may be obtained by linearising the collinearity equations (5.15) through a Taylor's series expansion (Brown, 1958, van der Vlugt, 1995). The observation equations then form part of a standard parametric least squares formulation:

\[ v = Ax - l \]  \hspace{1cm} (5.22)

where the corrections to the parameters can be computed from

\[ x = N^{-1} c \]  \hspace{1cm} (5.23)

in which \( N \) is the normal equation matrix given by

\[ N = A^T PA \]  \hspace{1cm} (5.24)

and

\[ c = A^T Pl \]  \hspace{1cm} (5.25)

where, \( A \) is the design matrix containing the coefficients of the unknowns, \( P \) is the weight matrix, \( l \) is the discrepancy vector, \( v \) is the residual vector, and \( x \) is the solution vector.
5.3.4 PRACTICAL CONSIDERATIONS IN DETERMINING EXTERIOR ORIENTATION IN THE STOPE

In calculating the exterior orientation of the camera positions in the stope conditions, it is advisable to hold the interior orientation parameters of the camera fixed in the adjustment, these parameters having being separately determined in a camera calibration, as previously described (see section 5.2). No self-calibration is possible, due to a lack of suitable reference control points in the stope.

The field of co-ordinate control points must fill the maximum extent of the surface to be measured and ideally should contain variation in depth. At least six control points are required in each image to obtain a unique solution for the DLT calculation. These points should be well distributed throughout the image, i.e. they should not all occupy one region of the image area covered (which may result in numerical instability in the adjustment). It is not essential, however, to have control points spread throughout the stope. Well defined control points at the beginning and end of the surface to be measured will suffice, with “tie” points being used for intermediate images, see figure 5.8 below. These “tie” points should be well defined in all of the images; ideally targets should be used to mark these points on the rock surface (e.g. circular retro-reflective targets) as well as on intermediate target poles placed in front of the rock face.
Figure 5.8 Control points and "tie" points

In underground mine tests carried out by the author, the calculation of exterior orientation parameters has been approached as a two stage "folding-out, folding-in" process (Smit, 1996), as depicted in figure 5.9 below:
Firstly, the 11 DLT parameters are calculated in a DLT resection, using the initial few images containing "known" control points (for example images 1, 2 and 3 in figure 5.8, above). In the second stage, the object space co-ordinates of "tie" points visible in the same images are calculated in a DLT intersection algorithm (for example the "tie"
points visible in both images 2 and 3 in figure 5.8). This process is continued for all of the images captures, using the calculated “tie” points as control for the next set of images. Ending on a field of “known” control points completes the project. In practice, however, it proved necessary at this preparatory stage to carry out sub-block bundle adjustments due to excessive error propagation.

Finally, a bundle adjustment of the entire project is carried out. This is done as a “constrained” network adjustment, with the calibrated interior orientation parameters and the co-ordinates of the “known” control points on the first frame held fixed. The bundle adjustment produces highly accurate object space co-ordinates for the unknown “tie” points and calculates the desired exterior orientation parameters of the camera stations, in one simultaneous calculation.

5.4 FEATURE EXTRACTION

Points of interest on the rock face, represented by changes in texture in the images, are used to provide a dense distribution of features defining the surface of the rock face being surveyed. These points first need to be extracted from one image, in a stereo set, before they can be matched in conjugate images, to enable the calculation of their object space co-ordinates.

An even and dense distribution of points is required to accurately represent the surface being mapped. Various interest operators for the extraction of the points of interest are available, providing both single pixel and sub-pixel levels of point location. The selection of an appropriate interest operator is largely dependent on image characteristics, with factors such as resolution, image sharpness and homogeneity of the image texture being integral to the selection criteria.

During the course of this research, three commonly used interest operators were investigated, each with its own distinct characteristics, to provide a selection of
algorithms to meet all image requirements found in the underground mining environment. Each of the interest operators investigated will be described, followed by a discussion of the merits of each.

5.4.1 CANNY FILTER

Whenever a grey-level intensity change occurs, there will be a corresponding peak in the first directional derivative of intensity. In fact, we may define intensity change in this way, so that the task of detecting these changes can be reduced to finding the maxima of the first directional derivative of the grey-level intensity (Marr, 1980).

In deciding on the filter that is to be used, two considerations that must be taken into account. Firstly, the optimal filter should reduce the range of grey scales over which the intensity change takes place. The filter’s spectrum should therefore be smooth and roughly band-limited in the frequency domain. Secondly, a high degree of spatial localisation in detecting the edge is required. Thus, the edge location should be calculated from a smooth average of nearby points, rather than any kind of average from widely scattered points (Marr, 1980). The one function that provides an optimal trade-off, between the conflicting requirements of the frequency and spatial domains, is the Gaussian function. This is used as the basis for an interest operator developed by Canny (1986).

Thus, as described by Canny (1986) we seek the maxima in

\[
f(x, y) = D^1[G(r) * I(x, y)]
\]

(5.26)

where, \(I(x, y)\) is the image,

* \(\ast\) the convolution operator, and

\(G(r)\) the Gaussian operator.
By the derivative rule for convolutions,

\[ f(x, y) = D^1 G^* I(x, y) \]  

(5.27)

We can write the operator \( D^1 G \) as \( G' \), giving the operator and its first derivative in one dimension,

\[ G(x) = \frac{x}{\sigma \sqrt{2\pi}} e^{-\frac{x^2}{2\sigma^2}} \]  

\[ G'(x) = \frac{-x}{\sigma^2} G(x) \]  

(5.28)

where, \( \sigma \) the shaping parameters of the \textit{Gaussian} function, and \( x \) the one dimensional pixel location.

The function \( G(x) \) and its first derivative \( G'(x) \) is seen in figure 5.10 below.

![Figure 5.10 The first derivative of the Gaussian function](image)

Figure 5.10 The first derivative of the Gaussian function

Depending on the magnitude of the shaping parameter, \( \sigma \), the size of the kernel sampled from equation (5.28) will vary. The size of the kernel being calculated as the next odd number above \( 3 \times 2\sqrt{2} \times \sigma \); an increase in \( \sigma \) will result in an increase in the
size of the kernel, with the discrete values contained within the kernel being sampled from the continuous function $G'(x)$ at different positions. As the size of $\sigma$ is increased so the amount of Gaussian smoothing, an integral part of the Canny filter due to its Gaussian origin, is increased (van der Merwe, 1995). This will have an effect on the amount of edges located, with increased smoothing resulting in the loss of high frequency signal components, including a reduction in multiplicative noise (Ekstrom, 1984). For the purposes of the research carried out for this thesis, a $\sigma$ value of 1.5 was chosen, corresponding to a kernel width of 13 pixels.

The discrete kernel is convolved with the image in both image directions. The resulting intensity profiles, of the edge gradients, are searched for maxima (and minima) which correspond to edge locations. The edge direction is then calculated by using the vector of the edge strengths at the point of the maxima, as depicted in figure 5.11 below.

![Figure 5.11 Edge direction based on the vector of the edge strengths](image)

This provides edge locations to single pixel accuracy, with sub-pixel locations to be subsequently determined using the method of moment preserving (see 5.4.5 below).
5.4.2 SOBEL FILTER

Similar in concept to the Canny filter, the Sobel filter is more sensitive to noise. Using a 3x3 area to compute the gradient at the pixel of interest in two edge directions, the Sobel operator weights the pixels closest to the centre to provide smoothing, decreasing its sensitivity to noise in the image (Gonzalez, 1987). The operator, as described by Ekstrom (1984) and Gonzalez (1987) among others, takes the form

\[
\begin{array}{ccc}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{array}
\quad
\begin{array}{ccc}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{array}
\]

Figure 5.12 The masks used to calculate \( G'_y \) and \( G'_x \) at the interest point

for computing the pixel grey level gradients \( G'_y \) and \( G'_x \) at the centre point of a 3x3 region. Seen graphically in figure 5.13 below, the Sobel operator is convolved with the image to produce a gradient image in both horizontal and vertical image directions, where

\[
f(x,y) = G'* I(x,y)
\]

Figure 5.13 The Sobel operator
These gradient images' intensity profiles are searched for maxima (and minima) which correspond to the edge locations. Again, edge directions are obtained by calculating the edge vector derived from the horizontal and vertical edge intensity profiles at the point where the maxima occurs (see figure 5.11 above). Sub-pixel edge locations are once more determined using the method of preservation of moments (see 5.4.5 below).

5.4.3 MAXIMUM GRADIENT FILTER

In contrast to the previous two interest operators, the maximum gradient filter does not convolve a kernel with the image. The maximum gradient in a 3x3 neighbourhood around the interest pixel is located, as follows:

\[
\text{gradient} = \frac{\text{grey}_j - \text{grey}_i}{2}
\]  

(5.30)

where, \(i = 1, 2, 3, 4\) and \(j = 9, 8, 7, 6\)

for the gradients calculated in four image directions as seen in figure 5.14.

Figure 5.14 Gradient directions used
The direction in which the maximum gradient occurs is used as the edge direction, at the pixel of interest, for subsequent sub-pixel edge location, as described in section 5.4.5 below.

5.4.4 PRACTICAL CONSIDERATIONS IN INTEREST POINT DETECTION

In deciding which single pixel interest operator to use, the quality of the image (i.e. image sharpness) and the amount of edges desired must be taken into account. Where the image quality is poor it may be necessary to enhance the image with a high-pass filter to increase image sharpness before edge extraction.

Some practical aspects of the single pixel interest operators described above, are listed below:

- The Canny operator, due to its Gaussian origins, has the effect of low-pass filtering of the edge components of the image. This results in only the high-contrast edge components being detected with noise being filtered out as high frequency image information.

- The Sobel operator has little filtering effect and locates high frequency as well as low-frequency edges equally well. Hence the noise components of the image may also be shown as edge detail. As a consequence the Sobel filter locates more edges than the Canny filter, but also includes more non-edge detail.

- The maximum gradient edge operator essentially locates an edge at every pixel, some of these are weak and are removed in a user-defined thresholding process. This method of edge location produces the most number of edges and is often useful in modelling surfaces of little local contrast.
The computer programs coded for all of the interest operator algorithms allow the user to select an edge intensity threshold above which edge detail will be accepted, as depicted in figure 5.15. In selecting a threshold level, attention must be paid to maintaining a well distributed point cloud with which the surface is to be represented.

As the point density obtained using the interest operators discussed tends to be high in regions of high local contrast, it is necessary to thin the data before image matching. This is done by suppression of the local non-maxima by setting the edge gradient to zero at a local non-maxima (Förstner, 1987).

Here the size of the neighbourhood, within which the edge has to be a relative maxima, has to be specified. The smallest possible window size of 3 x 3 will yield selected windows whose centres are separated by at least one pixel. More thinning of the local non-maxima can be achieved by increasing the size of the window. For the purpose of interest point thinning of the rock face images, a 10 x 10 window was selected for local non-maxima suppression.

The filter operates by excluding interest points, on which the window is centred, which have lower edge intensity than other interest points contained within the window. Thus, if the gradient magnitude of the centre pixel compared to the gradient of any of its neighbouring pixels, contained within the defined window, is lower, then
the centre pixel gradient is set to zero and the window is moved to the next relative maxima (Föstner, 1987). This is done over the entire gradient image, thus only the points with the highest edge intensity will remain, providing a representative point cloud of the surface to be mapped.

The results of the interest operators are used as a basis for sub-pixel edge location using the method of preservation of moments. A discussion of this technique follows.

5.4.5 SUB-PIXEL EDGE LOCATION BY THE METHOD OF MOMENT PRESERVING

The above three edge location methods are able to locate edges to single pixel accuracy as well as providing edge directions. The method of preservation of moments, as described by Tabatabai (1984) and Mikhail (1984), is subsequently used to locate the edge positions to sub-pixel accuracy.

A sample scan line across a step edge in the absence of noise is characterised by a set of grey values \( x_i \)'s, \( i = 1, 2, ..., n \), that are either monotonically non-decreasing or non-increasing. On the other hand, an ideal edge is a sequence of one brightness value \( h_1 \), followed by a sequence of another brightness value \( h_2 \) (see figure 5.16, below).

![Figure 5.16 Ideal edge step](image)

**Figure 5.16 Ideal edge step**
Here an operator is defined that, when applied to empirically obtained edge data, locates an ideal step edge, such that the first three sample moments of the input data sequence, defined as

\[
\frac{\bar{m}_i}{m_i} = \frac{1}{n} \sum_{j=1}^{n} x'_j
\]  \hspace{1cm} (5.31)

for \( i = 1, 2, 3 \) are preserved.

Letting \( k \) denote the number of \( h_l \) values from the beginning of the sample to the ideal edge, there are three equations to solve for the unknowns \( h_l, h_2 \) and \( k \) (Davis, 1988):

\[
\frac{\bar{m}_1}{m_1} = \frac{kh_l + (n-k)h_2}{n}
\]  \hspace{1cm} (5.32)

\[
\frac{\bar{m}_2}{m_2} = \frac{kh_l^2 + (n-k)h_2^2}{n}
\]  \hspace{1cm} (5.33)

\[
\frac{\bar{m}_3}{m_3} = \frac{kh_l^3 + (n-k)h_2^3}{n}
\]  \hspace{1cm} (5.34)

The edge of the first pixel is located at \( j = 1/2 \) and subsequent pixels have a spacing of one. We are then able to obtain a sub-pixel measurement \( k \) of edge location. The solution is

\[
k = \frac{1}{2} n(1 - \frac{c}{\sqrt{4 + c^2}})
\]  \hspace{1cm} (5.35)

where

\[
c = \frac{3m_1m_2 - 2m_1^3 - m_3}{\sigma^3}
\]  \hspace{1cm} (5.36)

and

\[
\sigma = \sqrt{m_2 - m_1^2}
\]  \hspace{1cm} (5.37)
\[ h_1 = m_1 + \beta \sigma \]  
\[ h_2 = m_1 - \frac{\sigma}{\beta} \]

where

\[ \beta = \sqrt{\frac{k}{n-k}} \]

Sub-pixel edge location using this method was employed in the location of the points of interest to represent the rock face being measured.

### 5.5 IMAGE MATCHING

The most time consuming and indeed complex of digital photogrammetric tasks is that of image matching. This is the process of locating corresponding points of interest in conjugate images for the purpose of three dimensional point position location in object space.

In order to minimise the need for extensive \textit{a priori} knowledge of the points to be matched, the image matching process used follows two distinct, yet linked algorithms. Firstly, the use of epipolar geometry of the conjugate images and cross-correlation of the \textit{reference} and \textit{search} patches, in the \textit{reference} and \textit{target} images respectively, as described by Wong (1986), is employed to locate the initial approximation of the corresponding search position for the point of interest, as well as providing initial estimates for the affine transformation parameters between conjugate image patches. These approximations are then used in a least squares multi-image matching algorithm with imposed geometric constraints, in the form of the collinearity equations, as presented by Gruen and Baltsavias (1988).
5.5.1 EPIPOLAR GEOMETRY

In order to find corresponding points in conjugate images with no *a priori* knowledge of the search patch positions in the *target* images, *epipolar geometry* and cross-correlation are used to locate the initial match position of corresponding points in conjugate image scenes. Before considering its function in image matching, it is necessary to define the epipolar "line"; being the line of intersection between the image plane and the plane passing through the object point and the perspective centres of the two images. Figure 5.17 below shows the basic principle of epipolar geometry and the epipolar "line":

![Figure 5.17 Epipolar geometry](image)

From projective geometry the relationship between the *target* image and the object can be described in terms of the collinearity equations (5.15).

Pre-selecting Z-values at regular intervals within the constraint of the epipolar line makes it possible to evaluate a series of X and Y object space co-ordinates of candidates, potentially corresponding to the point of interest, as depicted in figure 5.18 below. Image distortions are taken into account in this computation.

In order to avoid over or under sampling, due to differing image scales and geometries, the point sample interval is chosen as a maximum step of 1 pixel in image
space (in the target images), with the Z-search range along the epipolar “line” being limited by prior estimation of the object depth. Interpretation of a single pixel interval in image space into a change in depth (Z) is given in equation (5.41) as provided by van der Vlugt (1995). This computation is updated after search patch sampling, in all of the target images, at each incremental step along Z-search range. The next depth increment \( \Delta Z_{i+1} \), computed after the \( i \)th sample is given by:

\[
\Delta Z_{i+1} = \frac{\Delta Z \Delta s_0}{\Delta s_i}
\]  

(5.41)

where, \( \Delta Z_i \) is the depth increment at sample \( i \),

\( \Delta s_0 \) the required largest image step = 1,

\( \Delta s_i \) the largest image step amongst the search images at sample \( i \).

MATCHING

Epipolar Line Conditions:

Figure 5.18 Multi-image correlation with epipolar line geometry
The $X/Y$ co-ordinates are evaluated from the collinearity equations (5.15) in the form:

\[
\begin{bmatrix}
\Delta X_{r1} - cr_{11} & \Delta X_{r2} - cr_{12} \\
\Delta Y_{r1} - cr_{21} & \Delta Y_{r2} - cr_{22}
\end{bmatrix}
\begin{bmatrix} X \\ Y \end{bmatrix} =
\begin{bmatrix} RHS_1 \\ RHS_2 \end{bmatrix}
\]  

(5.42)

hence

\[
\begin{bmatrix} X \\ Y \end{bmatrix} =
\begin{bmatrix}
\Delta X_{r1} - cr_{11} & \Delta X_{r2} - cr_{12} \\
\Delta Y_{r1} - cr_{21} & \Delta Y_{r2} - cr_{22}
\end{bmatrix}^{-1}
\begin{bmatrix} RHS_1 \\ RHS_2 \end{bmatrix}
\]  

(5.43)

where

\[
\Delta X = x - x_p + dx \\
\Delta Y = y - y_p + dy
\]  

(5.44)

and

\[
RHS_1 = -\left(\Delta X_{r3} - cr_{13}\right)Z + \left(\Delta X_{r1} - cr_{11}\right)X_c + \\
+\left(\Delta X_{r2} - cr_{12}\right)Y_c + \left(\Delta X_{r3} - cr_{13}\right)Z_c
\]  

(5.45)

\[
RHS_2 = -\left(\Delta Y_{r3} - cr_{23}\right)Z + \left(\Delta Y_{r1} - cr_{21}\right)X_c + \\
+\left(\Delta Y_{r2} - cr_{22}\right)Y_c + \left(\Delta Y_{r3} - cr_{23}\right)Z_c
\]  

(5.46)

In the next step, the image co-ordinates of the candidates in the conjugate search image(s) are calculated using the collinearity equations (5.15).

A patch surrounding the image position of each of the candidates along the epipolar line is used to determine the normalised cross-correlation ($R_{xy}$) between the reference image and the respective target image(s). This cross-correlation function is given by Wong (1986), with summation over all patch pixel:

\[
R_{xy} = \frac{\sum (g_r - \bar{g}) (g_s - \bar{g})}{\sqrt{\sum (g_r - \bar{g})^2} \sqrt{\sum (g_s - \bar{g})^2}}
\]  

(5.47)
where, $g_r$ and $g_t$ represent the grey-scale values on the reference and search patches respectively, and

$\bar{g}_r$ and $\bar{g}_t$ the average grey-scale values for the reference and search patches respectively.

This process is executed for the full extent of the $Z$ (depth) search range obtaining cross-correlation values for all of the search images for each of the depth increments, $i$.

The maximum cross-correlation, i.e. the value closest to 1, is chosen as corresponding to the most likely match for the point of interest in the target image(s). This criteria for the selection of the correct match may not always produce the correct answer as the correct match may correspond to a local correlation maximum, instead of the absolute maximum. A number of factors may influence the cross-correlation results; as mentioned by van der Vlugt (1995), these include:

- the use of only two images,
- errors in the camera parameters,
- unmodelled or inappropriate search patch shaping,
- inappropriate patch size,
- image resolution,
- occlusions in certain target images,
- search step increment, and
- repetitive features in the image search space which are similar to the reference patch.

In an effort to avoid false matches, only search patches whose correlation is larger than a user-defined threshold are considered in the selection of the match point. The minimum accepted cross-correlation for matching of the rock face images was set at 0.75, a value which provided a low occurrence of spurious results during testing. The number of search images, at each depth increment, whose patch correlation is above the threshold also have an influence on the decision, with more images carrying a
higher weighting. Redefining the limited depth range over which the cross-correlation search is carried out also helps to reduce the risk of spurious results, especially in regions with repetitive features. Decreasing the original range by a user-defined scale factor and moving the depth range centre in accordance with previously matched points can do this. Equations (5.48) show the calculation stages in this process. It is recommended that this option only be carried out when mapping continuous surfaces, as sudden changes in object height could result in the search range falling beyond the interest point location.

\[ Z_a = Z_n - \left( \frac{R}{2 \times rf} \right) \]

\[ Z_b = Z_n + \left( \frac{R}{2 \times rf} \right) \]  

where, 
- \( Z_a \) is the start of the modified depth range,
- \( Z_b \) is the end of the modified depth range,
- \( Z_n \) is the \( Z \) (depth) value of the last successfully matched point,
- \( R \) is the original depth range, and
- \( rf \) is the scale factor by which the original range is to be modified.

In considering the magnitude of the scale factor \( rf \) to be used, the homogeneity of the surface must be taken into account. For surfaces where there are no sudden elevation changes the scale factor can be high, however, where more undulation in the surface terrain occurs, the scale factor should be low. Due to the irregular nature of the rock face surface being mapped for this project application, no scale factor was applied.

In addition to locating corresponding points in conjugate images, the epipolar geometry can be used to calculate the shaping parameters between the conjugate image patches. According to van der Vlugt (1995), there are two factors which cause the initially square search patch to take on a distorted shape in the target image. These are:
the position and orientation of the target image(s) with respect to the reference image, and

- the different heights of the surface elements imaged within the reference patch.

The search patch(es) can be shaped \textit{a priori} to model the known effects of the camera geometry. The surface shape is generally not known and hence the second effect cannot be modelled.

The method of determining the patch shaping parameters involves the use of two additional patch pixel positions in the unshaped patch; the top left and right pixels are chosen. These pixels are then transformed using the collinearity equations, as previously described. The use of these two pixels in conjunction with the centre patch pixel allows for the calculation of the shaping parameters. Van der Vlugt (1995) describes this process with the use of figure 5.19 below.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure519.png}
\caption{Computation of the affine shaping parameters}
\end{figure}
With reference to figure 5.19, the shaping parameters of an individual search patch may be calculated by transforming the three reference pixels \((a, b\) and \(c)\) into the search image using a common \(Z\) (depth) ordinate for each pixel. The shaped position of each pixel that results from this, is given by \((x_a, y_a)\), \((x_b, y_b)\) and \((x_c, y_c)\). The associated unshaped positions are \((x_a^0, y_a^0)\), \((x_b^0, y_b^0)\) and \((x_c^0, y_c^0)\), where

\[
(x_a^0, y_a^0) = (x_a, y_a) \\
(x_b^0, y_b^0) = (x_a - r, y_a - r) \\
(x_c^0, y_c^0) = (x_a + r, y_a - r)
\]  

\(r = (\text{psize} - 1) / 2\)  

(5.49)

(5.50)

where \(\text{psize}\) is the size of the reference patch, being square and odd in number.

The affine shaping parameters are then calculated in the following manner:

\[
\begin{bmatrix}
  a_{11} & 1 & x_a^0 & y_a^0 & 0 & 0 & 0 \\
  a_{12} & 0 & 0 & 0 & 1 & x_a^0 & y_a^0 \\
  a_{21} & 1 & x_b^0 & y_b^0 & 0 & 0 & 0 \\
  b_{11} & 0 & 0 & 0 & 1 & x_b^0 & y_b^0 \\
  b_{12} & 1 & x_c^0 & y_c^0 & 0 & 0 & 0 \\
  b_{21} & 0 & 0 & 0 & 1 & x_c^0 & y_c^0
\end{bmatrix}^{-1}
\begin{bmatrix}
  x_a \\
  x_b \\
  x_c
\end{bmatrix}
\]

(5.51)

The unshaped search patches are then transformed using the above calculated affine shaping parameters and the transformed sub-pixel search patch grid is resampled using a bi-linear interpolation algorithm, as depicted in figure 5.20 and equation (5.52) to compute the grey values of the patch positions.
with respect to figure 5.20,

$$g_1 = g(x_0, y_0) + (g(x_0 + 1, y_0) - g(x_0, y_0))(x_i - x_0)$$

$$g_2 = g(x_0, y_0 + 1) + (g(x_0 + 1, y_0 + 1) - g(x_0, y_0 + 1))(x_i - x_0)$$

$$g(x_i, y_i) = g_1 + (g_2 - g_1)(y_i - y_0)$$  \((5.52)\)

These match positions and patch shaping parameters are then used, as starting point provisional values, for the least squares, grey-scale area-based matching algorithm, to obtain a final match position, as discussed in the following section.

5.5.2 GEOMETRICALLY CONSTRAINED MULTI-PHOTO MATCHING

The adaptive least-squares correlation, combining grey-level matching with geometric constraints, as presented by Gruen and Baltsavias (1988), is applied for X, Y, Z object co-ordinate determination.
The observation equations consist of two parts: grey-level matching and imposed geometrical constraints. The two parts are related through shift parameters of the image patches. The constraints are the collinearity conditions. Here a multi-image approach is used, whereby the grey-level matching equations are formulated such that they allow for simultaneous, local image shaping, for the inclusion of additional geometric constraints as well as for discrete corrections, which are required because of the deviation of the actual sensor geometry from the theoretical model. Radiometric corrections are applied to the search patches prior to the adjustment, using Wallis filtering, as described by Baltsavias (1991):

\[ g^c(x, y) = \left[ g(x, y) - m_g \left( \frac{s_f}{s_g} \right) + m_f \right] 
(5.53) \]

where,

- \( g^c(x, y) \) is the radiometrically corrected search patch grey level,
- \( g(x,y) \) the original search patch grey level,
- \( m_f \) the mean of the reference patch grey levels,
- \( s_f \) the standard deviation of the reference patch grey levels,
- \( m_g \) the mean of the search patch grey levels, and
- \( s_g \) the standard deviation of the search patch grey levels.

Assume that there is a sequence of \( n+1 \) conjugate images of an object. The object is defined in a 3D cartesian co-ordinate system \((X, Y, Z)\) and the images in a 3D cartesian co-ordinate system \((x, y, c=0)\). The images are discrete 2D approximations of continuous functions. One image function \( f(x,y) \), the \((n+1)\)th image, serves as the reference image, and the remaining \( n \) images \( g_1(x,y), ..., g_n(x,y) \) as the target image(s) (Gruen and Baltsavias, 1988). For an ideal match of corresponding points we have

\[ f(x, y) = g_i(x, y), i = 1, ..., n \] 
(5.54)
Taking into consideration noise and assuming that template noise is independent of the picture noise, equation (5.54) becomes

\[ f(x, y) - e_i(x, y) = g_i(x, y) \]  

(5.55)

where \( e_i(x, y) \) is a true error vector.

Equation (5.54) can be considered a non-linear observation equation which models the observation vector \( f(x, y) \) with functions \( g_i(x, y) \) whose locations in the pictures \( 1, \ldots, n \) need to be determined. The location is described by \( \Delta x_i, \Delta y_i \) shifts with respect to an approximate position of each function \( g_i^0(x, y) \).

To account for systematic image deformations caused by differing perspective views, so as to achieve a better match, additional geometric transformation parameters are included to allow for image “shaping”.

Each function \( g_i^0(x, y) \) forms a grid of grey-values and is located in a larger search region \( w_i(x, y) \). The image shaping is achieved by transforming the \( x_0, y_0 \) co-ordinates of \( g_i^0(x, y) \) and resampling in \( w_i(x, y) \). The geometrical transformation can be modelled by the affine transformation (six parameter) (Gruen and Baltsavias, 1988).

Because equation (5.55) is non-linear, it is linearised according to

\[ f(x, y) - e_i(x, y) = g_i^0(x, y) + \frac{\partial g_i^0(x, y)}{\partial x_i} dx_i + \frac{\partial g_i^0(x, y)}{\partial y_i} dy_i \]  

(5.56)
with the notations

\[
g_{x_i} = \frac{\partial g_i^0(x,y)}{\partial x_i} \\
g_{y_i} = \frac{\partial g_i^0(x,y)}{\partial y_i}
\]  

(5.57)

where \( g_x \) and \( g_y \) are the patch gradients in \( x \) and \( y \) image directions, equation (5.56) becomes

\[
f(x,y) - e_i(x,y) = g_i^0(x,y) + g_{x_i} da_{1i} + g_{x_0} x_0 da_{12} + \\
+ g_{x,y_0} da_{21} + g_{y} db_{1i} + g_{y,x_0} db_{12} + \\
+ g_{y,y_0} db_{21}
\]  

(5.58)

with

\[
x_i^T = (da_{1i} \ da_{12} \ da_{21} \ db_{1i} \ db_{12} \ db_{21})
\]

\[
l_i = f(x,y) - g_i^0(x,y)
\]

Equation (5.58) results in

\[
-e_i(x,y) = A_i x_i - l_i; \quad P_i
\]  

(5.60)

\( P_i \) weight co-efficient matrix of \( l_i \)

Equations (5.60) form a system of \( n \) sets of grey-level correlation equations (for each of the \( n \) target images), with each set consisting of \( n_1 n_2 \) correlation equations (\( n_1, n_2 \) dimensions of each pixel patch used for the match).
If the image formation process followed the law of perspective projection, a set of 
\( n+1 \) collinearity conditions can be formulated for each imaged object point \( p \) as

\[
\bar{x}_{pk} = \frac{1}{\lambda_{pk}} R_k (\bar{X}_p - \bar{X}_{0k})
\]  \tag{5.61}

with \( k = 0, 1, 2, ..., n \)

\( p = \) object point index

\[
\bar{x}_{pk} = \begin{bmatrix} x_p \\ y_p \\ c \end{bmatrix}
\]

where \( x_{pk}, y_{pk} \) are the image co-ordinates of the point \( p \) in the scene 
\((k)\), reduced to the principal point, and 
\( c_k \) the principal distance of sensor of scene \((k)\).

\( R_k = (r_1..r_2..r_3)_k \) is the rotation matrix of scene \((k)\), as previously defined.

\[
\bar{X}_p = \begin{bmatrix} X \\ Y \\ Z_p \end{bmatrix}
\]

\( \bar{X}_p = \) vector of object point co-ordinates of point \( p \)

\[
\bar{X}_{0k} = \begin{bmatrix} X_0 \\ Y_0 \\ Z_0 \end{bmatrix}_k
\]

\( \bar{X}_{0k} = \) vector of object co-ordinates of the perspective centres of scene \((k)\)

\( \lambda_{pk} = \) scale factor for point \( p \) imaged in scene \((k)\).
The $x, y$ components of equation (5.61) are

\[ x_{pk} = c_k \frac{r_{1k}(\bar{X}_p - \bar{X}_{0k})}{r_{3k}(\bar{X}_p - \bar{X}_{0k})} = -F_k^x \]  \hspace{1cm} (5.62) \]

\[ y_{pk} = c_k \frac{r_{2k}(\bar{X}_p - \bar{X}_{0k})}{r_{3k}(\bar{X}_p - \bar{X}_{0k})} = -F_k^y \]  \hspace{1cm} (5.63) \]

For simplification, the point index $p$ is ignored in the following.

With

\[ x_k = x_k^0 + \Delta x_k \]
\[ y_k = y_k^0 + \Delta y_k \]  \hspace{1cm} (5.64) \]

where $\Delta x_k, \Delta y_k$ are the shift parameters in equation (5.60), and $\Delta x_0, \Delta y_0 = 0$ (for the template), equations (5.62) and (5.63) become

\[ \Delta x_k + F_k^x + x_k^0 = 0 \]  \hspace{1cm} (5.65) \]
\[ \Delta y_k + F_k^y + y_k^0 = 0 \]  \hspace{1cm} (5.66) \]

It is assumed that the exterior orientation parameters of each sensor $k$ ($X_0, Y_0, Z_0, \omega, \kappa, \phi)_k$ with $k=1,...,n+1$ are given and the interior orientation parameters of the sensors ($x_p, y_p$ ... principal point co-ordinates, $c$ ... principal distance)$_k$ are pre-determined as well. Then the parameters to be estimated in equations (5.65) and (5.66) are the shift values $\Delta x_k, \Delta y_k$ and the co-ordinates of the object point $X, Y, Z$. Equations (5.65) and (5.66) with respect to the object co-ordinates $X, Y, Z$ result in
\[
\Delta x_k + \frac{\partial F_x}{\partial X} dX + \frac{\partial F_y}{\partial X} dY + \frac{\partial F_z}{\partial Z} dZ + F_x^{(0)} + x^0 = 0
\]  
\[\text{(5.67)}\]

\[
\Delta y_k + \frac{\partial F_y}{\partial X} dX + \frac{\partial F_y}{\partial Y} dY + \frac{\partial F_z}{\partial Z} dZ + F_y^{(0)} + y^0 = 0
\]  
\[\text{(5.68)}\]

with
\[
t_k = \begin{bmatrix} F_x^{(0)} + x^0 + \Delta x \n F_y^{(0)} + y^0 + \Delta y \end{bmatrix}
\]  
\[\text{(5.69)}\]

\[x = \text{vector of all parameters, and}\]
\[B_k = \text{design matrix of the co-efficients of the parameters for scene (k)},\]

where, \(\Delta x, \Delta y\) are terms for possible systematic image distortion,

the extended equations (5.67) and (5.68) yield

\[B_k x + t_k = 0; k = 0,\ldots, n\]  
\[\text{(5.70)}\]

Equations (5.60) and (5.70) are connected by means of the shift parameters \(\Delta x_k, \Delta y_k\) that appear in both equations.

The equations (5.70) are not treated as functional constraints but as a set of observation equations. In this case, equations (5.70) become

\[-e_i = Bx + t; \quad P_t\]  
\[\text{(5.71)}\]

\[P_t, \ldots \text{weight co-efficient matrix of } t\]

with
\[e_i \sim N(0, \sigma^2 Q_n); \quad Q_n = P_t^{-1}\]
The least-squares solution for the joint system equations (5.60) and equations (5.71) gives

$$\hat{x} = (A^T PA + B^T P_r B)^{-1} (A^T Pl - B^T P_r t)$$  \hspace{1cm} (5.72)

Providing a simultaneous solution for the corresponding image points in conjugate target images and object space co-ordinates for the interest point.

The weight matrices $P$, $P_r$ are used as diagonal matrices. With the solution vector $\hat{x}$ we get

$$v = A \hat{x} - 1$$  \hspace{1cm} residual vector for grey-level observations,

$$v_t = B \hat{x} + t$$  \hspace{1cm} residual vector for collinearity constraint observations, and

$$\hat{\sigma}_o^2 = \frac{v^T P v + v_t^T P_t v_t}{r}$$  \hspace{1cm} variance factor,  \hspace{1cm} (5.73)

where,

$$r = n_o - u$$  \hspace{1cm} redundancy,

$$n_o$$  \hspace{1cm} number of observations, and

$$u$$  \hspace{1cm} number of parameters.

With,

$$n_o = M n + m (n+1)$$

$$u = np n + 3$$
where, $M$ is the number of pixels in each patch, 
$n+1$ the number of camera stations, 
$m$ the number of collinearity observation equations per image patch = 2, and 
$np$ the number of geometric transformations per patch (the maximum of six for the full affine transformation is used for this project).

Because of the non-linearity of the joint system, the final solution is obtained iteratively, whereby approximate values for the non-linear parameters (six transformation parameters for each picture patch, object co-ordinates of point $p$) are required. As previously described, these approximations are supplied by the epipolar "matching" algorithm. The iterations stop if each element of the solution vector $\hat{x}$ in equation (5.72) falls below a user defined threshold.

5.5.3 IMAGE MATCHING - DISCUSSION

During the investigation into the use of the multi-image least squares matching algorithm, the limitation, with respect to large rotations, of the images with respect to one another, was revealed. If the target image(s) are rotated, by large angles, with respect to the reference image then the least squares matching algorithm cannot estimate the shear parameters of the affine transformation and hence the solution cannot converge.

In most cases, this is easily avoided by capturing images that do not have large rotations in the image plane. This is, however, not always possible, with field conditions and equipment restrictions sometimes enforcing unsuitable camera geometry for image capture. Such a case was found in a research project aimed at the tracking and identification of individuals in a population of cheetah (as describe in chapter 7). Image capture was initially carried out with $\pm 90^\circ$ rotations, between the
various perspective views. This resulted in the non-determinability of the shear parameters of the affine transformation in image matching. Hence, no successful image matching was possible with the existing software and no surface model could be generated.

Two possible solutions to this problem are posed (e-mail communication with E.P. Baltsavias, ETH, Zürich). The first lies in the method of resampling the image patches in the target image(s) used for matching. The second solution uses an approximation for the angular difference, between the reference and target image, in the least squares matching algorithm. These methods are proposed as further research into the practical application of image matching and will be briefly outlined in the following sections.
5.5.3.1 Resampling a rotated patch

In concept, this would proceed as follows:

1. Calculate transformation parameters from target into orientation parallel to reference image, based on $\Delta \kappa$ rotation difference only.
2. Transform and resample search window from target image.
3. Least Squares, Geometrically Constrained Matching, using $\kappa_r$ (the reference image rotation) for the target window orientation.
4. Transform matched search patch co-ordinates into target image, to obtain original target image co-ordinates, using the reverse of the previously calculated transformation.

**Figure 5.21 Resampling of a rotated patch**

*Search* windows are generated by transforming and resampling rotated patches from the *target* images. The transformation is calculated using $\Delta \kappa$, the angular difference in rotation about the Z-axis between the *reference* image and the *target* image.

$$\Delta \kappa = \kappa'_i - \kappa_r$$  \hspace{1cm} (5.74)

where, $\kappa_r$ is the rotation about the Z-axis for the *reference* image, and $\kappa'_i$ the rotation about the Z-axis for the *target* image, for the $i$th *target* image number.
The process of transforming and resampling the search window from the target image is depicted in figure 5.22, and shows how the search window is rotated by $\Delta \kappa$ to be aligned with $\kappa^r$, of the reference image, from $\kappa_t$, of the target image.

![Diagram of transformation and resampling](image)

**Figure 5.22 Transformation and resampling of search window**

Then use $\kappa_s^t = \kappa^r$, for the search patch orientation, in least squares image matching with geometric constraints, as previously described. Although the object space coordinates calculated in this simultaneous adjustment will be correct, the image coordinates of the corresponding point in the target image will be in the transformed coordinate system. In order to calculate the image co-ordinates in the original target image, the reverse transformation from target image to reference image must be applied.

The additional interpolation of the search patch(es), due to this resampling, should have a minor effect on the accuracy, and could even be beneficial in noisy images, similar to low pass filtering of the image.
5.5.3.2 Approximation for rotation in matching:

In this proposed solution, the search patch is sampled from the target image in the normal manner (as applied in least squares image matching). The angular difference $\Delta \kappa$ in rotation about the Z-axis between the reference image and the target image, is introduced as an approximation for the rotation in the image matching routine, by means of the two shear parameters of the affine transformation. It must be noted that the angle $\Delta \kappa$ refers to a rotation in the local pixel co-ordinate system of the search patch (with its origin at the patch centre).

In applying the geometric constraints of the image matching algorithm, it must be noted that the transformation from the local pixel co-ordinate system, of the search patch, to the target image co-ordinate system has changed. The transformation must now take into account the angular difference $\Delta \kappa$ between the local pixel and global image co-ordinate systems for the search patch in the target image.

After image matching, the matched pixel position must be appropriately rotated in order to get the matched image co-ordinates into the target image co-ordinate system. For example, if the approximation for the angular difference $\Delta \kappa$ is $90^\circ$, then $x_I$ in the local search patch co-ordinate system is $y$ in the global target image system, and similarly for $y_I$.

5.6 SPACE INTERSECTION

In addition to providing geometric constraints to the least squares matching, the collinearity equations provided the calculation of the three dimensional (XYZ) object space co-ordinates of the interest point being matched. Thus, the result of the image matching algorithm is not just the corresponding image co-ordinates of interest points in conjugate images, but also a dense point cloud of three dimensional, object space, co-ordinates of successfully matched interest points.
This three dimensional point cloud can then be processed, by digital terrain modelling (DTM), to provide a regular grid representation, or a triangle irregular network (TIN), of the mapped data in a format more suitable for further processing. Additional processing includes surface modelling, volume calculation and deformation analysis.
6 ANALYSIS OF RESULTS

The output of the digital photogrammetric process is a dense point cloud of 3D (XYZ) co-ordinates which represent the rock face under investigation. This data needs to be represented in a way suited to further analysis. Various visualisation methods were investigated and a sample of the data obtained from the underground mine test is presented.

In order to generate a representation of the mapped surface, the three dimensional point cloud produced by image matching needs to be represented by a regular grid of interpolated points (DTM) or a TIN. Commercially available surface generation software was used for this purpose. With a wide range of interpolation methods and display options, including contour maps, three dimensional mesh perspective plots and profile sections, all of the basic visualisation needs were met.

6.1 EVALUATION OF UNDERGROUND TESTS

The final evaluation of the measurement system was carried out at Blyvooruitsig mine on the Witwatersrand (South Africa), at a depth of approximately 2170m below surface. Stope conditions were poor, with pronounced closure and a roof height of less than 1m. Temperature and humidity were at very high levels and production mining was taking place in the adjacent panel.

Image capture proceeded smoothly, with approximately 1.5 hours before and 1 hour after the pre-conditioning blast being required to set up the co-ordinate control field and intermediate target poles, and capture the required images.

Processing of the results proved to be a more arduous task than initially anticipated, with identification of the target points proving the most cumbersome of processes. A proposed solution to this problem is given in the recommendations (see chapter 9),
involving clearer marking of individual target points on the rock face. Once completed, the exterior orientation of the cameras provided excellent results, with positional accuracy of less than 1mm in all cases, as seen in table 6.1 below. The depth axis being in the X-direction.

<table>
<thead>
<tr>
<th>RMS $\sigma_{Xe}$ (mm)</th>
<th>RMS $\sigma_{Ye}$ (mm)</th>
<th>RMS $\sigma_{Ze}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.69</td>
<td>0.56</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 6.1 Exterior orientation precision

The subsequent interest point location and image matching proceeded well, proving a complete success with interest point positioning accuracy better than the required 1mm in object space (XYZ) in all cases. This is shown in table 6.2, with the root-mean-squared standard deviation of the matched point intersections being better than 0.5mm in depth and 0.1mm lateral to the plane of the rock face.

<table>
<thead>
<tr>
<th>RMS $\sigma_X$ (mm)</th>
<th>RMS $\sigma_Y$ (mm)</th>
<th>RMS $\sigma_Z$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.45</td>
<td>0.06</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 6.2 Interest point precision

Figures 6.1 to 6.5 below, provide examples of the final output of the surface reconstruction of the rock face. This data will be used in finite element analysis and computer aided design software used by rock engineers, at the Mining Technology Division of the Council for Scientific and Industrial Research (Johannesburg), to calculate and predict volume changes in the rock face due to pre-conditioning blasts. These images were produced using the commercially available surface generation software Surfer™ from Golden Software Inc.
Figure 6.1 Contour plot the rock face

Figure 6.2 Three dimensional mesh perspective plot of the rock face - before blast
Figure 6.3 Three dimensional mesh perspective plot of the rock face - after blast

Figure 6.4 Section of the rock face before and after the pre-conditioning blast
Figure 6.5 Face dilation (positive value) on a section of the face as a result of a pre-conditioning blast

Figure 6.4 shows a typical cross-section of the rock face, obtained from the digital photogrammetric data, both before and after the pre-conditioning blast. This section was taken from the central portion of the rock face measured, where the stope face has dilated by approximately 2 – 3cm. At other pre-conditioning sites, it is seen that common movements of 0.4 – 4cm occur in the plane of the rock face as a result of pre-conditioning blasts (Lightfoot et al, 1996). In addition to dilation, some face recession is evident. This can occur when pieces of the footwall, hangingwall and the stope face loosen and become dislodged. Such recession is particularly evident where the footwall and hangingwall join the stope face.

The three dimensional plots of the stope face before (figure 6.2) and after (figure 6.3) the pre-conditioning blast and a surface plot of the difference between the two (figure 6.5) indicate that, for this part of the face, there is a maximum face recession of 0.9m in some areas and a maximum face dilation of 0.3m in others. These results should be interpreted with care, as the data near the hangingwall and footwall tend to be
unreliable, as a result of pieces of rock becoming dislodged and either falling out or moving outwards. It is the data in the central parts of the stope face, as shown in the cross-section (figure 6.4) that provides a more realistic interpretation of the actual stope face movements.
7 ADDITIONAL TESTS AND CASE STUDIES

Further testing of the software developed, and in particular the programming of the image matching algorithm, was implemented in additional research projects undertaken at the department of Surveying and Geodetic Engineering at the University of Cape Town. The objective was to analyse the success of the software developed by mapping naturally textured surfaces. Excellent examples were provided, in the three-dimensional reconstruction of the 3.6 million year old hominid footprints found at Laetoli in Tanzania and in the mapping of cheetah paw imprints for the purpose of conservation.

7.1 HOMINID FOOTPRINTS - LAETOLI (TANZANIA)

The re-excavation of the 3.6 million year old hominid track-way at Laetoli, Site G in Tanzania, provided the opportunity to accurately document the footprint record of this unique archaeological site. Professor Heinz Rüther of the Department of Surveying and Geodetic Engineering at the University of Cape Town was commissioned by the Getty Conservation Institute to provide highly accurate photogrammetric mapping of the hominid and hipparion trails, involving photogrammetric documentation of the individual footprints and the track-way surface to an accuracy of 0.5mm or better.

Photography was conducted using three different cameras: a metric Zeiss UMK with 5x7in. glass plates, a Kodak DCS420 digital camera and a Hasselblad 2.25x2.25in. camera. For the purpose of this thesis only the digital photogrammetric process will be described.
7.1.1 OBJECTIVE

It was the objective of the field campaign to obtain a complete photogrammetric coverage of the individual hominid footprints and extensive coverage of the surrounding tuff surface. The photography was to be executed with digital and conventional film cameras. Each of the images had to contain sufficient control points of sub-millimetre accuracy to enable the generation of digital terrain models with contour intervals of 5mm and 1mm for the track-way and footprints respectively. Accuracies of individual points had to be in the order of 0.5mm.

Photogrammetric processing of the individual footprints was done using digital photogrammetric processing, the track-way being processed by means of UMK imagery mounted in an analytical plotter, with one image pair being processed digitally to provide confirmation of the analytical process. Only the generation of digital terrain models for the individual footprints will be described in this document.

7.1.2 PHOTOGRAMMETRIC DATA ACQUISITION

Each hominid footprint was surveyed individually to obtain a detailed map of the imprints. This required the footprints to be photographed within a co-ordinate reference control frame, placed over each footprint in turn and surveyed into the overall co-ordinate system prior to photography. The survey of the frame, or rather three points on it, made it possible to transform the positions of the control points contained on the frame into the overall Laetoli site co-ordinate system. This is necessary in order to obtain the co-ordinates of the footprint digital terrain models in relation to the track-way.
7.1.2.1 Reference Control Point Frame

The reference control frame consisted of 70 retro-reflective targets placed on a rectangular steel frame, as seen in figure 7.1 below.

![Reference control point frame](image)

**Figure 7.1 Reference control point frame**

The co-ordinates of the 70 control targets on the frame were determined prior to the fieldwork using 18 images in a bundle adjustment calculation, the RMS standard deviations of the object space co-ordinate accuracies, as shown in table 7.1, all being below 0.1mm.

<table>
<thead>
<tr>
<th>RMS $\sigma$X (mm)</th>
<th>RMS $\sigma$Y (mm)</th>
<th>RMS $\sigma$Z (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.02</td>
<td>0.07</td>
</tr>
</tbody>
</table>

**Table 7.1 Control point accuracies**
7.1.2.2 DCS420 Digital Camera Photography

Six black and white images of the footprint were captured with the control frame placed over each of the imprints in turn. The camera used was the Kodak DCS420m digital still camera. Images were captured at the six, approximately symmetrical positions, shown in figure 7.2.

Image capture was done hand-held at an elevation of approximately 0.8m. A 14mm lens was used and the focusing ring was secured at a fixed (and taped down) focal length. All images were captured with the top of the image frame being oriented approximately towards the same point; i.e. there was minimal rotation about the Z-axis (κ).
7.1.3 PHOTOGRAMMETRIC DATA PROCESSING

As previously described, the first step in the digital photogrammetric data processing is the determination of the exterior orientation parameters of the camera locations in the overall track co-ordinate system. In this first step, the image positions of the 70 control frame targets were located in each of the six images, using the target location and centring routine previously described.

These target centres were then used in a bundle adjustment to provide the exterior orientation parameters of the six exposure stations. The interior orientations were calculated as a self-calibration process, independently for each footprint, in a simultaneous adjustment with the exterior orientation determination. Accuracies of the bundle adjustment can be gauged from the residuals of the image co-ordinates after the adjustment; average accuracies being in the order of:

<table>
<thead>
<tr>
<th>Vx (mm)</th>
<th>Vy (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.003</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Table 7.2 Example of bundle adjustment accuracies

These reflect the agreement between independent data sets of the frame co-ordinates determined earlier in object space and the images co-ordinates of the frame points in the digital images.

Once the interior and exterior orientation have been determined, it remains to find points of interest to represent the surface to be mapped and to match these points with corresponding points in the remaining conjugate images.

Points of interest, representing changes in texture in the images of the tuff surface containing the footprints, are located by means of interest operators as described in chapter 5.4, with sub-pixel location being calculated by the method of preservation of moments. Multi-image matching with imposed geometric constraints, in the form of
the collinearity equations, as explained in chapter 5.5, followed. The resultant list of three dimensional (XYZ) co-ordinates in the Laetoli site system represent a dense distribution of points which represent the footprint being mapped. Typical image coordinate precisions of 2µm were achieved, again confirming the high overall accuracies of the digital photogrammetric process used. Table 7.3 shows the average object space accuracies achieved, with match success rates exceeding 95%.

<table>
<thead>
<tr>
<th>RMS σX (mm)</th>
<th>RMS σY (mm)</th>
<th>RMS σZ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.05</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 7.3 Example of object space accuracies achieved for interest points

Digital elevation models were generated from the dense point cloud of matched points by means of commercial surface generation software, with output being provided in numerical and graphical formats. Figure 7.3 and 7.4 below show examples the graphical output of the digital photogrammetric process used to re-construct of the hominid footprints.
Figure 7.3 Contour plot of an individual hominid footprint

Figure 7.4 Wire mesh perspective plot of an individual hominid footprint
Further processing of the DTM’s produced for the hominind footprints, allowed for more interpretative analysis. These visualisations included the production of digital ortho-images, draping of the grey-level images over the DTM’s and manipulating the lighting and view perspective.

7.2 ANIMAL TRACKING

During the course of this research, two projects were initiated in an effort to track individuals in a known population of animals, for the purpose of anti-poaching operations, behaviour studies and conservation. Both these projects involved the mapping of the animal footprint, in order to build up a database of distinguishing characteristics of individuals in the particular group of animals investigated. The first project, that of the identification of individual cheetahs in a known pride, was initiated by a German zoology student, Heiko Thies. Secondly, the ongoing research into the identification of rhinoceros, initiated by conservationist Louis Liebenberg, is aimed at aiding conservation officials in tracking and monitoring of this endangered species.

7.2.1 CHEETAH PAW IMPRINTS

“It has become a responsibility of our generation to maintain the diversity of life on the planet. This can only take place with the needs of a growing mankind, hence the development of conservation techniques must take this into account. To be able to create viable techniques, it is vital to know as much as possible about the diverse life we intend to conserve” (Thies, 1996).

Such a research effort was undertaken by Heiko Thies, a German zoology student, in his diploma thesis. The project was aimed at gaining knowledge of the habits of cheetah, and in particular their use of “play trees” in their social interaction. To this
end, the identification of individual cheetahs at the trees was required; paw imprint analysis by means of digital photogrammetry formed part of this research.

7.2.1.1 Objective

One method of identifying an individual cheetah in a pride, is to view the imprint left in the surface. This method, similar to fingerprint identification of human prints, relies on distinctive characteristics on the cheetahs paw, such as size, pad distribution, claw position, imprint depth and scarring, to identify the individual. Thus, a three dimensional map of the paw imprint is useful in the identification and tracking process.

Digital photogrammetry provides an ideal tool in aiding conservation work, enabling the acquisition of a database of identifying characteristics of individual cheetahs in a pride.

7.2.1.2 Reference Control Frame

In order to obtain an accurate representation of the paw imprint, the use of a co-ordinated control frame was required to provide high accuracy co-ordinate control for the images captured. Figure 7.5 below shows the construction of the control frame used for the initial tests.
In order to attain the necessary sub-millimetre accuracy required for accurate analysis of the paw imprint, the positions of the control points located on the reference frame must be determined to a high degree of accuracy. Table 7.4 below shows the coordinate accuracy obtained for the control point positions, with all reference point positions being determined to less than 0.05mm in object space.

<table>
<thead>
<tr>
<th>RMS σX (mm)</th>
<th>RMS σY (mm)</th>
<th>RMS σZ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 7.4 Reference frame control point accuracy
7.2.1.3 Image Acquisition

In order to maintain low costs and portability, image capture was done with a conventional 35mm film camera, fitted with a wide angle 28mm lens. Four images of the paw imprint, surrounded by the control frame, are taken from different perspectives. In order to prevent numerical inaccuracies in the affine transformation used in the image matching algorithm, care must be taken to ensure that no large deviations between rotations (about the Z-axis) for the various images occur, as large rotations are not allowed for in the existing software. Figure 7.6 shows the recommended image positions about the control frame; note the image orientations.

![Figure 7.6 Recommended camera positions for image capture](image)

As a result of the extended field campaigns that are typically undertaken, with imprint analysis being only one aspect of the field work undertaken, it is advised that camera calibration be undertaken at the same time as exterior orientation, i.e. self-calibration. This is recommended as it would be impossible to maintain one camera calibration for the duration of the field work, with the camera being required for other relevant
photography as well. Thus, for each imprint, the camera must be focused and the focusing ring taped into position before image capture takes place.

The effect of shadows in the images, as a result of the control frame, is significant in the image processing stage and thus must be addressed while capturing images. It is recommended that the imprint be shaded during image capture. This can be easily achieved by use of a common umbrella. Thus, the negative influence of shadow can be removed from the images, ensuring constant light conditions for the four images captured of the imprint.

7.2.1.4 Data processing

Before the digital image processing takes place, the film images must be converted into digital format. To this end, the film was developed and scanned onto a Kodak Photo-CD, providing various image resolutions, in a TIFF format. It was decided to use a 1536 x 1014 pixel size image, with a calculated pixel size of 21.815µm x 21.815µm.

As previously described, the image processing as shown in figure 5.1, provided a dense point cloud of three dimensional co-ordinates representing the cheetah paw imprint.

For the purpose of convenient testing, it was decided to use leopard paw imprints as a sample case. Point accuracies achieved for image matching and space intersections are shown in table 7.5 below; revealing the necessary sub-millimetre point positioning that is required for subsequent analysis.
These co-ordinates are then used to form a regular grid, or digital terrain model of the imprint, from which contour and perspective plots may be generated for visualisation, as seen in figures 7.7 and 7.8 below.

### Table 7.5 Point accuracies for leopard paw imprint

<table>
<thead>
<tr>
<th>RMS $\sigma_X$ (mm)</th>
<th>RMS $\sigma_Y$ (mm)</th>
<th>RMS $\sigma_Z$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>0.02</td>
<td>0.22</td>
</tr>
</tbody>
</table>

**Figure 7.7 Leopard paw imprint contour map**
The imprint visualisation can then be analysed by conservationists to distinguish distinctive characteristics of the individuals' imprint, and store this information in a database on the pride under investigation.

7.2.2 RHINOCEROS IMPRINTS

The black rhinoceros (*Diceros bicornis*) is an animal rarely observed, due to its diminished numbers and shy nature. Its footprint, however, is more regularly seen and identification of individuals is easily done by trained trackers in the field. For this reason, it is desired to use conventional principles of animal tracking in conjunction with computer technology, to develop a method to effectively automate the identification of individual animals (Sell, 1996).

For conservation purposes, with this highly endangered species, an effective means of identifying individual rhino's could make the management and conservation of the black rhinoceros more effective.
7.2.2.1 Objective

This research project, undertaken by surveying student Wilco Sell, as an undergraduate research project under the supervision of Professor Heinz Rüther at the University of Cape Town. The objective was to find a reliable and readily repeatable method to monitor the number of rhinoceros in their habitat, by means of footprint identification. One of the approaches investigated to achieve this was the three dimensional mapping of the footprint, by means of digital photogrammetry, in an effort to ascertain distinguishing features of the imprint, such as cracks and ridges, in three dimensional space.

The eventual aim is to allow trackers to capture images of the footprint and process them, with hand-held computers, in the field. These reconstructions will be used to assist the tracker with identification and monitoring of individual rhinoceros. This will also enable the development of an easily maintained database relating relevant conservation information, such as movement patterns and eating habits, linked to tracking information, including the imprint analysis.

The generation of these representations of the rhinoceros imprints was approached using digital photogrammetry and followed the same procedures outlined in the hominid footprint mapping as described in chapter 7.1 above. Digital image capture, using the Kodak DCS420 digital camera provided suitable image quality of the imprints to be measured, as is seen in figure 7.9 below.
After digital image processing, a highly accurate three dimensional point cloud representing the imprint was produced. Examples of the accuracies achieved are presented in table 7.6 below. The root-mean-squared standard deviations of the point positions being in the order of 0.1mm in depth and 0.02mm in the plane lateral to the imprint.

<table>
<thead>
<tr>
<th>RMS σX (mm)</th>
<th>RMS σY (mm)</th>
<th>RMS σZ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.02</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 7.6 Rhinoceros imprint point accuracies

The suitability of digital photogrammetry as a tool in the identification of rhinoceros and the viability of assisting field trackers with hand-held computers, is currently being investigated. In addition, alternative means of using the three dimensional reconstructions of the imprints, such as edge analysis on a height class image, are being examined.
8 RECOMMENDATIONS AND PROPOSED APPLICATION

8.1 RECOMMENDATIONS

From experience gained in underground mine testing, the following set of recommendations are made to provide possible solutions to the problems experienced during image capture and data processing:

- It is crucial to the photogrammetric analysis of the rock face that sufficient stereo overlap be maintained between conjugate images. At least 60% lateral overlap is required in order to transfer the co-ordinate system, via the tie points, from one image model to the next. The use of across wall images, as depicted in figure 8.1 assists in strengthening the network and increasing redundancies. Such images can play an important role in the co-ordination of the tie points.

![Figure 8.1 Across wall images](image-url)
It is important to ensure that the target points attached to the rock face are placed in positions where they will remain flat and free from distortion. This is because the control point centre calculation uses a weighted centre-of-gravity algorithm to determine the target centre, hence distortion in the shape of the target will lead to incorrect target centres which will have a negative effect on the achievable exterior orientation accuracies.

An important factor to consider when working in the mine is that of control point identification. This has proved to be a problem in testing and poor target marking results in difficulties when identifying the target points in the images. It is suggested that the tie points on the target poles be arranged in patterns so that they are easily distinguished from one another. Target points on the rock face should be marked with spray paint patterns so as to provide a good measure of differentiation between targets. As mono-images are used, these patterns cannot rely on the use of colour for identification and must display distinguishing characteristics for recognition.

8.2 PROPOSED APPLICATIONS

In addition to those applications discussed, the use of the developed digital photogrammetric measurement system is in principle possible for a textured surface. It is in particular the modification of this system for use in other areas of the underground mining industry and in archaeological documentation that is proposed.

8.2.1 MINING INDUSTRY

As a result of e-mail correspondence with rock engineers, at the Mining Technology Division of the Council for Scientific and Industrial Research (CSIR) in Johannesburg, modifications to the developed digital photogrammetric measurement
system are proposed for use in alternative applications in the deep-level underground mining industry. In addition to monitoring deformation in the rock face in the stope, the development of algorithms capable of efficient fracture pattern analysis (including fracture density, orientation and pattern) will assist rock engineers in better modelling the rock mechanics of the rock face in the stope. This information should also be used in time-dependent studies, for modelling time-dependent rock behaviour during normal stope conditions.

The extension of the existing software is also suggested for monitoring borer excavations and tunnelling progress rates, as well as particle size analysis of excavated rock in the stope.

8.2.2 ARCHAEOLOGICAL DOCUMENTATION

In mid-1996, the discovery of a ship wreck off the Cape coast, exposed by winter storms, prompted the archaeological investigation of the remains, by Dr Bruno Wertz of the Archaeology department at the University of Cape Town. Due to the time limitations for work on the site, as the wreck is located within the storm tide range, excavation and documentation of the ship remains had to be done as quickly as possible.

The department of Surveying and Geodetic Engineering at the University of Cape Town was approached to carry out a detailed photogrammetric survey of the wreck, thereby enabling analysis of the data at a later stage. In the interest of containing costs and expediting the survey procedures, it was decided to carry out the image acquisition by means of a hand-held digital video recorder. This novel approach in image capture for archaeological documentation, enables the acquisition of appropriate imagery after image capture, allowing for any desired stereo overlap with a continuous image coverage.
The processing of the data, using software developed for this research, is being carried out in the same manner as that of the underground mine data, with co-ordinate reference control points at the beginning and end of the object being surveyed. Coordinate control is extended along the ship wreck with the use of tie points, in the form of targets attached to the wreck. This research forms part of the postgraduate studies of survey graduate Siddique Motala at the University of Cape Town.

The successful development of this dynamic video-based technique in archaeological documentation could have major implications on the traditional survey methods currently used. This would not only have the effect of reducing the time required on site, but will also ensure that minimum contact, with often delicate archaeological artefacts, is maintained. It would also provide a point density previously impossible with traditional survey methods.
CONCLUSIONS

The principal objective of this research was the development of a measurement system for use in the mensuration of the working rock face in the stope of a deep-level gold mine. By mapping the rock surface before and after a pre-conditioning blast, the deformations resulting from blast can be determined. This information is required by rock engineers to assist them in optimising the pre-conditioning blasting process.

The deformations are often small in extent, and the determination of the three dimensional co-ordinates of the surface, represented by densely spaced individual points, is required with sub-millimetre accuracy. Measurement of the rock face should also not interfere with normal production mining operations.

As no comparable measurement systems were found, digital photogrammetry was investigated as a possible solution to this mapping problem. The successful development of a novel digital photogrammetric measurement system, for use in this geometrically constrained and physically demanding production environment, demonstrated the measurement capability of photogrammetric techniques. The developed system not only produces highly accurate surface point measurements, but provides a permanent photographic record of present mine conditions, allowing for further analysis of the rock face. The relative speed of the process and the convenient size of the equipment makes the technology particularly suited to the underground mining environment, with minimal influence on production mining operations.

Semi-automated processing of the digital images required the development and coding of suitable algorithms, including:

- target location and centring,
- target identification,
- camera calibration,
- exterior orientation through DLT and bundle adjustment calculation,
• interest point location,
• image matching and space intersection.

Difficulties, which arose from the size, shape and environment of the object, were overcome by careful planning and pre-analysis which led to the incorporation of additional tie points placed on target poles in front of the object. It is in particular the development and implementation of the network of camera positions and tie point positions that led to the success of this process. The complex network configuration developed provided the required accuracy for the camera station locations, with lateral accuracy, in the plane of the rock face, being in the order of 0.5mm and depth accuracy in the order of 0.7mm.

The development of the image matching routine, used a new approach of applying epipolar geometry with cross-correlation as an automated means of finding provisional match positions in multiple conjugate images. These provisional values are then used in a multi-image, least squares, image matching algorithm, with geometric constraints in the form of the collinearity equations (Baltsavias, 1991). The resulting automated image matching process provides high accuracy point correlation in a theoretically limitless number of images. For practical purposes, image matching was limited to four images for the development of this project, providing a relative lateral accuracy, in the plane of the rock face, in the order of 0.1mm and depth accuracy in the order of 0.5mm, or 1:20000 and 1:4000 respectively.

The final analysis of the data made it apparent that digital photogrammetry is highly suitable for the determination of rock surface digital elevation models, for subsequent deformation analysis. This is further confirmed by the proposals of rock engineers, for the use of the developed system in monitoring other underground mining operations.

The extension of the developed software into other close-range applications further served to demonstrate the high accuracies that are achievable with such algorithms, when applied to the mensuration of naturally textured surfaces. In particular, the successful mapping of hominid footprints as well as cheetah and rhinoceros imprints
has demonstrated the high relative accuracies achievable with the developed digital photogrammetric measurement system under such controlled environments. In these cases, lateral accuracy, in the plane of the surface, was in the order of 0.05mm and depth accuracy in the order of 0.22mm, or approximately 1:20000 and 1:4000, as before.

It is, however, the successful implementation of this system in the demanding underground mining environment which is of particular significance. The development serves to fill a gap in the mining industry where previously no such system existed, thus enabling the cost effective and rapid acquisition of accurate data relevant to the movement in the rock face as a result of pre-conditioning blasts.
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