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Abstract

The establishment of printing technologies, using nanoparticle based inks, promises inexpensive manufacture of electronic devices. However, to produce working devices, nanoparticles have to meet requirements on size, shape, and composition. In the application of silicon nanoparticles in electronics, it is important that a network of interconnecting particles is formed through which charge transport can take place. Of further importance is that there is an absence of surface oxide in order to maintain a direct silicon-silicon connection within the network. In this work, cheap and scalable production of silicon nanoparticles is achieved efficiently with a top-down process of mechanical attrition by high energy milling. Scanning electron microscopy studies reveal that silicon nanoparticles produced by this method have a wide range of shapes and sizes. The shape of the particles tends to become more spherical with milling time as a result of the high attrition rate leading to a high curvature of the particle surface. Compositional studies using energy dispersive X-ray spectroscopy (EDX) and X-ray photoemission spectroscopy (XPS) reveal the impurities present in the milled silicon nanoparticles and their surface properties. The analysis of high energy milled silicon nanoparticles shows that the oxygen contamination during the milling process is low and that the termination of the dangling bonds by oxygen passivates the surface against complete oxidation leading to the formation of stable nanoparticles. These particles are not insulating, but allow charge transport through the surface making them ideal for producing semiconducting nanocomposites particularly for printed electronics.
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1. Introduction

Research and development in nanoscience and nanotechnology is fast growing throughout the world because it is anticipated that this field of science will provide the basis for many technological innovations of the 21st century [1]. Nanotechnology involves the simultaneous manipulation of materials on the nanoscale while being able to adapt these materials to form larger and more complex structures. These materials include nanoparticles which play a key role in the development of this field of science [2]. Nanoparticles can be defined as particles with all three dimensions in the order of 100 nm or less. They are presently being investigated for use in different areas such as in electronics [3], biomedicine [4], environmental technology [5], catalysis [6], pharmaceuticals and material sciences [7].

Nanoparticles possess a high surface-to-volume ratio because of their small size. This high surface-to-volume ratio results in an increase in the surface energy of the nanoparticles compared to that of the bulk material [8]. The size effect which includes quantum confinement as well as the high surface-to-volume ratio give nanoparticles different properties from those of the bulk material [9]. Factors which influence these new properties at the nanoscale include not just the size reduction from bulk to nanoscale but also intrinsic properties of the material which become manifested at the nanoscale. Some of these properties include the predominance of surface and interfacial phenomena as well as quantum wave-like transport properties [8].

The unique properties of silicon and its abundance have been crucial towards the steady growth of the semiconductor industry [10]. On the nanoscale, the electronic and optical properties of silicon are strongly influenced by the shape and size of the nanoparticles. In the case of a collection of nanoparticles, the overall properties are therefore influenced by the size distribution. Varying the production methods of the nanoparticles often varies this distribution [11]. For the synthesis of nanoparticles, many methods have been formulated which includes mechanical attrition, laser ablation, laser pyrolysis and flame synthesis [12]. There is ongoing research on the synthesis methods and physical properties of silicon nanoparticles because of its possible applications in lithium-ion batteries, optoelectronic devices, and photocatalysis [13]. Based on the establishment of printing technologies, there is a lot of prospect towards the fabrication of low cost electronic
devices using silicon nanoparticles.

Silicon has become the most prominent semiconductor material used presently in electronics mainly because of its capacity to form a native oxide [14]. Being an electrical insulator, silicon dioxide can be used for isolation of semiconductor devices, as insulating layers in microelectronics and multichip module technology or as a functional unit in a metal oxide field effect transistor (MOSFET). Hence, controlling the growth of the oxide layer is crucial in maintaining conductivity of the nanoparticles. In contrast, in the application of silicon nanoparticles in printed electronics, it is essential that the particles form a network such that it allows for charge transport within the system [15]. Of further importance is that there is very little or no oxygen present in order to maintain a direct silicon-silicon connection within the network [16].

The aim of this study is to understand the nature of the silicon nanoparticles as a network of particles, produced by milling of bulk silicon with specific application in electronic devices. Of particular interest is the morphology, the elemental composition, and the presence and nature of any oxide layer formed on the nanoparticles during the milling process. This was approached by comparing silicon nanoparticles produced by high energy milling and low energy ball milling using techniques such as scanning electron microscopy (SEM), energy dispersive x-ray spectroscopy (EDX), and x-ray photoemission spectroscopy (XPS). The background of characterisation techniques used in this research is discussed in chapter 3 and is aimed at understanding the fundamental theories underlying the characterisation techniques. The experimental techniques are explained in chapter 4. Chapter 5 covers the experimental procedures which were carried out in this research. The results of the size and shape of the nanoparticles, the elemental composition, and the nature of the oxide layer formed on the nanoparticles are given in chapter 6. The discussion of the results obtained is covered in chapter 7 and the conclusions of the research is covered in chapter 8.
2. Structural Properties and Synthesis of Nanoparticles

2.1 Semiconductor Nanoparticles

Nanoparticles promise to play a crucial role in advancing technologies and therefore, have drawn a lot of interest from the materials science community [17]. Due to their unique physical properties, nanoparticles have potential applications in areas such as photovoltaics, electronics, light-emitting diodes and lasers, and as diagnostic labels in medicine. These applications will require an increasing supply of nanoparticles with well defined properties synthesized by cost-effective and environmental friendly methods [18].

There are two crucial factors which are accountable for the unique properties of nanoparticles. Both factors are related to the size of the respective nanoparticles. The most important in the context of this work is the large surface to volume ratio, but quantum confinement is an important secondary effect [19]. Nanoparticles exhibit new properties different from those of the same material in its bulk form due to structural and electronic changes which are induced by their high surface to volume ratio [20]. Unique photophysical, photochemical, photoelectronic and photocatalytic properties can occur in semiconductor nanoparticle systems [21]. The size, shape and surface features of these nanoparticles determine the properties which they exhibit. For instance, nanoparticles exhibit an increase in the number of available surface specific active sites for chemical reactions as a result of their high surface area to volume ratio [22]. Furthermore, the electronic structure can be altered by the enhanced surface area due to increase in the fraction of surface states relative to bulk levels. However, charge carriers could become confined due to quantum size effect when the size of a particle decreases below the Bohr radius which is a fundamental factor that makes nanoparticles uniquely different from the bulk form of the same material. The quantum effect is crucial in emerging electronic structures such as quantum wires and quantum wells [23].
2.2 Properties and Applications of Nanoparticles

The properties of nanoparticles are largely based on the size of the particle, its shape and surface properties. These properties are dependent on the size and can be classified as either intrinsic or extrinsic. Extrinsic properties, such as resistance, are determined by the size and shape of the material. A list of the modifications to the properties of nanoparticles is given as follows [24]:

- **Structural Properties:**
  
The increase in surface to volume ratio with decreasing particle size results in a higher surface free energy (surface tension) in nanoparticles. In metals, reducing the lattice parameter could lead to a different structure. For instance, silver nanoparticles in the intermediate size range of 5 - 10 nm undergoes a transition from fcc structure to icosahedral structure [25]. In covalent materials such as silicon, the interatomic spacing increases with size reduction [26].

- **Thermal Properties:**
  
The high surface energy and structural changes that occur in nanoparticles influence their thermal properties. As an example, the melting point of gold nanoparticles reduces for particles less than 20 nm [27] but for metallic nanoparticles implanted in a matrix, the melting point can increase [28].

- **Chemical Properties:**
  
The reduction of bulk materials to nanoparticles initiates size effects arising from the considerable increase in the surface to volume ratio. This could lead to a radical change in the chemical reactivity of the nanoparticles. As an example, gold nanoparticles with diameter less than 5 nm is a strong catalyst and is used in the oxidation of carbon monoxide [29].

- **Electronic Properties:**
  
The scarcity of scattering centres with particle size reduction results in ballistic and wavelike transport of electrons in a material. As the system dimension become comparable with the de Broglie wavelength, electronic states become localised with discrete levels, and the materials may become insulators [30].
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- Optical Properties:

The scattering and absorption of light by nanoparticles are very different from that of bulk materials. This is due to the changes in the electronic structure and also the enhancement of surface states. For instance, copper nanoparticles are transparent while bulk copper is opaque. Furthermore, semiconductor nanoparticle elements such as Ge and Si exhibit a blue shift in the optical absorption [31].

2.3 Silicon Nanoparticles

Silicon is of great importance in the field of nanotechnology because there is no variation in composition even at very small scale such as in a nanoparticle and it is an elemental semiconductor [32]. Silicon nanoparticles exhibit unique and excellent size-dependent optical, and electronic properties due to quantum confinement. The size-tunable properties of silicon nanoparticles find wide applications in modern technology such as light emitting diodes [33], quantum dot lasers, solar cells [34], chemical sensors and molecular electronics [35], and printed electronics [36].

For the synthesis of silicon nanoparticles, a lot of methods have been developed [37]. These include gas-evaporation, high-temperature aerosol reactions, electrochemical etching, sputtering, and solid state precipitation after ion implantation [38]. The common disadvantage with these techniques is that the particles cannot be synthesised on a large scale [39]. However, mechanical attrition can easily be used for large scale industrial production of nanoparticles.

2.4 Synthesis of Nanoparticles

As mentioned earlier, there is a wide interest in nanoparticles due to their unusual mechanical, electrical, optical and magnetic properties. As a consequence, a variety of techniques have been established for the synthesis of nanoscale structures and devices. In general, synthesis methods for nanoparticles are typically grouped into top-down and bottom-up approaches, as illustrated in figure (2.1).
In the top down process shown in the figure, a fine powder is formed from the bulk material and then from the fine powder, nanoparticles are obtained. In the bottom up process, atomic clusters or molecules are formed before nanoparticles are produced.

Figure 2.1: Schematic representation of the routes to the formation of nanoparticles [24].

Top down processes for nanoparticle production generally involve the division of a bulk material into smaller portions. The commonly used top down methods include milling, lithographic processes, laser ablation, sputtering, arc plasma, and electron beam evaporation [40]. This approach is very useful in producing nanomaterials in large batches up to industrial quantities due to its simplicity. Many reports on the synthesis of nanoparticles have, on the other hand, indicated that such top-down methods often result in the contamination of the powder, and in the case of high energy mechanical milling, the initiation of strain and defects in the individual particles [41]. The common top down methods used in the production of nanoparticles are:
• Lithographic processes:

Lithography involves the production of nanoparticles by forming patterns on the surface of a substrate through the creation of a resist [42]. The desired patterns are generated in a suitable mask layer that is subsequently transferred to the underlying layers by etching. It requires the use of electromagnetic radiation such as visible light, ultra violet light and x-rays or charged particles such as electrons and ions to create these patterns.

In the synthesis of nanoparticles by top-down approaches, there are presently several established and emerging lithographic techniques, such as, photolithography, x-ray lithography, electron beam lithography, ion beam lithography, and nanoimprint lithography [43]. The names of the different lithographic methods are based depending on the approach used to produce the mask.

• Laser induced ablation:

Laser ablation involves the removing of material from a target surface by intense laser radiation [44]. Monochromatic light is used to remove smaller pieces from the target material to produce nanoparticles. The target could either be ablated in an aqueous solution or in a residual gas. When the target is ablated in an aqueous solution, this leads to the nanoparticles nucleating in the liquid and a colloidal suspension is formed. In contrast, ablation in a low pressure gaseous atmosphere causes nanoparticles to be deposited on a substrate leading to the formation of a nanostructured film [21]. The properties of the synthesized nanoparticles in both cases can be adequately manipulated by the factors of laser ablation.

• Milling:

In milling, mechanical force is used to break down larger pieces of a material into a large quantity of smaller pieces. In general, reduction in size is due to the repeated distortion of the solid which leads to the mis-orientation of grains within a particle. The ensuing particles are typically fine, irregularly shaped and full of defects such as twins and dislocations [41]. From a wide range of milling techniques for the production of nanoparticles, high-energy ball milling is considered the most prominent [45]. In general, powders produced by high
energy milling are both nanomaterials, with a particle size distribution less than 100nm, and nanostructualized because the individual particles have a grain size between 1 - 10 nm [46]. During the process of milling, unwanted processes such as oxidation are avoided by carrying it out in a controlled atmosphere such as inert atmosphere [41]. The mechanical production of powders can be performed as either the direct size reduction of elemental or compound powders (mechanical milling), or the milling of a mixture of dissimilar powders in which material transfer occurs (mechanical alloying) [47]. Shaker mills, planetary mills, and attritor mills are some popular milling devices used in the production of nanoparticles [46]. The disparities in these milling devices are in their operation, capacity, and efficiency, but the fundamental principle remains the same [46].

In the production of nanoparticles using bottom-up processes, atoms or molecules serve as building blocks [41]. Pure particles synthesized by chemical reaction of a precursor or from inert gas condensation are employed in this process [41]. Common bottom up methods used in the production of nanoparticles are:

- **Chemical Vapour Deposition (CVD):**
  
  Chemical vapour deposition (CVD) may be defined as the deposition of a solid film or powder on a heated surface from a chemical reaction in the vapour phase resulting in the nucleation and growth of the nanoparticles [48]. CVD is commonly used for the production of highly pure semiconductor nanoparticles and the method is cost effective [49]. CVD can be categorized according to the type of activation energy employed, namely thermally activated CVD, plasma enhanced CVD, laser induced CVD [50].

  Silicon carbide nanoparticles and silicon nanowires have been fabricated using plasma enhanced CVD [51]. Laser assisted CVD is utilized in synthesizing silicon, silicon carbide [52] and tungsten nanoparticles [53].

  Producing materials in large batches using CVD can be very expensive because of the power and ultra-high vacuum demands of the process, which are responsible for the high costs associated with thin film semiconductor production [54].

- **Liquid Phase Methods:**
Liquid Phase processes include precipitation, hydrothermal and sol gel methods. These techniques are very appropriate in generating nanoparticles with different shapes since the nucleation, particle growth and the interaction between particles in all stages of the process can be controlled in a liquid medium [55].

This method is not commonly used in the production of nanoparticles due to the fact that clusters produced using this process usually possess poorly defined surfaces and a broad particle size distribution [41].

- Aerosol Synthesis:

Aerosol synthesis is the formation of liquid or solid nanoparticles suspended in a gas. Several aerosol methods have been reported for the synthesis of nanoparticles [56]. These methods include modified CVD processes as well as gas condensation techniques [57], spray pyrolysis [58], and thermochemical decomposition of metal organic precursors in flame reactors [59].

Fabricating nanoparticles using the method of aerosol synthesis poses a number of difficulties such as controlling and manipulating nanoparticles after production, in a way the process can be utilised under industrial conditions [60].

In general, nanoparticle production by bottom up processes are employed in the synthesis of highly pure particles with controlled sizes, although a major set-back with these processes is that a large quantity of particles cannot be produced at a time [41].
3. Electron and Photon Interactions in Matter

The analysis methods used in this thesis are based on the spectroscopic analysis of the interactions of electrons and photons with the material under investigation. It is therefore important to understand the fundamental theories underlying the interactions.

Electromagnetic radiation such as x-rays and gamma rays can be described in terms of photons, while correspondingly, particles such as protons, neutrons and electrons can be associated with a wavelength. The de Broglie relationship summarises this wave particle duality of incident radiation [61]:

$$\lambda = \frac{h}{mv}.$$  \hspace{1cm} (3.1)

where $\lambda$ is the de Broglie wavelength of the particle, $v$ is the velocity of the particle, $h$ is Planck’s constant and $m$ is the mass. When a beam of light or particles is incident on a material, it can either be absorbed or scattered. A wide range of scattering processes may occur which depend on the type of radiation [24]. A scattering cross section, $\sigma$, which gives a measure of the effectiveness of the interaction can be associated with each individual scattering process.

3.1 Electron Interactions with Matter

When a material is bombarded with a beam of electrons, a lot of effects are produced in the target material. After interaction with atoms and electrons of the specimen, the incident beam of electrons are scattered significantly. A schematic representation of electron beam interactions with solid matter is shown in figure (3.1). In general, the electrons are scattered either by elastic or inelastic processes [62].

- In the elastic process, the electron’s kinetic energy remains unchanged (no energy transfer) during its interaction with matter, although there may be changes in the direction of the incident wave following scattering due to multiple scattering events. Electrons which escape the sample
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are referred to as backscattered electrons and the process is called electron backscattering [63].

Figure 3.1: Schematic representation of electron beam interactions with a specimen (After [52]).

- In the inelastic process, the incident electrons transfer energy to the atomic electrons after interactions with the specimen [54]. Inelastic scattering yields different effects which includes the following which are discussed below:

  - Secondary electron emission
  - Bremsstrahlung emission of X-rays
  - Atomic excitation leading to:
    (i) Auger electron emission
    (ii) X ray emission
3.1.1 Backscattered Electrons (BSE)

Backscattered electrons (BSE) are produced when an electron beam interacts elastically with the ion cores in a material. Electrons may be scattered out of the specimen interaction volume, in all directions, with minimal loss of energy. The probability of an electron being backscattered is proportional to the mass of the scattering centre [65]. This implies that higher atomic number elements produce more backscattered electrons than lower atomic number ones. Backscattered electrons may be ejected from a greater depth within the specimen than secondary electrons as they are more energetic [66]. They therefore carry very little topographic information of the sample. They may, however, be employed in identifying variations in chemical compositions of different regions in the sample. The elastic scattering cross section depends on the mass of the scattering centre, and hence the relative brightness of the back scattered electron image increases with the average atomic number in the area of the specimen being probed [67].

3.1.2 Secondary Electron Emission

In practical terms, ‘secondary electron’ is used to refer to all electrons with kinetic energies less than 50 eV that are ejected from a material [24]. They are produced by the inelastic interactions of an incident beam of electrons with valence and conduction electrons, which cause the ejection of these electrons from the material. Secondary electrons may also undergo additional scattering events within the specimen’s interaction volume before some of them emerge from the surface of the material [68]. These emergent electrons are from a couple of nanometres from the surface of the material, and therefore, depending on the position of the detector, provide topographic information of the surface.
3.1.3 Auger Electrons

After an inner shell excitation which can be caused by a collision with a primary electron, an atom has an energy above its ground state. The atom returns to its ground state by filling the empty level created, with an electron from a higher energy level and this leads to the release of energy and momentum. While this energy could lead to an x-ray photon being given off from the atom, it can also be transmitted to another electron leading to this electron's emission [69]. The emitted electron is called an Auger electron and the phenomenon is known as the Auger effect.

3.1.4 X-Ray Emission

Characteristic x-rays are emitted when electrons make transitions between energy levels of an atom [70]. When a material is bombarded with a beam of electrons, electrons can be ejected from inner orbitals and empty levels are created. These are replaced by electrons from higher energy levels, and the excess energy is released in the form of x-rays [71]. Figure (3.2) illustrates this process. An x-ray photon is emitted due to the transition of an orbital electron from a higher energy state to a lower energy state [72]. The change in the binding energies of the associated orbital electrons is equal to the energy of the x-ray photon. These emitted x-ray photons are referred to as characteristic because they are typical of the particular element emitting them and the type of transition that occurs within the atoms of the element. Although, sometimes the excess energy is emitted from the atom as characteristic x-rays, some may be internally absorbed and lead to Auger emission as described above.

These emitted x-rays can be detected and analysed using an energy dispersive x-ray spectrometer. Due to the fact that these x-rays are characteristic of the element producing it, the elemental composition of the sample can be analysed accordingly. Bremsstrahlung emission also occurs when relativistic charged particles are decelerated over a very short distance, such as when the electron beam strikes a solid target [74]. Although usually used in this context, bremsstrahlung actually refers to any radiation given off owing to the acceleration of a charged particle, such as synchrotron radiation emitted by relativistic electrons circulating in a magnetic field [75].
3.1.5 Cathodoluminescence (CL)

Cathodoluminescence (CL) is the emission of light in the wavelength range 160-2000 nm by materials as a result of electron bombardment [76]. Visible light lies in this regime with wavelengths of about 400 to 800 nm. Wavelengths longer than this are in the infra red region, and shorter than this in the ultra-violet region.

Common forms of cathodoluminescence include the light emission from old fashioned television screens and computer monitors. CL detectors in electron microscopes can either collect the total intensity at different positions or analyse the spectrum of light emitted by the sample [77].
3.2 Photon Interactions with Matter

Interactions of photons with atomic electrons in matter result in either a change of the photon energy or of its direction [78]. The full or partial absorption of the primary photon can lead to the emission of atomic electrons. Photon absorption can be quantified in terms of an absorption coefficient, \( \alpha \), and is a property of a material which defines the amount of light absorbed by it. The light intensity as a function of distance, \( z \), is given by [79]:

\[
I(z) = I_0 e^{\alpha z}
\]  \hspace{1cm} (3.2)

where \( I(z) \) is the intensity through a layer of thickness \( z \), and \( I_0 \) is the incident intensity on the material.

When a beam of electromagnetic radiation interact with a material, the beam becomes scattered and some of the photons may travel in a different path as the beam. Some photons lose energy to the material while others have the same energy after the interaction as they had before. Such a process results in energy absorption as well as scattering in the medium [80]. The processes of scattering and absorption both results in a reduction in the intensity of the collimated beam.

There are five processes by which a photon can interact with matter [81], whose relative importance depends on the energy of the primary photon:

- Coherent scattering
- Photoelectric effect
- Compton effect
- Photodisintegration
- Pair production

However, only the first three, discussed below, are significant due to the energy ranges in which they occur.
3.2.1 Coherent Scattering

In coherent scattering, an incident x-ray photon interacts with a target atom and leaves it in an excited state [81]. This leads to a release of energy as shown in figure (3.3). The wavelength and energy of the incident and scattered x-ray photon are essentially the same.

![Figure 3.3: Diagram showing the Coherent Scattering (After [81])](image)

3.2.2 Photoelectric Absorption

In the photoelectric absorption process, a previously bound electron called the photoelectron, is ejected from the atom due to absorption of an incident x-ray or gamma ray photon [82]. A schematic representation of the photoelectric absorption process as shown in figure (3.4).
Relativity and quantum theory are two outstanding ideas in 20th century physics [83]. Although Einstein is renowned for his theory of relativity, he was crucial in the advancement of quantum theory. He proposed that light consisted of discrete quanta, or particles called photons, rather than as continuous waves [84]. For a given frequency, or color of the incident radiation, each photon carried the energy:

\[ E_{K_{max}} = h\nu - W_0 = \frac{hc}{\lambda} - W_0. \]  

(3.3)

where \( h \) is Planck’s constant, \( W_0 \) is a characteristic energy associated with a given metal and called the work function, \( c \) is the speed of light, and \( \lambda \) is the wavelength.

The photoelectric effect is considered the most convincing proof of the quantization of the electromagnetic field and the restrictions of Maxwell’s field equations and hence of the existence
3.2.3 Compton scattering

Compton scattering occurs when a high energy photon, generally an x-ray or gamma-ray, collides with loosely bound or conduction electrons [86]. The x-ray photon loses energy and momentum due to the collision, and is scattered in a different direction through the material [87]. Figure (3.5) illustrates this process. Additional ionisation interactions with other atoms in the material are possible as both the scattered x-ray photon and the compton electron have sufficient energy to cause these interactions [81]. In the compton process, energy and momentum are conserved. The change in wavelength of the scattered photon is given by [87]:

\[ \lambda' - \lambda = \frac{h}{m_e c} (1 - \cos \theta). \]  

(3.4)

where \( \lambda' \) is wavelength of scattered x-ray photon, \( \lambda \) is wavelength of incident x-ray photon, \( h \) is Planck’s constant, \( m_e \) is the mass of an electron at rest, \( c \) is the speed of light, and \( \theta \) the scattering angle of the scattered photon.
Figure 3.5: Diagram showing the Compton effect where $\theta$ is the scattering angle of the photon and $\phi$ is the scattering angle of the electron (After [81]).

4.1 Electron Microscopy

In all forms of microscopy, the main objective is to obtain a magnified image of an object at the highest achievable resolution [88]. Resolution refers to the minimum separation of points actually observed in the image referred to the size of the object [89]. In an electron microscope, very high resolution of detail in an object is revealed using a beam of electrons [90]. Based on how the image is formed by means of electrons, electron microscopes are classified as either scanning, transmission or emission. The operation of the first two types involves the interaction of a beam of free electrons with the specimen, while in an emission microscope the source of electrons is the specimen itself. This work is concerned with scanning electron microscopy (SEM). Unlike the other two types which form a direct image, the image is formed by scanning a focussed beam across the sample surface.

In all optics, the Abbé theory is applicable to the mechanisms of image formation and resolution [88]. Abbé was the first to explain on the basis of diffraction effects that there is a limit to the minimum size of an object that can be viewed by a lens and this limit is referred to as the resolving power of the microscope.

The resolving power, $R$, of any optical system is normally limited by the angular aperture of the objective lens (semi-angle $\alpha$), and the wavelength, $\lambda$, of the radiation employed,

$$R = \frac{0.61\lambda}{n_0 \sin \alpha},$$

(4.1)

where $n_0$ is the refractive index in object space, and the quantity $n_0 \sin \alpha$ is usually called the numerical aperture of the lens [91]. It is clear from equation (4.1) that the best resolution will be achieved when the numerical aperture is largest and the wavelength is shortest [92]. Due to
limitations on the values of \( n, \lambda \), and \( n_0 \), the best possible resolution that can be achieved with an optical microscope is about 200 nm [93]. The most significant way to improve resolution is to use radiation with a shorter wavelength since resolution, \( R \), depends on wavelength, \( \lambda \), as described by the Abbé relation [94]. By using accelerated electrons with an extremely short wavelength, the electron microscope utilizes this principle. The focusing of electrons was demonstrated by Busch in 1926 [95] when he made comparison between light and electron beams, and showed theoretically that a strong short axial magnetic field converged a beam of electrons in a similar manner to which a glass lens converges light.

In 1924, de Broglie suggested that in view of the dual nature of waves and particles, a wavelength, \( \lambda \), can be attributed with particle beams, such as electron beams. For electrons of mass, \( m \), and velocity, \( v \), the wavelength according to de Broglie is,

\[
\lambda = \frac{h}{mv}.
\]  

(4.2)

with \( h \) being Planck’s constant.

When electrons are accelerated from rest through a potential difference \( V \), their kinetic energy increases to:

\[
eV = \frac{1}{2}mv^2.
\]  

(4.3)

where \( e \) is the electron charge. From Equation (4.2) for \( \lambda \), it follows that the relation between wavelength and accelerating voltage is,

\[
\lambda = \frac{h}{(2meV)^{\frac{1}{3}}}.
\]  

(4.4)

The relativistic increase in mass should also be taken into account, since for high accelerating potentials the electrons can reach velocities comparable to the speed of light \( c \). This can be easily achieved by substituting \( V \) in equation (4.4) with the relativistic accelerating voltage \( V_r \), given by [92]

\[
V_r = V[1 + \frac{eV}{2m_0c^2}].
\]  

(4.5)

where \( m_0 \) is the electron rest mass.
4.1.1 Scanning Electron Microscopy

The scanning electron microscope is the most widely used of all electron beam instruments [96]. This is due to the different possible modes of imaging, and the corresponding ease with which the information represented in the micrographs can be interpreted. Figure (4.1) shows a schematic of the principles of a SEM [97]. The measurement signals are secondary electrons, backscattered electrons, characteristic x-rays, Auger electrons, and phonons of various energies.

In a scanning electron microscope, the electron beam is emitted from an electron gun. These electrons are accelerated through an electric potential which can be up to the order of 400 kV [98] but is usually of the order of 5 to 40 kV. This beam of electrons passes through a condenser lens where it is processed into a thin stream of electrons. In the objective lens, two sets of coils that are orthogonal to each other scan a raster on the sample [99]. Secondary electrons are emitted from the sample when the scanned beam of electrons transfer enough kinetic energy to the specimen [100]. These electrons are measured at each point of the scanned region in the specimen using a secondary electron detector. The detector converts the charge pulse to a voltage pulse and amplifies it. In modern microscopes, a computer system converts these voltage pulses into an image in which the intensity of each pixel is dependent on the number of secondary electrons emitted, at the corresponding beam position of the sample.

Electron microscopy has both its pros and cons as compared to light microscopy. Three clear-cut advantages are given as follows [101]:

- A very large depth of field which allows different heights of the sample surface to be in focus at a time. This allows the viewing of irregular surfaces,

- the possibility of a wide range of magnifications, from less than 20× to greater than 100,000×, and

- the ability to obtain information regarding the sample's composition as well as 3D images. Although an electron microscope can produce images that are similar to a light microscope, it can also produce images whose contrast is based on the compositional variation
Figure 4.1: Simplified view of a scanning electron microscope (after [37]).

throughout the specimen.

A few drawbacks of SEM are:

- Stability of the specimen under vacuum, and

- In conventional SEM, the specimen must be dry and electrically conductive. Vacuum and conductivity challenges can be reduced by low vacuum electron microscopes and conductive coatings respectively [101].
4.1.2 Energy Dispersive X-ray Spectroscopy

Energy Dispersive X-ray Spectroscopy (EDX) is an analytical technique that is often included in a scanning electron microscope. EDX is used to identify the elemental composition of a sample by detecting characteristic x-ray photons emitted by the atoms near the sample surface after excitation by energetic electrons. In an electron microscope, excitation by electrons has the benefit that they are readily available and the energy, intensity and probe area can be easily controlled [102].

The basic elements of an energy dispersive x-ray spectrometer are illustrated in figure (4.2). When a material is irradiated by a beam of energetic electron, electrons may be ejected from the inner shells of atoms close to the surface. The resulting unoccupied atomic state can be filled...
by an electron decaying from an outer shell, with an x-ray photon being emitted to balance the energy difference. The x-ray photon is therefore characteristic of the atom from which it was emitted [103]. These x-rays are produced in a region up to about 2 microns below the surface, subject to the energy of the incident electron beam. Because of this high penetration depth, EDX is not strictly a surface science technique [104]. Low atomic number elements which only emit soft x-rays are usually challenging to quantitatively study by EDX as a result of absorption of the emitted radiation in both the detector window and in the sample.

The EDX system measures the intensity and the energy of the x-rays produced in the sample [103]. A lithium-drifted silicon crystal is usually used as the detector in an EDX system. A charge pulse consisting of free electrons and holes is produced when an x-ray photon strikes the detector. The total charge is proportional to the energy of the photon. The pulse is converted to a voltage pulse by a charge sensitive pre-amplifier and sent to a multi-channel pulse height analyzer. By comparing the x-ray energies in the spectrum with known characteristic x-ray energy values, elemental analysis of the sample can be carried out. Elemental mapping can also be carried out in which case the intensity of a particular set of characteristic x-rays is measured relative to the position of the SEM probe on the sample [103].

4.2 X-ray Photoemission Spectroscopy

The theoretical foundation of x-ray photoemission spectroscopy (XPS) was in 1905, when Einstein wrote his well known photoelectric equation [105]:

\[ h\nu = E_b + E_K + W_0, \]

where \( h\nu \) is quantum energy, \( E_b \) the binding energy of the electron in matter, \( E_{K,\text{in}} \) the kinetic energy of the ejected electron and \( W_0 \) is the work function of the material. This technique exploits the principle of the photoelectric effect where an electron is emitted from the inner shell of an atom in the sample. The photoelectron spectrum is therefore a measure of the energy levels of the atomic and molecular electron states in the material [106].

The XPS technique offers some very important procedures in the analysis of materials [107].
These include identifying the chemical bonding (ion) environment, and the chemical species in spectra as described below.

XPS is very useful because the energies of the ejected photoelectrons provide information on the bonding state, configuration interactions and the polarization effects of neighbouring atoms [108]. The binding energy is obtained from the difference in the kinetic energy and the energy of the incident photon. Both core and valence electron levels can be identified with XPS, the latter is involved in the chemical bonding and hence sensitive to the local environment of the atom [109].

In x-ray photoemission spectroscopy the two most commonly used sources are aluminium and magnesium [110], with principal \( K \alpha \) line energies 1486 eV and 1253 eV respectively. The kinetic energies of the photoelectrons are therefore in the range 0-1500 eV. X-ray photoelectron spectroscopy is therefore a useful surface sensitive technique due to the limited depth of information which is about \( 10 \) nm [111].

4.2.1 Chemical bonding

The core energy levels of atoms in a material are also sensitive to structure and bonding even though they do not actively participate in chemical bonding [112]. Their binding energies are determined by the local electronic structure in the material, and hence chemical shifts provide information about the chemical bonding state of the atoms.

4.2.2 Chemical Species

In the XPS technique, quantitative information on the near surface composition of the specimen can be obtained by the measurement of the intensities of the characteristic photoemission peaks of the different elements in the sample [113]. Since photoelectrons have little energy to penetrate a material, only electrons emitted close to its surface can escape from the material [114]. For this reason, XPS is regarded as a surface sensitive technique capable of revealing information on typical penetration depths of about 5 to 10 nanometers.
5. Experiment and Analysis

5.1 Sample Preparation

Samples were milled by two milling methods:

- High energy milling, and
- low energy ball milling.

The high energy milled samples were milled for different durations and the low energy milled samples were milled by changing the milling media.

5.1.1 High Energy Milling

Nanopowders were produced by high energy milling of bulk 2503 grade silicon in an 800W Siebtechnik laboratory orbital disc pulverizer.

The silicon metal, which had a specified purity of 99.4%, was provided by silicon smelters (pty.) Ltd., Polokawane, South Africa. The main impurities are Fe at 0.21% and Al at 0.144% [115]. Although the Fe and Al impurity levels in the silicon are much higher than the tolerances for standard silicon microelectronics, this silicon has been successfully used in production of working devices [15]. Other impurities specified by the manufacturer were Ca, Ti, Cr, P, and Ni with concentrations, in ppm, of 230, 129, 62, 43, and 18, respectively. The mill has a set of pots or mortars and pestles all of 52100 chrome steel and is shown in figure (5.1). A single pot which is capable of milling up to 50 g of the material in a single milling cycle was used for the silicon.

The metallurgical grade silicon to be milled was weighed using a Vibra AFR220E electronic balance. Powder-free latex gloves were worn to avoid contamination of samples. Furthermore, the pots and pestles were cleaned by first milling a small quantity of silica for a period of 10 mins in order to remove any potential contaminants. The pots were then emptied, cleaned and
rinsed using water, acetone, and then ethanol. At each stage of the cleaning process, the pots and pestles were dried using compressed air to avoid leaving particles in the mortar.

Immediately after cleaning, the weighed silicon was placed in the pot and then covered with its lid. Once this had been done, the pot was then placed in the pulverizer as shown in figure (5.2) and the machine lid closed.

The mill is operated based on an orbital motion of the milling pot. This results in the pestles moving in lateral directions thereby causing the material to grind repeatedly as a result of the impingement of the pestles with the walls of the pot. Milling was carried out in cycles of 30 mins, 1 hour, 2 hours, 3 hours and 5 hours. In order to avoid overheating of the pulveriser, the mill was checked at regular intervals with breaks of 30 mins taken after every hour. Milled powder was retrieved from the pot after it was allowed to cool down at the end of each cycle and was transferred into plastic containers with screw cap lids. The containers were then labelled.
5.1.2 Low Energy Ball Milling

For comparison, 2503 metallurgical grade silicon powders produced by low energy ball milling were made available by other members of the group. The milling was carried out in air using two different milling media, zirconia and steel balls. In order to obtain particles in nanoscale, the silicon was milled for a period of 6 weeks. The diameter of the steel balls used was 15 mm while for zirconia 15 mm diameter balls were used for the first week of milling, 10 mm diameter balls for the second week and 5 mm diameter balls for the remaining period.
5.1.3 Pellet Preparation

For characterisation using the scanning electron microscope, pellets were prepared by compaction of powder. This process basically entails two steps: a small quantity (0.25 grams) of silicon nanopowder was placed inside the mould which is shown in figure (5.3). A hydraulic press was then used to apply a pressure of 1 tonne on the mould, thereby compressing the powder into a pellet. The purpose of preparing pellets from nanopowders before characterisation was not only to make it easier to mount the samples in different characterisation equipments, but to prepare uniform surfaces for imaging and analysis using the scanning electron microscope.

Figure 5.3: Photograph showing the different components of the mould used to prepare the pellet.
5.2 Experimental Methods

In this work, three categories of silicon samples were investigated. The first is the high energy milled silicon which was milled at different durations and are listed as follows:
• 30 mins milled Si,
• 1 hr milled Si,
• 2 hrs milled Si,
• 3 hrs milled Si, and
• 5 hrs milled Si.

The second category is the low energy ball milled silicon samples. These are given as follows:

• zirconia ball milled Si, and
• steel ball milled Si,

which were milled for 43 and 44 days respectively.

The third category is silicon dioxide sample which was obtained in order to compare its known oxygen to silicon ratio with that in the milled Si samples. The silicon dioxide powder was prepared as a pellet and examined under the same conditions as the milled Si samples.

### 5.2.1 Scanning Electron Microscopy (SEM)

The SEM used in this work is the Leica S440i digital scanning electron microscope as shown in figure (5.4), located at the UCT electron microscope unit which is equipped with an energy dispersive x-ray spectrometer. This was used to study the size distribution and shape as well as the elemental composition of the silicon nanopowders produced above. The pellets were mounted on standard 8mm microscopy stubs using adhesive carbon tape. Because it was intended to perform elemental analysis, the pellets were not coated with carbon or gold. Due to electrostatic charging, silicon dioxide did not produce good images under the SEM. However, it was possible to use the SEM for EDX measurements on SiO₂ as the distorted beam is still able to excite x-rays in the sample volume. The emitted x-rays are unaffected by the electric fields caused by charging of the sample surface. The specimen is held on a stage attached to the door of the chamber. For
imaging, the instrument was normally operated at a beam energy of 20 keV and current of 10 pA using a Lanthanum hexaboride filament. Micrographs were taken using the SEI detector which is used for secondary electron detection. The image quality reduced as the magnification increased thereby making it difficult to locate a primary particle without overlap at higher magnification.

Figure 5.4: A photograph of the Leica S440i digital scanning electron microscope showing: (1) the column and chamber; (2) EDX detector; (3) imaging analysis system; and (4) EDX analysis system.
5.2.2 Energy Dispersive X-ray Spectrometry

The same scanning electron microscope described above, which is equipped with an x-ray detector, was used for elemental compositional analysis of the silicon samples. For this purpose, the microscope was operated at a beam energy of 5 keV and beam current of 1000 pA. When high acceleration potentials are utilised during this measurement, the penetration depth of the incident beam of electrons is increased and this leads to the generation of x-rays deeper in the sample. Low energy x-rays become absorbed when they are generated deeper within the sample. A potential of 5 keV was used in order to overcome this problem of absorption and also to increase sensitivity to the oxygen which is mainly expected to be at the surface. EDX spectra were acquired over 2000 seconds for all milled silicon samples and also for silicon dioxide. Silicon dioxide was used as a standard for comparison because it has a known oxygen to silicon concentration ratio. As mentioned in section 5.2.1, it was not possible to obtain good images of the SiO₂ due to charging of the surface, but this does not affect the EDX measurement. The raw data was exported and analysed with Origin software, to obtain the oxygen to silicon concentration ratio from the relative intensities of the silicon and oxygen Kα x-ray peaks in the spectra.

5.2.3 X-ray Photoemission Spectroscopy

The XPS measurements were performed by collaborators at National Metrology Institute of South Africa using a Physical Electronics Instruments (PHI) Quantum 2000 X-ray photoelectron spectrometer with monochromatic Kα radiation and a 100 micron spot size rastered over $0.5 \times 0.5 mm^2$, at a take off-angle of 45° respectively. The spectral resolution for Al Kα radiation in this specific instrument is not available, but for this model of spectrometer is typically 0.64 eV [116]. The samples were deposited on adhesive coated paper, to give complete coverage. Two different scans were performed on samples: a low resolution scan (broad scan) from 0 to 1.35 keV at 1 eV per channel; and a high resolution scan at 0.25 eV per channel over a 20 eV range around the silicon 2p photoelectron peak.

The broad scan was used to identify additional contaminants in the milled powders, whereas the high resolution scan was used to study the bonded oxygen in the silicon samples. The silicon
2p peaks were fitted with a superposition of Gaussian functions and an error function for the background as will be described later in chapter 6. There is a shift of the electron binding energy depending on the oxidation state of the silicon [117]. The following conventional notation corresponding to the different oxidation states of silicon was used [118]:

- $\text{Si}^0$ corresponds to bulk Si, and has a photoelectron emission peak around 98.5 eV as analysed in my spectra.
- $\text{Si}^{1+}$ is silicon with one oxygen neighbour, corresponding to a silicon atom in the bulk $\text{Si}_2\text{O}$ structure, which has an $\text{Si} 2p$ binding energy shift of 1 eV relative to $\text{Si}^0$.
- $\text{Si}^{2+}$ is silicon with two oxygen neighbours, corresponding to a silicon atom in the bulk suboxide $\text{SiO}$, and has an energy shift of 1.65 eV.
- $\text{Si}^{3+}$ has 3 oxygen neighbours, corresponding to a silicon atom in the bulk $\text{Si}_2\text{O}_3$, and has a binding energy shift of 2.5 eV.
- $\text{Si}^{4+}$ is fully oxidized Si, corresponding to stoichiometric $\text{SiO}_2$ with an energy shift of 4 eV.
6. Results

6.1 Scanning Electron Microscopy (SEM)

In the SLM investigation, the best compromise between feature size and image sharpness (resolution) was obtained at a magnification of 50,000x. Images similar to that shown in figure (6.1) and (6.2), were obtained with the SEI detector using the scanning electron microscope for all high energy milled silicon particles and are included in appendix (A.1.1). The images shown are typical pictures at different positions on the sample surface.

Figure 6.1: A micrograph of the 2503 grade silicon milled for 30 mins.

Figure (6.1) shows that the 30 mins milled Si consists of predominantly small particles, but there are also a few large particles and some clusters. The image also reveals that the large particles are, in general, elongated in shape and the small particles tend to be more spherical. Figure (6.2) is the micrograph for the 5 hr milled Si. The particles are observed to be smaller in size, with larger clusters in comparison to the 30 mins milled particles. Also their shape is spherical.

The micrographs were analysed using ImageJ image processing software [119], to determine
Figure 6.2: A micrograph of the 2503 grade silicon milled for 5 hrs.

The particle size distribution. This was carried out by taking various line scans horizontally and vertically at regular intervals across the image as shown in figure (6.3). The line scan is a measure of the intensity in pixels (brightness) of the image with respect to position. A horizontal line scan of the image is a measure of the intensity in rows of pixels with respect to position, and a vertical line scan gives a measure of columns of pixels with respect to position across the image. Also, the line scans were taken such that they intersected the centre of a number of particles in order to determine the longest segment that cuts across the particles. A total of 50 line scans were carried out, with 20 taken horizontally and 30 taken vertically across each image. In principle, the brighter parts of the image correspond to the particles. A line scan taken for the micrograph of the 30 mins milled Si in figure (6.3) has its corresponding line profile in figure (6.4) which shows a plot of the gray scale (brightness or intensity in pixels) against position (distance).

The widths of the individual peaks were measured from the various line profiles. These widths correspond to the particle sizes. The particle size distribution was then plotted as a histogram, as shown in figure (6.5), using a bin width of 20 nm. This bin width was chosen because it gave a reasonable approximation to the distribution. The distribution is not symmetrical and it has a
Figure 6.3: A horizontal line scan taken across the micrograph of the 2503 grade silicon milled for 30 mins.

Figure 6.4: A line profile corresponding to the line scan taken across the micrograph of the 2503 grade silicon milled for 30 mins.
tail to the larger sizes so it was fitted with a lognormal distribution:

\[
\gamma = \gamma_0 - \frac{\ln(\frac{x}{\bar{x}})}{\xi^2}
\]

where \(\gamma_0\) is the offset, \(x\) is the median of the distribution, \(\xi\) is the logarithmic standard deviation, and \(A\) is the area under the curve. The expected value of the particle size, \(E(P)\) (mean particle size) is given as [120]:

\[
E(P) = \exp(\mu x_m + \frac{1}{2} \sigma^2),
\]

where \(\mu\) and \(\sigma\) are the mean and standard deviation, respectively.

The median particle size, \(x_m\), was found from the fit to be 174 ± 4 nm for the 30 minutes high energy milled, 165 ± 7 nm for 1 hour milled, 157 ± 6 nm for 2 hours milled, 149 ± 3 nm for 3 hours milled, and 112 ± 3 nm for 5 hours milled.

After fitting the particle size distributions with equation (6.1), the logarithmic standard deviation, \(\xi\), was obtained. By substituting \(\mu\) and \(x_m\), in equation (6.2), the mean particle size, \(E(P)\), was calculated and is presented in table (6.1). The errors on the mean particle size are calculated by error propagation from errors on \(x_m\) and \(\sigma\) obtained from the fits.
Section 6.1. Scanning Electron Microscopy (SEM)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Median size (nm)</th>
<th>Logarithmic standard deviation σ (nm)</th>
<th>Mean Size (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 mins milled</td>
<td>174 ± 4</td>
<td>0.18 ± 0.02</td>
<td>195 ± 5</td>
</tr>
<tr>
<td>1 hr milled</td>
<td>165 ± 7</td>
<td>0.47 ± 0.04</td>
<td>184 ± 8</td>
</tr>
<tr>
<td>2 hrs milled</td>
<td>157 ± 6</td>
<td>0.49 ± 0.04</td>
<td>177 ± 8</td>
</tr>
<tr>
<td>3 hrs milled</td>
<td>149 ± 3</td>
<td>0.26 ± 0.01</td>
<td>154 ± 3</td>
</tr>
<tr>
<td>5 hrs milled</td>
<td>112 ± 3</td>
<td>0.35 ± 0.02</td>
<td>119 ± 3</td>
</tr>
</tbody>
</table>

Table 6.1: Mean particle size for silicon powder produced by high energy milling for different times.

The variation of the particle size with milling time is shown in figure 6.6. The figure demonstrates that the average particle size decreases continuously with milling time. Although not observed in this work, it is expected that the particle size will reach a minimum value [121, 122] for extended milling times as observed in earlier experiments by Odo [41].

![Figure 6.6: The variation of the mean particle size with milling time.](image)

For the low energy ball milled samples, imaging of the particles using SEM on the scanning electron microscope was poor due to electrostatic charging of the samples during electron irradiation. As a result, the particle size distributions for the ball milled samples could not be determined.
6.2 Energy Dispersive X-ray Analysis

Figure 6.7: EDX Spectra on a semi-logarithmic scale showing the main features of the high energy milled silicon samples. The absolute intensity of the spectra for 30 mins and 1 hr milled Si is lower because of a large sample-detector distance.

The plots of intensity versus x-ray energy obtained from experimental data for all the high energy milled silicon samples are shown in figure (6.7). The background of the spectra has an approximate Gaussian shape because at lower energies, low energy photons are absorbed in the sample and detector window, and at higher energies, the probability of exciting a photon is low. During measurement, the stage position was further away from the detector for the 30 mins, 1 hr milled, SiO₂ and ball milled Si samples in comparison to the 2 hr, 3 hr and 5 hr milled Si samples. Hence, a lower absolute intensity is observed for their spectra. A similar effect is seen in the spectra for SiO₂ sample and ball milled samples. The main features of the spectra are the carbon, oxygen and silicon Kα peaks. Additional peaks at 0.67 KeV, 1.49 KeV, and 3.59 KeV seen in some of the spectra can be attributed to iron Lα, aluminium Kα, and calcium Kα impurities in the silicon.
Figure 6.8: EDX Spectra on a semi logarithmic scale showing the main features of the low energy milled silicon samples.

In the case of the low energy milled 2503 grade silicon samples as shown in figure (6.8), the spectra show additional peaks in comparison to the spectra for the high energy milled samples. The main features of the scan are peaks attributable to carbon, oxygen, silicon, aluminium, germanium and iron. For the steel ball milled sample, the iron Lα peak is more visible indicating contamination from the milling media. In all the spectra, a peak appears at 1.86 KeV, which corresponds to Ge Kα [123].

In order to accurately fit all the data, the spectra were fitted with a superposition of Gaussian functions corresponding to the number of peaks in each sample and an error function for the background. Particular interest in fitting the data was paid to the oxygen and silicon peaks so as to accurately determine the oxygen to silicon concentration ratio in the samples.

Figures (6.9), (6.10) and (6.11) show the plots of the x-ray intensity versus energy for the low energy zirconia ball milled, 5 hr high energy milled and silicon dioxide samples. Other plots are included in appendix (A.2.1).
Figure 6.9: Energy dispersive X-ray spectra of zirconia ball milled silicon. The solid line is a least squares fit to the data.

The spectra were fitted with a superposition of Gaussian functions i.e. mainly for the oxygen peak which occurs at $K\alpha = 0.525\text{keV}$, the silicon peak at $K\alpha = 1.739\text{keV}$ and for the background. The oxygen to silicon concentration ratio in the samples were determined from their respective fitted spectrum by comparing the ratio of the oxygen peak intensity to silicon peak intensity for each spectrum to the same ratio in silicon dioxide and is shown in table (6.2).

The reference material (silicon dioxide) is a stoichiometric oxide and measurements carried out for different samples of the reference material show similar spectra under different conditions. Hence, it is expected that the oxygen to silicon ratio is uniform over the range of analytical conditions employed.

From the reference spectrum of silicon dioxide, shown in figure (6.11), the oxygen to silicon concentration ratio in all samples was calculated using equation (6.3) by comparing the ratio of the oxygen peak intensity to silicon peak intensity. The oxygen to silicon ratio, $R_{os}$, in the silicon samples is given as:

$$R_{os} = \frac{I_O(Si)}{K I_S(Si)}.$$  

(6.3)
Figure 6.10: Energy dispersive X-ray spectra of 2503 grade silicon milled for 5 hrs. The solid line is a least squares fit to the data.

where $I_O$ is the intensity of oxygen, $I_{Si}$ is the intensity of silicon. From the measurement of SiO$_2$, the calibration constant, $K$, can be determined from:

$$K = 2\frac{I_{Si}(SiO_2)}{I_O(SiO_2)}$$ \hspace{1cm} (6.4)

where the factor of 2 accounts for the known atomic ratio of oxygen to silicon. The SiO$_2$ powder has similar density and surface topography to the silicon samples therefore differences in absorption can be neglected. However, it should be noted that the oxygen concentration may be overestimated if there is significant contamination with Cr from the milling media, because of contribution to the estimated oxygen K$\alpha$ intensity from Cr K$\alpha$ x-rays at a similar energy.

The calculated oxygen ratios in the milled samples are presented in table (6.2).

The high energy milled samples have a fairly constant oxygen ratio with an average value of 8.4 $\pm$ 1.7%. For the ball milled samples the oxygen ratio is considerably higher suggesting the presence of a thick oxide layer.
Table 6.2: The oxygen to silicon concentration ratio in the milled silicon samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Ratio of Oxygen to Si, ( R_{O} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 mins milled silicon</td>
<td>6.7 ± 1.2</td>
</tr>
<tr>
<td>1 hr milled</td>
<td>5.8 ± 1.5</td>
</tr>
<tr>
<td>High Energy milled</td>
<td></td>
</tr>
<tr>
<td>2 hrs milled</td>
<td>9.7 ± 1.7</td>
</tr>
<tr>
<td>3 hrs milled</td>
<td>11.9 ± 2.2</td>
</tr>
<tr>
<td>5 hrs milled</td>
<td>8.6 ± 1.8</td>
</tr>
<tr>
<td>Low Energy milled</td>
<td></td>
</tr>
<tr>
<td>Steel ball milled</td>
<td>35 ± 3.1</td>
</tr>
<tr>
<td>Zirconia ball milled</td>
<td>38 ± 3.2</td>
</tr>
</tbody>
</table>

6.3 X-ray Photoemission Spectroscopy

Plots of photoemission intensity versus the binding energy were derived from a quantitative analysis performed in this work for low and high resolution scans from experimental data obtained from XPS experiments carried out by collaborators at NMISA.
Broad scan XPS spectra for the 5hr milled, 43 day zirconia milled and 44 day steel ball milled are shown in figure (6.12). The main features in all the spectra are due to oxygen (O 2p peak at 7 eV, O 2s peak at 23.1 eV, O 1s peak at 531.8 eV, and O kll peak at 979.7 eV), carbon (C 1s peak at 285.0 eV, and C kll peak at 1221.4 eV) and silicon (Si 2p peak at 99.8 eV, and Si 2s peak at 150.5 eV). The Fe 3p peak is visible in the spectrum for steel ball milled silicon at 52.6 eV.

Figure 6.12: Broad scan XPS spectra normalised to the same scale for clarity showing the main features.

An expanded plot of figure (6.12) is shown in figure (6.13). Fe 2p peaks and the Fe kll edge are noticed at 711 and 725 eV and between 780 and 800 eV for the steel ball milled Si, indicating contamination from the milling media.

Figures (6.14), (6.15) and (6.16) shows the high resolution scan of Si 2p photoelectron peaks for the zirconia ball milled, steel ball milled and high energy milled samples. Similar plots were obtained for other samples and are included in appendix (A.2.2). Plots were fitted with a superposition of Gaussians corresponding to the photoemission peaks of the different Si oxidation
Figure 6.13: Broad scan XPS spectra in the region of the Fe 2p photoelectron peak and Imm emission edges.

states. The plots are dominated by two peaks, which correspond to the Si\(^1\) and Si\(^{1+}\) states, but in all spectra, at least one extra component due to an immediate oxidation state was required. The relative intensity of each state was determined from the intensities (areas) of the Gaussian components with the peaks having a full width half maximum of 1. Table (6.3) gives the fit results of energy and intensities of the peaks for suboxides in the milled silicon. Also, an error function background was added in the numerical model.

The spectrum for the zirconia ball milled sample has an additional component mainly 1.5 eV above the emission line of bulk silicon corresponding to Si\(^{3+}\), and the spectrum for the steel ball milled sample has a component 1 eV above the emission line of bulk silicon corresponding to Si\(^{1+}\). In both ball milled samples, the intensity of the Si\(^{3+}\) oxidation state is higher than the Si\(^{1+}\) state.

In high energy milled silicon, the intensity of the 4- state is much lower relative to the 0 state than for the ball milled samples. The high energy milled samples have components mainly 1
Figure 6.14: Si 2p photoelectron peaks for Si ball milled with zirconia media for 43 days. The solid line is a fit to the data as described in the text.

eV and 1.5 eV above the energy of Si0, corresponding to Si\textsuperscript{+1}, Si\textsuperscript{+2}. Figure (6.17) shows the intensities of the different Si 2p components as a function of time of the high energy milled Si. The Si\textsuperscript{+1}, Si\textsuperscript{+2} intensity has a large uncertainty relative to its low intensity since no separate peaks are resolved.

The figure demonstrates that the intensities of the Si\textsuperscript{+1} oxidation state is constant with increasing milling time. Also, the intensity of the Si\textsuperscript{+1}, Si\textsuperscript{+2} component does not show any systematic variation with respect to milling time.
Figure 6.15: Si 2p photoelectron peaks for Si ball milled with steel media for 44 days. The solid line is a fit to the data.
Figure 6.16: Si 2p photoelectron peaks for Si milled for 5 hrs by high energy milling. The solid line is a fit to the data.
Figure 6.17: Intensity of the photoelectron peaks of different Si oxidation states as a function of milling time for the high energy milled samples.
### Table 6.3: Energy and intensity of fitted suboxide peaks in the milled silicon samples.

<table>
<thead>
<tr>
<th>Milled Time</th>
<th>Si^{\text{I}}</th>
<th>Si^{\text{II}}</th>
<th>Si^{\text{III}}</th>
<th>Si^{\text{IV}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 mins milled</td>
<td>97.75 ± 0.24</td>
<td>98.46 ± 0.13</td>
<td>99.29 ± 0.72</td>
<td>101.50 ± 0.61</td>
</tr>
<tr>
<td></td>
<td>2042 ± 324</td>
<td>1183 ± 437</td>
<td>395 ± 187</td>
<td>607 ± 48</td>
</tr>
<tr>
<td>1 hr milled</td>
<td>97.52 ± 0.38</td>
<td>98.22 ± 0.68</td>
<td>99.02 ± 0.54</td>
<td>101.50 ± 0.49</td>
</tr>
<tr>
<td></td>
<td>1315 ± 245</td>
<td>845 ± 311</td>
<td>378 ± 76</td>
<td>439 ± 53</td>
</tr>
<tr>
<td>2 hrs milled</td>
<td>98.05 ± 0.71</td>
<td>98.75 ± 0.76</td>
<td>99.25 ± 0.61</td>
<td>101.75 ± 1.72</td>
</tr>
<tr>
<td></td>
<td>2138 ± 124</td>
<td>898 ± 571</td>
<td>514 ± 96</td>
<td>601 ± 73</td>
</tr>
<tr>
<td>3 hr milled</td>
<td>97.75 ± 0.69</td>
<td>98.75 ± 0.17</td>
<td>99.25 ± 0.72</td>
<td>101.75 ± 0.81</td>
</tr>
<tr>
<td></td>
<td>2098 ± 128</td>
<td>809 ± 472</td>
<td>523 ± 82</td>
<td>594 ± 54</td>
</tr>
<tr>
<td>5 hrs milled</td>
<td>97.75 ± 0.38</td>
<td>98.75 ± 1.69</td>
<td>99.25 ± 0.82</td>
<td>101.75 ± 0.79</td>
</tr>
<tr>
<td></td>
<td>2076 ± 201</td>
<td>812 ± 563</td>
<td>461 ± 195</td>
<td>579 ± 67</td>
</tr>
<tr>
<td>Zirconia ball milled</td>
<td>98.20 ± 0.96</td>
<td>-</td>
<td>99.97 ± 0.67</td>
<td>101.90 ± 1.21</td>
</tr>
<tr>
<td></td>
<td>198 ± 21</td>
<td>-</td>
<td>86 ± 41</td>
<td>327 ± 36</td>
</tr>
<tr>
<td>Steel ball milled</td>
<td>97.76 ± 0.58</td>
<td>98.74 ± 0.45</td>
<td>-</td>
<td>101.73 ± 0.93</td>
</tr>
<tr>
<td></td>
<td>318 ± 25</td>
<td>139 ± 52</td>
<td>-</td>
<td>391 ± 41</td>
</tr>
</tbody>
</table>
7. Discussion

The size, shape, and composition of the silicon nanoparticles milled for different durations has been investigated using scanning electron microscopy, energy dispersive x-ray spectroscopy and x-ray photoemission spectroscopy. The SEM images show particles with a wide range of sizes, most of which are approximately spherical in shape, but there are also relatively few irregularly shaped large particles or clusters. The distribution of the sizes extracted from these images also shows that the particle size is predominantly small with there being a few large particles. As there is a tail to the larger sizes, the size distributions are well represented by a log-normal distribution. This size distribution could indicate either a purely probabilistic size distribution process or a statistical clustering of unresolved smaller particles. Clusters are formed during and after the powder production as the silicon particles tend to agglomerate. Furthermore, compression of powders into pellets during the sample preparation also leads to further clustering of particles.

The mean particle diameter calculated using equation (6.2) and plotted in figure (6.6) shows a decrease in the average particle size with time. This is due to the continuous attrition of the particles. Also, as seen in the SEM images, a high curvature of the particles surface is achieved as a result of the high attrition rate which leads to the shape of the particles becoming more spherical with longer milling time.

EDX analysis shows that the dominant element in the high energy milled silicon nanopowder is silicon, as expected, shown by its $K\alpha$ x-ray emission at 1.739 KeV. Trace amounts of oxygen, seen by the $K\alpha$ peak at 0.525 KeV, carbon at $K\alpha = 0.282$ KeV, aluminium at $K\alpha = 1.49$ KeV, iron at $L\alpha = 0.67$ KeV, and calcium at $K\alpha = 3.59$ KeV, in the powder is also indicated. The aluminium, iron and calcium are not introduced in the milling as they were specified as impurities by the manufacturer. In the EDX spectra, most of the carbon and oxygen signals are probably due to presence of adsorbed atmospheric gases - water vapour, carbon dioxide, oxygen and light hydrocarbons. However, a small concentration of oxygen is chemically bonded to the silicon as discussed below.

EDX and XPS studies both show that the low energy ball milled silicon and the high energy milled silicon mainly contain the same types of impurities. However, figure (6.12) and (A.16)
both indicate a well defined iron photoemission peak from the steel ball milled sample, which can be attributed to contamination from the milling media.

Table (6.2) gives the oxygen concentration in the high energy milled silicon nanoparticles, and indicates that the oxygen contamination is fairly independent of milling time for a particular milling process. For the ball milled nanoparticles, there is a considerably higher oxygen level, as shown in figures (6.9) and (A.16) than for the high energy milled particles. This is most likely due to the adsorption of atmospheric gases leading to the gradual oxidation of the silicon during the milling process.

Nanoscale powders are generally believed to be heavily deformed by high energy ball milling with a large amount of strain [124] leading to the surface of the nanoparticles being unstable. However, for silicon no oxidation takes place with the size reduction during high energy milling. This can be attributed to the reduction of silicon sub-oxides by the milling media [125]. After milling, the termination of dangling bonds by oxygen stabilizes the surface of the nanoparticles against further oxidation leading to the formation of stable nanoparticles allowing charge transport through the surface.

XPS spectra for the low energy ball milled nanoparticles (figures (6.14) and (6.15)) show a strong signal from fully oxidised silicon. In figure (6.16), the Si$^{1+}$ component for the high energy milled particles, with the bonding configuration illustrated in figure (7.4), is considerably reduced compared to the Si$^{0}$ component. For comparison, the other oxidation states are shown in figures (7.1) to (7.3).

In general, the oxygen calculated coverage is lower for XPS than that estimated by EDX. This is probably due to the difference in the measurement techniques as EDX samples have a much thicker region, including interstices between particles, and does not differentiate adsorbed gases containing oxygen.

Zirconia ball milled silicon exhibits a relatively strong Si$^{2+}$ component in its photoemission spectra, which corresponds to the bonding configuration illustrated in figure (7.1). In contrast, the XPS spectrum of steel ball milled silicon has a more dominant Si$^{1+}$ component, corresponding to the bonding configuration shown in figure (7.2). The high energy milled silicon samples have
components corresponding to both Si$^{1-}$ and Si$^{2+}$, but very little Si$^{3+}$ in comparison.

For the high energy milled silicon, there is no systematic variation in the intensity of the photoemission peaks of the oxidation states with respect to milling time as shown in figure (b.17). The figure also demonstrates that the fully oxidised state remains fairly constant with respect to milling time.

The results are excellent because they show that there is no formation of oxygen on the high energy milled silicon nanoparticle thereby allowing charge transport through the surface making them ideal for producing semiconducting nanocomposites particularly for printed electronics [15].
Figure 7.2: Bonding configuration of silicon atom with two oxygen neighbours [118].

Figure 7.3: Bonding configuration of silicon atom with three oxygen neighbours [118].
Figure 7.4: Bonding configuration of silicon atom with four oxygen neighbours [118].
8. Conclusion

The research presented in this thesis is ongoing and is aimed at studying the nature of the silicon nanoparticles produced by milling of bulk silicon. A first approach has been carried out in investigating the morphology of the nanoparticles by using scanning electron microscopy (SEM). The oxide formed on the silicon nanoparticles has also been studied using energy dispersive x-ray spectroscopy (EDX), and x-ray photoemission spectroscopy (XPS).

The morphological studies carried out using scanning electron microscopy reveal that the high energy milled silicon nanoparticles have a wide range of shapes and sizes. The shape of the particles tends to become more spherical with milling time as a result of the high attrition rate leading to a high curvature of the particle surface. The SEM micrographs and the particle size distribution show that the nanoparticles have a wide range of particle sizes, but there are a few large particles. The average particle size shows a decrease with milling time, ranging from 195 nm, for 30 minutes milling, to 119 nm after 5 hours.

Compositional studies using energy dispersive X-ray spectroscopy (EDX) and X-ray photoemission spectroscopy (XPS) reveal that the impurities present in the milled silicon nanoparticles are oxygen and carbon, in addition to trace elements initially present. The oxygen and carbon are primarily from adsorbed atmospheric gases introduced during the milling process, which was performed in air. However, ball milling with steel media introduces iron contamination in the milled nanoparticles. For all the ball milled nanoparticles there is a considerable amount of oxygen due to the gradual oxidation of the silicon during the milling process, as seen by the strong Si<sup>+</sup> photoemission peak. In contrast, the oxygen concentration in the high energy milled silicon nanoparticles is low showing that contamination during the milling process is low and that oxidation is inhibited. Stable silicon nanoparticles are produced as a result of the reduction of silicon sub-oxides by the milling media. The termination of the dangling bonds by oxygen against oxidation leads to the formation of stable nanoparticles which are not insulating, but allow charge transport through the surface.
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Appendix A. Appendices

A.1 SEM Results

A.1.1 Micrographs of high energy milled silicon.

Figure A.1: A micrograph of the 2503 grade silicon milled for 1 hr.

Figure A.2: A micrograph of the 2503 grade silicon milled for 2 hrs.
Figure A.3: A micrograph of the 2503 grade silicon milled for 3 hrs.
A.1.2 Profiles from line scans across micrographs of high energy milled silicon.

Figure A.4: Profile from a line scan across the micrograph of 2503 grade silicon milled for 1 hr.

Figure A.5: Profile from a line scan across the micrograph of 2503 grade silicon milled for 2 hrs.
Figure A.6: Profile from a line scan across the micrograph of 2503 grade silicon milled for 3 hrs.

Figure A.7: Profile from a line scan across the micrograph of 2503 grade silicon milled for 5 hrs.
A.1.3 Particle size distributions of high energy milled silicon.

Figure A.8: Particle size distribution of the silicon milled for 1 hr.

Figure A.9: Particle size distribution of the silicon milled for 2 hrs.
Section A.1. SEM Results

Figure A.10: Particle size distribution of the silicon milled for 3 hrs.

Figure A.11: Particle size distribution of the silicon milled for 5 hrs.
A.2 EDX and XPS Results

A.2.1 EDX plots for high energy milled silicon.

Figure A.12: Energy dispersive X-ray spectra of 2503 grade silicon milled for 30 mins. The solid line is a least squares fit to the data.
Figure A.13: Energy dispersive X-ray spectra of 2503 grade silicon milled for 1 hr. The solid line is a least squares fit to the data.

Figure A.14: Energy dispersive X-ray spectra of 2503 grade silicon milled for 2 hrs. The solid line is a least squares fit to the data.
Figure A.15: Energy dispersive X-ray spectra of 2503 grade silicon milled for 3 hrs. The solid line is a least squares fit to the data.

Figure A.16: Energy dispersive X-ray spectra of steel ball milled silicon. The solid line is a least squares fit to the data.
A.2.2 XPS plots for high energy and low energy milled Si.

Figure A.17: Si 2p photoelectron peaks for silicon milled for 30 mins by high energy milling. The solid line is a fit to the data.

Figure A.18: Si 2p photoelectron peaks for silicon milled for 1 hr by high energy milling. The solid line is a fit to the data.
Figure A.19: Si 2p photoelectron peaks for silicon milled for 2 hrs by high energy milling. The solid line is a fit to the data.

Figure A.20: Si 2p photoelectron peaks for silicon milled for 3 hrs by high energy milling. The solid line is a fit to the data.