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Abstract

This study examined the development of the University of Rhodesia (UR) and identified a pattern that developed in a path dependent way. Path dependency captures the notion that choices, that are made when an institution is being formed, tend to have a continuing and lasting influence on the institution far into the future. It is the tendency for a step in one direction to encourage the next step to be in a similar direction, thus keeping the development of an organisation in the same path. Studies have criticised the resource-based view of the firm (RBV) and path dependency concepts as being under-theorised and under-served empirically. This study examined and clarified factors that were crucial in the emergence of UR, and helped to perpetuate its dominance over time.

Based on a case study of UR from 1945 to 1980, this study used semi-structured interviews, questionnaires and document analysis to give in-depth understanding of contextual issues and dynamics shaping the development of UR, and its ensuing path dependency. Interview data was collected from 73 former students, current and former academics and administrators over a 10-month period. Questionnaires were deployed to 80 respondents. The purposive sampling technique was used to select the respondents, and the complete list of respondents evolved through the study using the snowballing technique. Qualitative data was collected and analysed (with the aid of data analysis software, Nvivo 8) according to the grounded theory approach. Data from questionnaires was analysed using the Statistical Package for Social Scientists (SPSS). Five determinants of path dependency, which emerged from the review of literature, were used as a basis for linking the emerging themes and developing a conceptual framework of organisational path dependency.

The study established that the evolution of UR was path dependent and influenced by initial conditions, increasing returns, self-reinforcement, positive feedback and lock-in. Some of the enduring characteristics of UR that define its competitive advantage include the British influence, the system of external examiners, and elitist and multi-racial character of the institution.

A major contribution of this study is the development of a framework of organisational path dependency that improves our understanding of the enduring characteristics of an institution that define its competitive advantage.

This study examined sources of sustainable competitive advantage in an institution of higher education in an emerging economy. It, therefore, might not be applicable to other organisations in different environments.
Future research can use the conceptual framework to verify its empirical relevance. Other researchers can assess the resilience of the founding conditions and patterns that shaped the development of UR in a post-colonial setting.
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**Glossary**

*A* Level: Advanced Level

**Capability:** The capacity for a team of resources to perform some task of activity.

**Competitive Advantage:** It is the unique position an organisation develops *vis-à-vis* its competitors through its patterns of resource deployments.

**Complementary Resource Combinations:** It arises when a resource produces greater returns in the presence of another resource than it does alone.

**Dynamic Capabilities:** The firm’s ability to integrate, build and reconfigure internal and external competences to address rapidly changing environments.

**Grounded Theory:** It is a research strategy in which data collection starts without the formation of an initial theoretical framework. These data lead to the generation of predictions that can be tested.

**Federation of Rhodesia and Nyasaland:** This was a union formed in 1953 by three countries: Southern Rhodesia (now Zimbabwe), Northern Rhodesia (now Zambia) and Nyasaland (now Malawi). It broke up in 1963.

**Increasing Returns:** This means that each step along a particular path makes that path more attractive. The more an action is taken, the greater its benefits.

**IO:** Industrial Organisation

**Lock-in:** It is a hard-to-escape situation. Once a choice has been made, it discourages other behaviour.

**MP:** Member of Parliament

‘O’ Level: Ordinary Level

**Path Dependency:** Path dependency suggests that current phenomena cannot be adequately understood without knowledge of how they have been shaped by past events. It captures the tendency for a step in one direction to encourage the next step to be in a similar direction. What has happened at an earlier point in time will affect the possible outcomes of a sequence of events occurring at a later point in time.

**Positive Feedback:** This means that the more people use a product or service, the more the number of people who use that product or service.

**RBV:** Resource-based View

**R&D:** Research and Development

**Resource:** It is an observable asset that can be valued and traded. It is an input to production that an organisation owns and controls.

**Royal Charter:** The Royal Charter set up the University College of Rhodesia and Nyasaland as an autonomous seat of higher learning in the Federation of Rhodesia and Nyasaland. The Charter espoused the principle of non-racialism.

**RUA:** Rhodesia University Association

**SCA:** Sustainable Competitive Advantage. This is when a firm is implementing a value-creating strategy not simultaneously being implemented by any current or potential competitors.

**Self-reinforcement:** This is when taking an action puts in place a set of forces that encourage that choice to be sustained.
Sensitivity to Initial Conditions: This means that small changes in the original position make for very large changes in outcome.

SWOT: Strengths, Weaknesses, Opportunities and Threats

SPSS: Statistical Package for Social Scientists

UDI: Unilateral Declaration of Independence

UK: United Kingdom

UR: University of Rhodesia. The University of Rhodesia was established as the University College of Rhodesia and Nyasaland (UCRN) in 1953. It then became the University College of Rhodesia (UCR) after the dissolution of the Federation in 1963. After the severing of special relations with the University of London in 1971, it became the University of Rhodesia (UR). In 1980 at independence it changed its name to the University of Zimbabwe (UZ). The study ends in 1980 and so the researcher has used University of Rhodesia (UR) throughout the study for consistency.

VCR: Video Cassette Recorder

VHS: Video Home System

VRIN: Valuable, Rare, Inimitable, Non-substitutable

ZANU: Zimbabwe African National Union

ZAPU: Zimbabwe African Peoples’ Union
CHAPTER 1: INTRODUCTION

Introduction
This study examined the history of the University of Rhodesia (UR) through the lens of path dependency. It looked at the development of the institution over the period 1945 to 1980, and identified a pattern that developed in a path dependent way. Choices that are made when an institution is being formed, or when a policy is being initiated, tend to have a continuing and lasting influence on the institution far into the future (Sydow, Schreyögg, & Koch, 2009). According to path dependency (Greener, 2002), a step in one direction tends to encourage the next step to be in a similar direction, thus keeping the development of the institution in the same path. Therefore, it is significant to understand and establish the role of path dependency in the development of the University of Rhodesia (UR), and how this shaped the sustainability of its competitive advantage over time.

Statement of the Problem
This study explored the evolution of UR, and sought to establish whether the development of the institution exhibits properties of path dependency (Page, 2006), i.e., whether there was evidence of the influence of initial conditions, increasing returns, self-reinforcement, positive feedback and lock-in. Path dependency suggests that initial conditions/moves are strategically linked to future direction and, once a particular path has been adopted, it becomes more and more difficult to change that path (Foray, 1997; Goulielmos, 2005; Greener, 2002; Mwangi, 2006; Pierson, 2000). In view of this trajectory, the study sought to clarify the factors that were crucial to the origins of UR and how these factors helped to perpetuate UR’s dominance over time.

The aim of this study was to identify the enduring characteristics that reflect a path dependent organisation. Among other things, the study will help managers to understand the enduring characteristics and patterns that define the emergence of organisations. It will also explain how initial conditions, self-reinforcement, increasing returns, positive feedback and lock-in help organisations achieve competitive advantage. By understanding the in-depth
processes and dynamics in the evolution of organisations, managers can see patterns that help organisations achieve competitive advantage.

**Research Questions**

1. Was the rise of the University of Rhodesia (UR) to prominence a function of its initial conditions? According to Zyglidopoulos (1999, p. 246), sensitivity to initial conditions means that “initial environmental conditions can mould and constrain the organization’s behavior during the subsequent stages of its lifecycle”. For example, life transitions and exponential behaviour distributions have been shown to affect the psychological behaviours, motor abilities and even the physical characteristics of athletes in sports – and these are now being used to identify and develop talent, in relation to future performance, which is very different from traditional talent identification techniques (Abbott, Button, Pepping & Collins, 2005).

2. Did increasing returns influence customers to consider the University of Rhodesia as a destination of choice? Page (2006, p. 88) defines increasing returns as “the more a choice is made or an action is taken, the greater its benefits”. For example, the increased use of a technology encourages investments in the linked infrastructure, which in turn attracts more users to the technology (Arthur, 1994).

3. What forces reinforced the University of Rhodesia as a destination of choice? Self-reinforcement is described by Page (2006, p. 88) as, “making a choice or taking an action puts in place a set of forces or complementary institutions that encourage that choice to be sustained”. Thus the widespread adoption of a technology makes it advantageous for newcomers to the field to fall in with the standard (Arthur, 1994).

4. What role did positive feedback play in the rise of the University of Rhodesia to prominence? Positive feedback is “the supportiveness of an environment for a particular behaviour or outcome” (Svyantek & Brown, 2000, p. 7). Technologies typically improve as more people
adopt them and firms gain experience that guide further development (Arthur, 1994).

5. To what extent did the subsequent popularity of the University of Rhodesia lock-in customers and help to suppress the consideration of alternatives? Lock-in means that “one choice or action becomes better than any other one because a sufficient number of people have already made that choice” (Page, 2006, p. 88). Lock-in is a hard-to-escape situation. By developing a specific product, firms limit and structure possibilities of future actions open to them (Teece, Pisano & Shuen, 1997).

**Research Objectives**

1. To provide definitional clarity and raise the level of analytic precision of the concept of the resource-based view of the firm (RBV) and path dependency, by explicating their origins, insights and current status.
2. To refine and solidify the concepts of RBV and path dependency in order to validate their main prescriptions so as to allow their application in organisations.
3. To empirically explore path dependency as a source of competitive advantage.
4. To analyse the University of Rhodesia’s historical development and strategic responses as a case study, in order to establish enduring characteristics of an organisation that are a source of competitive advantage.
5. To adapt the concept of path dependency to the study of business management so that managers may be able to understand why conditions of emergence like initial conditions, self-reinforcement, increasing returns, positive feedback and lock-in can be sources of competitive advantage.

**Research Proposition**

The development of the University of Rhodesia exhibits identifiable properties of path dependency.

*Alternatively:* The development of the University of Rhodesia does not exhibit identifiable properties of path dependency.
Theoretical Reflection

It is a truism that seeking the source of sustainable competitive advantage (SCA) is one of the dominant areas of research in the field of strategic management. Management theorists (Andrews, 1971; Ansoff, 1987) have explicated firm performance from the perspective of external factors using environmental models of competitive advantage, i.e., SWOT analysis (Andrews, 1971) and Porter’s five forces analysis (Porter, 1979). This structure-conduct-performance paradigm (Porter, 1981; Ajlouni, 2010) dominated strategic management literature for a long time, and it suggests that industry structure determines firm conduct and thus firm performance (Porter, 1981). As a result, the link between strategy and the firm’s resources and skills was comparatively neglected (Grant, 1991). However, as knowledge frontiers continue to grow in complexity and in speed, new thought/analytical tools in strategic management have emerged to help organisations navigate the ‘murky waters’ of organisational life. One such way of thinking is the resource-based view of the firm (RBV).

In the 1980s and 1990s, the RBV emerged as an alternative analytical lens that switched the focus from the external environment, typified by Porter’s paradigm (1980; 1985), to internal resources and capabilities. Thus early attempts to explain firm performance from the perspective of resources (Penrose, 1959) were rekindled by Barney (1991), Wernerfelt (1984), Grant (1991) and Rumelt (1984), among others. This led to the emergence of the RBV, which has now become one of the dominant approaches to studying competitive advantage within the strategy discipline. Its key proposition is that differences in firm strategy and performance are primarily driven by unique resources and capabilities that a firm possesses, or in the way in which these resources and capabilities are combined and utilised (Penrose, 1959). This school of strategy development theory continues to make a significant contribution to strategy research.

Types of Resources

According to RBV theory, there are three types of resources, namely tangible and intangible resources and organisational capabilities (Barney, 1991).
Tangible resources include plant, equipment and bank deposits (Barney, 1991). Intangible resources include trademarks, patents and company reputation (Collis & Montgomery, 1995). Capabilities include individual skills and organisational routines (Bitar & Hafsi, 2007). Prahalad and Hamel (1990) use the term “core competence” to describe strategic capabilities.

Barney (1991) presents a comprehensive framework to identify the needed characteristics of firm resources which generate sustainable competitive advantage\(^1\). According to Barney (1991), for resources to be a source of SCA, they must meet four criteria, namely: value (i.e., contribute to firm efficiency and effectiveness), rareness (i.e., not widely held), inimitability (i.e., they cannot be easily replicated by competitors), and non-substitutable (i.e., other resources cannot fulfil the same function). He further suggests that capabilities to transform commonly available resources into valuable, rare, inimitable, and non-substitutable resources are a barrier to imitation if these capabilities are: (i) physically unique, (ii) socially complex (no-one really understands how the resources are actually transformed), (iii) causally ambiguous (no-one understands how capabilities actually result in the final product), or (iv) path dependent (the transformation of resources occurs over time and is rooted in the past). The concept of path dependency, specifically, has been examined by studying the evolution of UR.

**Path Dependency**

*Definition*

According to Zukowski (2004), in spite of being widely used, the term ‘path dependency’ does not yet have a commonly accepted, precise definition. The concept originated as an idea that a small initial advantage, or a few minor random shocks along the way [organisational life-cycle], could alter the course of history (David, 1985). It entails the argument that past events influence

\(^1\)While competitive advantage derives from firm-specific resources that are rare and superior in use relative to others (Peteraf & Barney, 2003), sustainable competitive advantage is when current and potential competitors are unable to duplicate a firm’s specific resources (Barney, 1991). Both concepts require that resources have characteristics of exclusivity and inimitability. However, while competitive advantage is a source of superior performance, sustainable competitive advantage is the path to prolonged superior performance (Porter, 1985).
future events – what has happened at an earlier point in time will affect the possible outcomes of a sequence of events occurring at a later point in time (Mahoney, 2000). It conveys the idea that “current and future states, actions and decisions depend on the path of previous states, actions, or decisions” (Page, 2006, 88). Path dependency is when an unfolding sequence of events is shaped by particular events that occurred in the past (David, 2007).

Path dependency suggests that current phenomena cannot be adequately understood without knowledge of how they have been shaped by past events (Mwangi, 2006). According to Kay (2003), a system is path dependent if initial moves in one direction elicit further moves in that same direction. Once a particular path has been adopted, it becomes more and more difficult to change that path or to select previously available options, even if those earlier alternatives would have been more efficient (Mwangi, 2006).

Teece et al. (1997) argue that the concept recognises that ‘history matters’. However, Mahoney (2000) warns against defining path dependency as nothing more than the vague notion that ‘history matters’ or that ‘the past influences the future’. Such general definitions, so argues Mahoney (2000, p. 507), “have led scholars inappropriately to understand path dependency as a form of analysis that simply traces outcomes back to temporally remote causes”.

The concept of path dependency was first used by economists to explore technological processes, and was associated with increasing returns processes (Arthur, 1989; 1994; David, 1985). It was initially applied to account for the phenomenon of persistent domination by inferior technologies in competitive markets, despite the availability of a superior rival (Nee & Cao, 1999). David’s (1985) best-known work in this area is his discussion of the layout of the QWERTY typewriter keyboard. The QWERTY keyboard story can be summarised as follows: the strike mechanism of the earliest mechanical typewriters was prone to jamming, so the typewriter’s inventors designed the QWERTY keyboard in order to slow down typing speed (Liebowitz & Margolis, 1994). Typists thus remain burdened by this speed-
reducing design today, even though a competing Dvorak keyboard exists – scientifically designed to be easier to learn and to allow greater speed (Liebowitz & Margolis, 1994).

However, in forceful critiques, Liebowitz and Margolis (1990; 1995) argue that the evidence in the standard history of QWERTY is flawed and incomplete. They suggest that perhaps the best evidence of the empirical shortcomings of path dependency is the continued use of the story of the QWERTY keyboard as the paradigmatic case to support the theoretical model of path dependency (Liebowitz & Margolis, 1995). Later on the concept of path dependency was adapted by historical sociologists, political scientists and specialists in organisation theory (Zukowski, 2004).

**Causes of Path Dependency**

According to Page (2006) the literature on path dependency reveals five related causes: sensitivity to initial conditions, increasing returns, self-reinforcement, positive feedbacks, and lock-in. These will be discussed below.

**Sensitivity to Initial Conditions**

Path dependency can be seen at work in the establishment of such technologies as the VHS video recorder and Windows 95 computer software as industry standards (David, 1985). David (1985) argues that technologies may be locked in as a result of quite minor contingencies, or accidental chance events. This sensitivity to initial conditions refers to “deterministic dynamic systems in which the trajectory depends sensitively on the initial point of the system” (Page, 2006, p. 91). Thus one random event can select a particular path, the choice becomes locked in regardless of the advantage of the alternative (Goulielmos, 2005).

This sensitivity to initial conditions is accompanied and motivated by mathematical literature known as chaos theory or complexity models (Liebowitz & Margolis, 1995). Chaos theory asserts that some phenomena are extremely sensitive to the initial conditions that small changes in the
original position make for very large changes in outcome. This concept is similar to the so-called ‘butterfly effect’ conception, which states that a small change in initial conditions comparable to a butterfly flapping its wings can drastically change the long-term behaviour of a system. Weather patterns are so complex, the argument runs, that a butterfly flapping its wings today on one side of the globe could induce a torrential downpour next week on the other side of the globe (Roe, 1996). The mathematical variant of chaos theory is however, removed from our present concern.

*Increasing Returns*

Pierson (2000) regards increasing returns as self-reinforcing or positive feedback processes. Increasing returns dynamics capture two key elements central to path dependency: (a) they pinpoint how the costs of switching from one alternative to another will increase markedly over time, and (b) they draw attention to issues of timing and sequence (Pierson, 2000). Each step along a particular path produces consequences which make that path more attractive for the next round (Pierson, 2000). As such, effects begin to accumulate, and they generate a powerful cycle of self-reinforcing activity. This means that “the more a choice is made or an action is taken, the greater its benefits” (Page, 2006, p. 88). According to Arthur (1989, p. 128), increasing returns can cause the economy “gradually to lock itself in to an outcome not necessarily superior to alternatives, not easily altered, and not entirely predictable in advance”.

*Self-reinforcement*

Self-reinforcement means that “making a choice or taking an action puts in place a set of forces or complementary institutions that encourage that choice to be sustained” (Page, 2006, p. 88). According to Arthur (1994, p. 93), although a standard itself may not improve with time, “widespread adoption makes it advantageous for newcomers to a field – who must exchange information or products with those already working there – to fall in with the standard”.
**Positive Feedbacks/Externalities**

Sterman and Wittenberg (1999) state that, through positive feedbacks, a successful paradigm alters its environment by suppressing the creation of competitors and rapidly starving any competitors that do emerge of the resources needed to succeed. Network externalities induce persistence, i.e., there is an advantage to using a dominant choice when it is the one with which players are most familiar (Bebchuck & Roe, 1999). Put differently, “an action or choice creates positive externalities when that same choice is made by other people” (Page, 2006, p. 88). According to Liebowitz and Margolis (1994), network externalities arise when the utility that a user derives from consumption of the good increases with the number of other agents consuming the good. Goodstein (1995, p. 1030) agrees:

... technological progress can proceed along a variety of paths: once a path is chosen, however, positive feedback mechanisms (scale economies, R&D commitments, complementary investments, increasing consumer acceptance) lock society into that path.

Arthur (1994, p. 92) adds another voice to this affirmation: “the more people adopt a technology, the more it improves and the more attractive it is for further adoption”.

Choi, Millar, Chu and Berger (2007) call this positive feedback, ‘social herding’ – it is like fashion – choice is dependent on what is *en vogue*. A consumer’s choice depends on the decisions of others – the sheer numbers of customers adopting a particular choice in the early stage creates a pressure causing others to adopt this choice in the later stage (Choi *et al.*, 2007).

**Lock-in**

According to Page (2006, p. 88), “lock-in means that one choice or action becomes better than any other because a sufficient number of people have already made that choice”. Teece *et al.* (1997, p. 523) further elaborate – this process of lock-in by historical events is a situation whereby “companies with the best products will not always win, as chance events may cause ‘lock-in’ on
inferior technologies”. Thus a technology that improves slowly at first but has enormous long-term potential could easily be shut out, locking the economy into a path that is both inferior and difficult to escape (Arthur, 1994).

Barnes, Gartland, and Stack (2004, p. 373) explain how in the US, “due in part to financial market pressure, managers and other organizational leaders tend to focus on short-term profitability rather than longer-run growth and firm survival”. This is behavioural lock-in. According to Barnes et al. (2004, p. 373):

*Once a particular behaviour is embedded in organizations, a strong status quo inertia may discourage other behaviour. It takes tremendous effort to change, and individuals may simply be uninterested (even when they suspect it is necessary).*

**Justification**

Although RBV theory has come under criticism of late (Priem & Butler, 2001), it has become a dominant perspective for explaining superior firm performance in recent years. However, whether one is an opponent or an advocate of RBV, is not of prime interest; “what is more important is to suggest how it could be clarified, improved and developed” (Bowman & Ambrosini, 2003, p. 289). This study is a response to that call. Despite its popularity and appeal as a theory, RBV has not been extensively tested empirically. Miller and Shamsie (1996, p. 521) warn us that “there is need for more systematic empirical studies to examine the conceptual claims of the resource-based scholars”. Fahy (2000, p. 99) concurs with this admonition:

*... to date the vast majority of contributions within the RBV have been of a conceptual rather than an empirical nature, with the result that many of its fundamental tenets still remain to be validated.*

This study attempts to empirically test the validity of path dependency. In this way, it intends to add to the body of empirical research that seeks to verify one of the main prescriptions of RBV. Antonelli (1997) posits that path
dependency can help to constitute a general framework to study the evolution of industries and firms. This is important because one of the enduring problems facing the field of Strategic Management has been the lack of theoretical tools available to describe and predict the behaviour of firms and industries (Levy, 1994). Where empirical application of path dependency has been attempted (Choi et al., 2007; Cox, 2004; Haynes, 2007; Lamberg & Tikkanen, 2006; Miller & Shamsie, 1996; Puffert, 2002; Torfing, 2001; & Zukowski, 2007), such studies have been undertaken at a macro level and in strong economies. The only study that is an exception to this rule is Mwangi (2006), which was undertaken in the context of an emerging market. This research seeks to fill this gap by testing the applicability of the concept of path dependency in the context of an organisation in another emerging economy.

Further, the major focus of the study involves an in-depth assessment of the utility and validity of path dependency in the context of one institution – University of Rhodesia – thus allowing for a more detailed analysis of a particular organisation. Kay (2003) challenges scholars employing the concept of path dependency to develop frameworks, theories and models. This thesis seeks to establish and explain whether the emergence and persistence of the University of Rhodesia as an institution of higher learning is path dependent. Although the research question is basic and fundamental, it has not been appropriately tested in emerging economies.

Path dependency is applied to clarify and understand the factors that were crucial to the origins of the University and those that have perpetuated its dominance over time. The concept also helps clarify how some random moments in the history of the University have left us stuck with this institution.

This study clarifies certain ambiguities surrounding this concept of path dependency, by refining the concept and modifying it to allow its application in organisations in emerging economies. This will help managers to understand that particular sequencing of events, or processes, play a key part in explaining divergent outcomes (Pierson, 2000). By grasping the determinants and patterns of path dependency in emerging economies, managers may set
more realistic aspirations regarding the possibilities for achieving reasonable predictability in business (Pierson, 2000).

Further, the RBV concept (Barney, 1991) does not articulate the characteristics of path dependency, i.e., initial conditions, chaos and complexity, positive feedback, increasing returns, self-reinforcement, and lock-in, despite the importance and currency of these factors in strategic management. This study therefore seeks to close this gap by examining the concept of path dependency and its implications for organisational competitiveness.

It is important for academics and practitioners to understand the empirical relevance of the phenomenon of path dependency as an explanation of what gives organisations an advantage, so that they can appreciate the sources of organisations’ current, and ongoing, success. By adopting path dependency to the study of business management, managers can more fully appreciate conditions that impede or facilitate business success or failure. Better understanding of the influence of history on the emergence of organisations will help managerial decision-making. Pierson (2000, p. 265) posits that:

The study of path dependency will help managers to appreciate why previously viable options may be foreclosed in the aftermath of a sustained period of positive feedback, and cumulative commitments on the existing path will often make change difficult and will condition the form in which new branchings will occur.

Contrary to the principle of decreasing marginal returns (Pierson, 2000), where economic actions engender negative feedback, the study presents the concept of increasing returns which reflects how, the more an action is taken, the greater are its benefits. By challenging the economics wisdom of decreasing returns, the study of the concept of path dependency will make the revision and generation of theory a legitimate enterprise.
Path dependency has been used to explore technological processes in the past. However, in regard to its application in business development, it is clear that the concept is under-theorised and under-served empirically, hence the motivation for this research.

Although institutions like UR are important but under-researched, they have been one of the decisive factors in the economic and social growth of the Rhodesian/Zimbabwean economy and society. By applying path dependency to the development of UR, this will help us better distinguish, analyse and understand processes of institutional change. The path dependency perspective therefore helps us to improve our understanding of organisational transitions – especially of complex organisations operating in business environments characterised by high unpredictability and high complexity.

Further, given that UR developed in a unique environment, the role of the University in that environment is different from the role that would normally be assigned to a University in developed economies. While the role of the University in developed economies in the main is to develop intellectual capacity, in the highly complex and unpredictable economies of emerging markets, the University plays both a social and developmental role. Thus the unique circumstances under which UR developed can be difficult to replicate. In this regard, new entrants would experience difficulties catching up with UR. Their only option would be to fundamentally redefine the rules of the game, the rules of engagement.

The study assesses whether UR was a successful organisation or not. The issue of organisational success is a necessary part of the study because it reflects how institutions build capabilities to ensure the long-term sustainability of that advantage. The UR character and reputation were developed over time. Chapter 2 provides a history of UR and sets a compelling rationale for the establishment of a unique institution. White Rhodesians wanted to build a successful and unique institution. The institution was to be directed towards the needs of Europeans so that it would have a profound and civilising influence upon the White community. Given this background, it became
imperative in this study, to establish the extent to which this institution met the characterisation of being a successful organisation.

**Scope of the Study**
The study is a case study, and investigates the development of the University of Rhodesia (UR) between 1945 and 1980.

**Structure of the Thesis**
*Chapter One* provides a background to the research. In this Chapter, the statement of the problem is explicated, research questions detailed, and objectives outlined. The researcher then explains the research proposition before providing a justification for and scope of the study.

In *Chapter Two* the researcher provides a detailed history of the University of Rhodesia (UR) and discusses the major milestones in the development of this institution from 1945-1980. In *Chapter Three* a literature review is undertaken. It samples current opinions on the subject of RBV and path dependency and clarifies how the statement of the problem fits into the debate in the literature. In *Chapter Four* the methodology adopted for the study is discussed. The chapter looks at the different research approaches, i.e., quantitative and qualitative research, data collection methods, and discusses how data was actually collected and analysed. *Chapter Five* discusses the findings of the research and reveals the emerging themes. A new conceptual framework of path dependency is revealed, that improves our understanding of contextual issues and dynamics shaping the emergence of organisations. *Chapter Six* assesses whether UR was a successful organisation and whether UR’s competitive advantage shows the influence of the dynamics of path dependency. *Chapter Seven* discusses the contribution of this study, its limitations and suggests areas for future research.

The Beginnings

According to Atkinson (1972), the decision to establish the University College came as a result of a series of events within the Central African territories and outside. Maxwell (1980, p. 229) posits that the idea of a University stemmed from two initiatives – “one private and directed towards the needs of Europeans … and the other official and devoted to African needs”. Michael Gelfand (1978) agrees and explains the founding of the University as involving three forces.

Firstly, the British Government was anxious to foster higher education in Central Africa to Africans. This growing sense of obligation to provide social reforms in colonial territories overseas was being felt by British imperial administrators as World War II drew to a close (Atkinson, 1972). With the rapid growth of nationalism among colonial peoples, it became desirable to lay foundations of a stable political and social order (Atkinson, 1972). Higher education would provide a means of producing local African leaders who were fitted for the responsibilities of government (Atkinson, 1972).

Secondly, the Rhodesians themselves were trying to start a ‘White’ University; and thirdly, some idealists such as Alexander Carr-Saunders and Walter Adams of the Inter-University Council for Higher Education came up with the idea of fusing the two initiatives. The idea took shape with the founding of a movement for the foundation of a University – the ‘Friends of the University of Southern Rhodesia’, which later changed its name to the Rhodesia University Association.

In October 1943, James Frederick Kapnek, a Hungarian-born philanthropic Jewish businessman, presented the Southern Rhodesian Government a gift of £20 000 for the founding of a University as an act of thanksgiving for allied war-time victories (Mackenzie, 1987). Kapnek’s offer is the fourth force which may have helped trigger the idea of the need for a University for the country,
Feasibility of the University Project
According to Gelfand (1978), Kapnek’s offer was given publicity and it caused people to discuss the subject and debate whether a University was necessary. Thus the beginnings of the University were indebted to the work of Kapnek. The enthusiasm for a University was, however, not reflected in the public sentiments that were expressed in various media. Such support, as was forthcoming, was at first lukewarm (Maxwell, 1980). Some thought that the project was premature and ill-suited to the practical needs of the country (Maxwell, 1980). Gelfand (1978) argues that among some members of the White population, there was considerable doubt as to the feasibility of the project and sometimes indifference to the idea. At this stage, the idea of African participation was not raised because, in 1943, higher education for Africans was non-existent in the country and few Whites believed that sufficient numbers of them were ready to enter a University (Gelfand, 1978).

Voices Against the Establishment of a University
In an editorial in August 1942 the Editor of the Sunday Mail in Rhodesia considered that the idea of establishing a University of its own by Southern Rhodesia was at that time “… too great an undertaking for the country” (Sunday Mail, 1942). He considered that a University College, affiliated to the University of South Africa (UNISA), might be a more practical proposition. This is not difficult to understand – there existed a historical link that many Rhodesians had with South Africa, and many parents had themselves been educated there (Gelfand, 1978).

Soon after Kapnek’s offer, Colonel Brady (MP), a former headmaster of Milton School, Bulawayo, brought up in Parliament the subject of a University and demanded an expert enquiry into the need for one (Gelfand, 1978). However, the Chief Education Officer, A.G. Cowling, was quick to point out the scheme was premature:
There were 136 Rhodesian White students in South Africa in 1943 and about 40% of them were in medical and engineering faculties. Even if Southern Rhodesia had its own University, these two expensive faculties could not be started for some time, and so a large proportion of the students would still have to leave the country (Cowling, 1944).

Cowling was not impressed by the Kapnek gift, which he considered too small to be of value in starting a University. Thus the Education Department played a wait-and-see attitude, afraid that the whole idea was premature.

In 1945 a group called the ‘Friends of the University of Rhodesia’ was set up to promote the establishment of a University in Southern Rhodesia (Gelfand, 1978). In 1947 the ‘Friends of the University of Rhodesia’ changed its name to the Rhodesia University Association. The campaign of the Rhodesia University Association for the establishment of a University gave rise to controversy and a division of opinion. Some argued that it was too early for the country to start a University of its own on the grounds that the population and resources were still too small, that a Rhodesian University would be second-rate, parochial and too limited in its scope (RUA, 7 Sept., 1950). People felt that it would not be propitious to establish a University because of the difficulties of obtaining first class staff and the need to expand Polytechnic courses (Chadwick, 5 Nov., 1946). It was also argued that Rhodesian students would be better to go out of the country to older and bigger Universities in the United Kingdom and South Africa (RUA, 7 Sept., 1950). In any case, it was reasoned, the problems of race would be too difficult to solve.

**Voices in Favour of the Establishment of a University**

On 14 May 1944, the Editor of the Sunday Mail in Rhodesia took up the cudgels in favour of a University (Sunday Mail, 1944). He argued that the South African Universities were showing signs of becoming overcrowded and that it was possible that after World War II they might not be able to take in students from outside their own country (Sunday Mail, 1944). In support of the idea of a University, the Rhodesian community also felt that if the White man were to survive, each child of European descent would have to be given
the fullest opportunity to keep abreast, and a local University was therefore important (Gelfand, 1978).

The Governor of Southern Rhodesia and Patron of the Rhodesia University Association, Sir John Kennedy, said that some people who were in favour of the establishment of a local University reasoned that a growing country like Rhodesia could not eventually do without a University, because the number of students who could go to Universities in the United Kingdom or the Union (South Africa) would always be comparatively small for reasons of expense (RUA, 7 Sept., 1950). Most parents could not afford to meet the cost of sending their children to Universities outside the country. Under these circumstances, higher education was only open to those parents who were comparatively well-off (RUA, 1947).

It was also argued that the number of those who could obtain University education outside the country was becoming too small for the needs of the country. Besides, some argued:

*Rhodesia was different from other countries with a comparable European population because the European community was predominantly one of leaders. To that extent a higher proportion had to be trained for responsible and skilled professionals… Also a high proportion of our children are qualified for University training by reason of the country’s system of free secondary education. Thirdly, the population of the country was increasing rapidly and this increase was likely to continue* (RUA, 7 Sept., 1950).

The establishment of a University was a consequence of the expansion of secondary school facilities. According to Atkinson (1972, p. 146), “there was now a demand for specialist degree courses capable of producing teachers of subjects at Advanced level…” Besides, a University could supplement the work of Technical Schools and Colleges, Polytechnics, and Mining Schools by setting high standards for them on the theoretical side (RUA, 1947).
Some sections of the Rhodesian population also justified the need for a University by asserting that a University would have a profound and civilizing influence upon the whole community in respect of the following:

The religious life of the community; respect for law and order and the sanctity of the judiciary, the building of a tradition of public service and the maintenance of the standards of education. The idea is also in harmony with the spirit of determination and courage with which seemingly impossible difficulties have been tackled in the past and overcome (RUA, 7 Sept., 1950).

In the same vein, it was also argued that, “In modern times, the trained mind has an advantage in every way of life. Leadership, initiative and a sense of proportion and balanced judgement are needed in every class of citizen” (RUA, 1947, p. 15).

Other justifications for the need for the establishment of a University were that Rhodesia was in a unique position to play a leading role in the affairs of Africa, because it was centrally situated (RUA, 7 Sept., 1950). It was also argued that because the country had a number of scientific, agricultural, medical and mining problems, an undergraduate should pursue his [or her] studies in his [or her] own region before he [or she] traveled to other countries to seek education (RUA, 7 Sept., 1950). If he [or she] did not do this, he [or she] would be divorced from the aims and endeavours of his [or her] own country.

In his campaign for the establishment of a University, the President of RUA, L. M. N. Hodson pointed out that Rhodesia was the only self-governing part of the [British] Empire which had not its own University (RUA, 7 Sept., 1950). It was also estimated that more than 150 students would attend a University in Rhodesia. Even if they did not come to that number, Hodson argued, “a Rhodesian University would draw recruits from the surrounding territories. Most of the Universities in the Union [South Africa] started with even smaller numbers than the estimated enrolment in Rhodesia”. The University of Witwatersrand, in South Africa, had 77 students in 1916, and in 1922 the
number was 983. In 1939 the number had risen to 2,544 and today [1946] 5,370 (RUA, 7 Sept., 1950).

The matter for a University had also become urgent owing to a large number of immigrants who had arrived, and others who would be coming in ever increasing numbers (RUA, 1947). In 1947, it was estimated that over 2,000 European immigrants under the age of 16 were entering Southern Rhodesia (RUA, 1947). Training in highly skilled occupations was becoming mandatory. In their justification for the need for a University in Southern Rhodesia, RUA (1947) argued that most governments often relied on trained investigators to conduct enquiries which political situations frequently demanded. It would be advantageous, they argued, “to call upon men who not only have the necessary skill but also live among us and do not have to waste time finding out the elementary facts about local conditions before they start on the real task” (RUA, 1947, p. 14).

‘Friends of the University of Southern Rhodesia’ and the Rhodesia University Association
Kapnek’s offer may have also been responsible for the formation of a group called the ‘Friends of the University of Rhodesia’, later known as the Rhodesia University Association (RUA), which was set up to promote the establishment of a University in Southern Rhodesia. Kapnek was so conscious of the impact of his offer that later in October 1950 he proposed that the College be named the ‘Kapnek University’. However, the Trustees of the Rhodesia University Association replied that the naming of the University should be left to the University Council when it came into being (Gelfand, 1978).

The ‘Friends of the University of Southern Rhodesia’ first met under the Chairmanship of Lancelot Manfred Noel Hodson on 12 July 1945. Hodson, a Salisbury (now Harare) barrister, born in Natal (South Africa) in 1902 and educated at the Salisbury Boys High School (now Prince Edward School) was known for his stubborn refusal to be discouraged. The body investigated the foundation of Universities in other countries, with reference to conditions in Rhodesia (Chadwick, 1936). One of its objects was the foundation and
development of a properly equipped University in Southern Rhodesia, designed to serve the Rhodesias, Nyasaland and other African territories by providing higher education, and leading in original work and scientific research (RUA, 1947). The Rhodesia University Association (RUA) argued that although government aid was essential, the University should be independent of government control. The Prime Minister of Southern Rhodesia, Sir Godfrey Huggins, wrote to the Chairman of RUA in 1947 that:

*Unless the proposed University is to be a Government institution, which would be a mistake, I think the time has arrived to try and build on the Kapnek Fund… This is because I believe a University must have a soul and be something much more useful than a degree granting machine (RUA, 1947, p. 4).*

The Association’s intention was that such an institution should operate on a non-racial basis. The aim of RUA was to raise a further £300 000.

**Asquith Commission**

During World War II, the British Government had begun to consider the post-war needs of the Empire. In 1943, a Royal Commission was appointed under Mr Justice A. C. Asquith to consider the promotion of higher education in the colonies. Essentially it had to “consider the principles which should guide the promotion of higher education, learning and research and the development of Universities in the colonies” and to explore means whereby “Universities and other appropriate bodies in the United Kingdom may be able to co-operate with institutions of higher education in the colonies in order to give effect to these principles” (Asquith Commission, 1943).

The Commission reported in 1945 and recommended a preliminary step of setting up of University Colleges, differing from Universities only in that they lacked the power to confer degrees (Atkinson, 1972). According to Atkinson (1972), the Commission also recommended that until such time as the University Colleges had achieved sufficient standing in their own right, students would be examined for degrees by a competent academic body in
the United Kingdom, which would carry the responsibility for satisfying itself that adequate standards were being maintained. The Commission recommended that this responsibility could be discharged by the University of London, which already possessed long experience in the award of external degrees (Atkinson, 1972).

It was proposed that overseas University Colleges should be admitted to a ‘special relationship’ with London for the purpose of awarding degrees. The Commission also stressed that the colonial Universities should be autonomous – “colonial Universities should in effect, have full freedom to manage their own affairs” (Asquith Commission, 1943). It also recommended that academic freedom must be safeguarded against any encroachment by the State (Atkinson, 1972). There was need to invest the institutions with charters, empowering them to conduct the government of their own affairs without interference from outside (Atkinson, 1972). Another consideration was that the University Colleges should be open to all, without distinction of race, religion or creed; the only criterion to be accepted in the selection of students or staff had to be academic attainment and general suitability for University education (Atkinson, 1972).

Inter-University Council for Higher Education

In 1946 the Secretary of State for the Colonies invited the Universities of Great Britain to set up an organisation, as recommended by the Asquith Commission. On 8 March 1946, representatives of the Universities constituted themselves into the Inter-University Council for Higher Education in the Colonies, later becoming the Inter-University Council for Higher Education Overseas (Gelfand, 1978). Sir James Irvine, Principal of St. Andrew’s University, was elected Chairman and Sir Alexander Carr-Saunders, Vice-Chairman, with an executive committee to deal with routine and urgent matters (Gelfand, 1972).

According to Gelfand (1972), the Inter-University Council arranged frequent visits of its representatives to the Colleges it had sponsored. It helped in the selection of sites and assisted in the choice of staff. The Colleges were
autonomous and appointed their own staff, but the Council often advertised on their behalf or set up selection committees to report on applicants for vacancies if so desired (Gelfand, 1972). Most of the Principals of these University Colleges were recommended by the Council. Its main function was to ensure that the colonial Colleges were brought within the framework of the community of British University institutions (Gelfand, 1972).

The Central African Council and Cartmel-Robinson Committee
In 1945 the Central African Council was established to provide contact and co-ordination of policy and action between the Rhodesias and Nyasaland, particularly in scientific, technical and educational matters (Gelfand, 1972). In 1949 the Council appointed a special committee under the chairmanship of Sir Harold Cartmel-Robinson, a former Chief Secretary in Northern Rhodesia, to consider whether a College for higher education for Africans was required in Central Africa, to establish where such a College should be situated, and to make recommendations regarding the composition and terms of reference of a commission to make final proposals for the establishment of such a College (Gelfand, 1972). The Committee made the first direct recommendations for the provision of higher education in Central Africa.

In November 1949 the Committee reported, recommending that facilities for higher education for Africans should be introduced into Central Africa. It also called for the appointment of a Commission to make a detailed investigation of the matter. According to Maxwell (1980), no further action was taken until an unexpected decision on 2 November 1950 by the South African Government to close its educational institutions forthwith to further African students from outside the Union prompted renewed attention. Official representations succeeded in securing the deferment of the ban until the end of 1953 (Maxwell, 1980). However, the changed situation persuaded the Central African Council in April 1951 to ask the Committee to reopen its enquiries.

The report of the Cartmel-Robinson Committee was presented to the Central African Council in June 1951. The British Government accepted their
suggestion and, after some 14 months, a Commission was appointed under the chairmanship of Sir Alexander Carr-Saunders in September 1952 (Atkinson, 1972). The following discussion of the findings of the Carr-Saunders Commission borrows heavily from Gelfand (1972).

Carr-Saunders Commission
The Chairman of the Commission was Sir Alexander Carr-Saunders, Director of the London School of Economics, who had served on the Asquith Commission and then became the Chairman of the Inter-University Council (Gelfand, 1972). The Commission’s terms of reference were primarily directed towards the planning of the College for Africans as envisaged in the Cartmel-Robinson Committee (Maxwell, 1980). The Commission arrived on 31 October 1952, remained in Central Africa until the end of November, met private people and public bodies and visited centres in Southern Rhodesia, Northern Rhodesia and Nyasaland (Gelfand, 1972).

The Commission reported in March 1953, and it strongly supported the Cartmel-Robinson Report. It reported that it was satisfied that there were enough African students available in the three territories (Southern and Northern Rhodesia and Nyasaland) to justify the foundation of a University College for them (Atkinson, 1972). The Commission considered that a University institution was not merely justified, but was urgently needed. It also reported that there were reasonable prospects of employment for African graduates (Atkinson, 1972). The Commission stated that the factor limiting the number of potential African University students was not the lack of openings for them, but the lack of University facilities (Gelfand, 1972). It advocated the creation of an institution with high academic standards, “one entitled to rank alongside other British Universities in the quality of its intellectual life” (Carr-Saunders Commission, 1953). This was to be achieved by attracting well-qualified teaching staff.

With regard to the constitution for a University, the Commission recommended the creation of a Royal Charter as was done for the inter-territorial University College of the West Indies (Gelfand, 1972). The
Commission set great weight on obtaining a Royal Charter because they thought it would be the quickest procedure since legislation would otherwise be required in each of the three territories (Maxwell, 1980). The Charter would incorporate statutes to define the composition of the College, and these could be altered only by the Queen in Council. It would therefore more securely safeguard the essential principles of autonomy and multi-raciality. The Charter and statutes would empower the Council of the College to make, amend and repeal ordinances and the Academic Board to make, amend and repeal regulations (Gelfand, 1972). Also it would help lift the matter out of current politics.

The ordinances and regulations would deal with practical matters, such as academic administration and detail of organisation. The organs of government would be the Council and Academic Board, and the two most important officers, the President and Principal (Gelfand, 1972). People of all walks of life would be on the Council – Members of Parliament, churchmen, representatives of learned societies, professions and bodies and selected members of the academic staff (Gelfand, 1972).

The President’s Office would be similar to that of Chancellor of a British University. The Principal would correspond to that of the Vice-Chancellor and would be the chief academic and executive officer of the College to guide academic and financial policy and establish an efficient system of committees (Gelfand, 1972). He would be a member of the College Council and of all other College bodies. In academic matters, he would foster the independent responsibilities of the faculties and their Deans and the departments and their Heads (Gelfand, 1972). The Council would be the supreme body governing the College, controlling property and finance and appointing all the staff, except the President (Gelfand, 1972).

The academic staff would be appointed by the Council only on the recommendation of the Academic Board (Gelfand, 1972). The Academic Board was to be fully responsible for academic matters and would be purely academic in composition. The College was to be completely autonomous. It
would have to depend on public funds and would therefore have a duty to keep the public and the three Governments informed of its activities (Gelfand, 1972).

The Commission suggested that the College apply to be received into 'special relationship' with the University of London. The University of London could lower the standard of entrance for colonial Universities, but in compensation, instead of the normal minimum period of three years for a degree, a four-year minimum would be demanded (Gelfand, 1972).

The Commission recommended that the College would start with a Faculty of Arts, which should include History, English, Geography, Government and Public Administration and a Faculty of Science, comprising Physics, Chemistry, Zoology, Botany and Mathematics. Classical subjects, such as Greek and Latin, would be included as well as modern languages such as French and Portuguese (Gelfand, 1972). The Commission considered the courses would be for general degrees rather than Honours degrees. In addition, the College would have a Department of Education and one of Agriculture and Veterinary Science from the beginning (Gelfand, 1972). A postgraduate diploma in education was essential for teaching in secondary schools. The Commission also drew attention to the need for fully qualified African doctors and considered the College should make arrangements to train them. The Commission referred to the hospital, then under construction, about to become known as Harare Hospital (Gelfand, 1972). The Commission considered that this hospital would make a good teaching hospital (Gelfand, 1972).

A major requirement of the Commission’s terms of reference was to advise on the site. This aspect of its duties was complicated by the Rhodesia University Association’s project. The Commission examined four possibilities: (i) to set up two institutions in, or near, Salisbury between which there would be a working agreement leading to co-operation in respect of certain other activities; (ii) to set up two quite independent institutions in or near Salisbury; (iii) to transform the institution projected by the Association so that it assumed
the characteristics of the University recommended by the Commission; and (iv) to select another site for its own proposed University (Maxwell, 1980).

The Cartmel-Robinson Report had mentioned a place at Highfield on which might be built an African College to operate in co-operation with the Southern Rhodesia one already being planned. The possibility was rejected, not so much because of the unsuitability of the Highfield site and the inconvenience to staff and students of having to move between two separate sites, but because such a proposal would clearly involve racial segregation (Maxwell, 1980). The Commission preferred a fully autonomous multi-racial University, rather than two Universities with racial segregation (Gelfand, 1972). The second was also rejected, as it would dissipate the available resources between two Colleges. The idea of two completely independent Universities was quite unacceptable since it meant segregation, with doors closed to racial co-operation (Gelfand, 1972). In any case, to build two University institutions in, or near, the same city would be absurd in Central Africa (Maxwell, 1980).

The third possibility would be the most acceptable solution, provided the sponsors of the Rhodesia University were prepared to incorporate in their plans certain essential elements, namely that the University should be multi-racial, autonomous and more appropriately sited (Maxwell, 1980). The Mount Pleasant project was already in progress, although no capital had been expended on building. However, the site was in the suburbs of Salisbury in an area reserved by law for European residents (Maxwell, 1980). However, whereas the Commission regarded the site at Mount Pleasant as ill-placed and too small, the board considered it adequate and well-placed in relation to surrounding facilities (Maxwell, 1980). The fourth possibility seemed the only workable solution, unless the Association’s plans could be appropriately modified (Maxwell, 1980).

The Commission did not favour Bulawayo because it was on the south-west boundary of the three territories (Gelfand, 1972). Lusaka, they thought, would be better.
Character Training

The Commission stressed the importance of character training and so felt that the College should be surrounded by spacious, beautiful grounds and housed in beautiful buildings (Gelfand, 1972). The grandeur of the site and building would serve to remind people of the high aims of a University with its strict standards of scholarship (Gelfand, 1972). It would not be situated in rural surroundings, or in a small town, but should be in touch with a larger population and the industrial life of a city (Gelfand, 1972). The best site would be just outside a city, so that the Africans would not find themselves in a strange environment right in the middle of the city (Gelfand, 1972).

Other members of the Commission noted that, because of their [Whites] fear of being swamped by Africans, it might make it difficult to admit African students in the numbers commensurate with their educational needs (Maxwell, 1980).

According to Maxwell (1980), the report, though presented in February 1953 and stressing the urgency of decision, was not published until May and then with the comment that the Central African governments were in no way committed to acceptance of any of the proposals.

In Southern Rhodesia the Carr-Saunders Commission report placed the sponsors in a difficult position. Most of the members of the Inaugural Board were private individuals representing municipalities or benefactors, and they felt a responsibility to plan within the resources entrusted to them; they saw no justification for altering their plans on the intangible prospect of substantial funds coming from government sources (Maxwell, 1980). In any case, it would take time for the Federal government to be formed and to determine its policy, and the Board felt that only bold and positive action could keep public interest in the University alive (Maxwell, 1980).

Autonomy

The Commission also recommended that while the Government would be the main contributor, the University authorities had to be quite sure that the
institution was not controlled by any of the Governments. The University was to be fully autonomous. It would be free to spend money, voted as block grants, in any way it chose, just as it would if the income came from private sources (Gelfand, 1972). Each country would make adequate provision for scholarships and bursaries to meet the needs of students. It was also essential that the University had full control over admission of its own students (Gelfand, 1972). Thus the University was launched by compromise between the recommendations of the Carr-Saunders Commission and the original plans of the Rhodesia University Association (Maxwell, 1980).

**Rhodesian University Trust Fund**

In 1946 the Southern Rhodesian Legislative Assembly agreed to a motion introduced by Manfred Hodson, as a private member, calling for the immediate establishment of a University in Rhodesia (Atkinson, 1972). As a result of this motion, the Rhodesian University Trust Fund was incorporated by the Governor of Southern Rhodesia during May 1947 (Atkinson, 1972). The Governor appointed the Minister of Internal Affairs (Beadle), the Secretary for Internal Affairs (Cowling) and Hodson as the Trustees of the Rhodesia University Foundation Fund (Gelfand, 1978). This legalised the collection of monies from the public, and placed them in a bank account to be administered on behalf of the future University.

**Inaugural Board**

In 1952 Hodson, on behalf of the Rhodesia University Association, proposed a bill in the Legislative Assembly for the incorporation and constitution of the University. This measure authorised the establishment of an Inaugural Board consisting of nine persons elected by donors to University funds, and seven nominated by the Governor and Municipalities of Southern Rhodesia (Atkinson, 1972). The Act was passed on 29 August 1952 and established an Inaugural Board for the University (Mackenzie, 1987). The Trustees of the Rhodesia University Foundation Fund were to account to the Governor for their trust, and then hand over to the Inaugural Board which was to arrange for the construction of University buildings, appoint a Board of Studies from amongst members of the academic staff, and have power to enter into an
arrangement with another University in the British Commonwealth to provide higher education for higher qualifications (Gelfand, 1978).

The University was to consist of a Chancellor (appointed by the Inaugural Board), a Vice-Chancellor (appointed by the Council), a Principal (who would be appointed by the Inaugural Board but eligible for appointment by the Council as Vice-Chancellor), a Council, a Senate, a Convocation, professors, lecturers and registered students of the University (Gelfand, 1978). The government and executive authority of the University was to be vested in the Council. The first Council was to be composed of members of the Inaugural Board holding office immediately before the appointed day and it was to remain in force for three years after the appointment day (Gelfand, 1978). After that, the Council was to consist of a principal (ex-officio), a chairman and vice-chairman, elected from among its members, three to be elected by the Senate and two by the Convocation (Gelfand, 1978).

The Senate would be responsible for the superintendence of instruction in the various departments, lectures and examinations of the University (Gelfand, 1978). The Convocation was to be composed of the principal, professors, lecturers, other teachers of the University and past students.

In anticipation, in order to serve on the Inaugural Board, Hodson resigned from the central Council of the Rhodesia University Association (Gelfand, 1978). The Trust handed over their trust to the Inaugural Board on February 28, 1953. The Board announced that the sole test for admission to the University would be educational attainments and good character (Mackenzie, 1987).

The Queen Mother laid the foundation stone on the Mount Pleasant site on 13 July 1953. The 250 acres site had been formally handed over to the Trustees of the Rhodesia University Foundation Fund on 7 September 1950 by the Mayor of Salisbury, Councillor R. M. Cleveland (Gelfand, 1978). On 11 November 1954, the Southern Rhodesian Parliament approved an
amendment to the Land Apportionment Act allowing African members of the College to live on campus (Maxwell, 1980).

The Royal Charter

Imperial and Southern Rhodesian proposals for a University were sealed by a Royal Charter, dated 10 February 1955 under the title ‘The University College of Rhodesia and Nyasaland’ (Atkinson, 1972). The University College Succession Act (No. 20 of 1955) was passed to repeal the University Charter and Inaugural Board Private Act and to appoint the University of Rhodesia and Nyasaland, incorporated by Royal Charter, as the legal successor of the Inaugural Board (Gelfand, 1978). The new institution was to serve the needs of the people of the Federation, while making use of the property of, and endowments of, the Salisbury Inaugural Board. The Charter accepted the provisions of the Asquith and Carr-Saunders Commissions that:

…no test of religious belief or profession or race, nationality or class shall be imposed upon or required of any person in order to entitle him to be admitted as a member, professor, teacher, or student of the University College, or to hold office therein, or any advantage or privilege thereof (Hodson, 1955).

It should be understood that Southern Rhodesian society and administration were under White rule at that time, and the Southern Rhodesian educational system was stratified along racial lines. Thus the Charter’s principle of non-racialism ran contrary to the prevailing social and educational circumstances of the nation (Mackenzie, 1987).

The Royal Charter set up the College as an autonomous seat of higher learning in the Federation. A College Council was established to govern the College and any of its powers, or functions, could be delegated to committees or persons thought fit by the Council (Gelfand, 1978). Until 30 June 1955 the Interim Council composed of the Inaugural Board, carried out the function of the permanent Council until it came into existence (Gelfand, 1978). An Academic Board was to be formed; this was to be composed of academic staff and its function was to control, regulate and supervise instruction,
education and research (Gelfand, 1978). The Principal of the College was to be the Chief Academic and Administrative Officer, as well as Chairman of the Academic Board, which comprised the Vice-Principal, the Deans of faculties, all professors and readers, all Heads of academic departments who were not professors or readers, the librarian and such members of staff elected by staff, as determined from time to time by the Council (Gelfand, 1978). Each faculty was to have its Faculty Board and Dean.

At its first meeting on 13 September 1955, according to the statues, the Permanent Council elected Hodson as its Chairman (Gelfand, 1978). After the granting of the Royal Charter, the Queen Mother was the first President of the University College until 1970.

**Special Relationship**

One of the recommendations of the Carr-Saunders Commission was that the University College should apply for a ‘special relationship’ with the University of London. An affiliation of ‘special relationship’ between the University College and the University of Oxford was suggested from time to time, but the University of Oxford’s reply was that the University was ‘too far away’. Hodson approached two South African Universities in 1946, but their charters forbade any such relationship (Gelfand, 1978). According to Gelfand (1978), the London degrees were chosen because the other alternative, the University of South Africa (UNISA), no longer had constituent Colleges and only gave external degrees through correspondence courses.

On 19 April 1959 the University Council decided to ask Birmingham University to affiliate the Medical School for an unspecified period, which would be terminated by the College at any time (Gelfand, 1978). This was to enable its degree in Medicine and Surgery to be awarded to the medical students of the College. The agreement was reached in 1960.

**Setting up of the University College**

In 1953 with support of £1 400 000 from the British Government, the College began to erect most of the buildings – a main teaching block, three halls of
residence (Swinton for women and Manfred Hodson and Carr-Saunders for men), a students’ union and houses for members of staff (Atkinson, 1972). Other buildings followed as a result of private donations: the Library (from the Anglo-American Corporation, the British South Africa [BSA] Company and the Rhodesian Selection Trust), the Beit Hall (from the Beit Trust), and the Chapel (from the Dulverton Trust) (Atkinson, 1972).

Early in February 1953 the College administrative office was moved from 115 Baker (now Nelson Mandela) Avenue to its present site in Mount Pleasant (Gelfand, 1978). The Baker Avenue premises had formed the first nucleus of the College. That is where the first teaching, albeit part-time, had taken place (Gelfand, 1978).

Appointments to the academic staff began with the selection of the first Principal of the College – Dr William Rollo, who took up his duties for two years in December 1953 (Gelfand, 1978). He was formerly Professor of Classics at the University of Cape Town, South Africa (Atkinson, 1972). According to Gelfand (1978), Rollo’s appointment was a temporary measure designed to give the Board time to look around for a much younger man, who would be able to serve the University for a longer period.

Rollo left on 1 December 1955, and Dr Walter Adams took up responsibilities as Principal of the University College on 1 December 1955. He was Head of the College from December 1955 to mid-December 1966 (Gelfand, 1978). Dr Walter Adams had formerly served as Secretary on the Inter-University Council. His experience proved of considerable value in negotiating the conditions of ‘special relationship’ with the University of London (Atkinson, 1972). Terence Miller became the next Principal between 1967 and 1969 while Robert Craig took over from 1969 to 1979 (Chideya & Sibanda, 1979).

**Academic Development**

The University College of Rhodesia and Nyasaland began its career as a teaching institution in March 1957. It began with an enrolment of 68 students and with teaching facilities limited to subjects within the Faculties of Arts,
Science and Education (Morris, 1964). Between 1961 and 1980 five new faculties were established – Medicine in 1963, Engineering in 1974, Agriculture in 1980, Commerce and Law in 1980 and Veterinary Science in 1980 (Mackenzie, 1987). Some of the faculties were styled as post-independence (1980) developments. According to Mackenzie (1987), this was not the case, for example in the case of Veterinary Science, plans for the new faculty were finalised in November 1979 following the survey and report on the need for such a faculty by Professor Emeritus Sir Alexander Robertson of Edinburgh University (Mackenzie, 1987).

Further, between 1963 and 1980 a number of new subjects and departments were created – Land Management, Linguistics, Theology, Philosophy, Accountancy, Business Studies, Pharmacy, Psychiatry, Geography, Mining Research, and Computing (Mackenzie, 1987). Between 1957 and 1979 over 5 500 degrees, certificates and diplomas of the Universities of London, Birmingham and Rhodesia were awarded by the institution in Salisbury (Mackenzie, 1987). Taking into account a further 3 000 Certificates in Education (Primary), awarded through the University’s associate teachers’ Colleges (Bulawayo, Gwelo, Mkoba), this brings the sum total of graduates and diplomats to over 8 500 (Mackenzie, 1987). Below is information on full-time student enrolment at the University College between 1957 and 1979.
#### Table 2.1: Full-time Student Enrolment at the University College

<table>
<thead>
<tr>
<th>Date</th>
<th>Africans</th>
<th>Europeans</th>
<th>Others</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1957</td>
<td>8</td>
<td>59</td>
<td>1</td>
<td>68</td>
</tr>
<tr>
<td>1958</td>
<td>19</td>
<td>101</td>
<td>4</td>
<td>124</td>
</tr>
<tr>
<td>1959</td>
<td>32</td>
<td>132</td>
<td>2</td>
<td>166</td>
</tr>
<tr>
<td>1960</td>
<td>49</td>
<td>153</td>
<td>6</td>
<td>208</td>
</tr>
<tr>
<td>1961</td>
<td>64</td>
<td>173</td>
<td>11</td>
<td>248</td>
</tr>
<tr>
<td>1962</td>
<td>74</td>
<td>241</td>
<td>15</td>
<td>330</td>
</tr>
<tr>
<td>1963</td>
<td>159</td>
<td>309</td>
<td>20</td>
<td>499</td>
</tr>
<tr>
<td>1964</td>
<td>144</td>
<td>378</td>
<td>29</td>
<td>551</td>
</tr>
<tr>
<td>1965</td>
<td>174</td>
<td>455</td>
<td>43</td>
<td>672</td>
</tr>
<tr>
<td>1966</td>
<td>196</td>
<td>465</td>
<td>57</td>
<td>718</td>
</tr>
<tr>
<td>1967</td>
<td>211</td>
<td>432</td>
<td>74</td>
<td>717</td>
</tr>
<tr>
<td>1968</td>
<td>327</td>
<td>479</td>
<td>88</td>
<td>894</td>
</tr>
<tr>
<td>1969</td>
<td>303</td>
<td>463</td>
<td>80</td>
<td>846</td>
</tr>
<tr>
<td>1970</td>
<td>363</td>
<td>489</td>
<td>85</td>
<td>937</td>
</tr>
<tr>
<td>1971</td>
<td>407</td>
<td>510</td>
<td>76</td>
<td>993</td>
</tr>
<tr>
<td>1972</td>
<td>384</td>
<td>517</td>
<td>66</td>
<td>967</td>
</tr>
<tr>
<td>1973</td>
<td>417</td>
<td>586</td>
<td>73</td>
<td>1076</td>
</tr>
<tr>
<td>1974**</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1975</td>
<td>561</td>
<td>707</td>
<td>95</td>
<td>1361</td>
</tr>
<tr>
<td>1976</td>
<td>727</td>
<td>666</td>
<td>113</td>
<td>1506</td>
</tr>
<tr>
<td>1977</td>
<td>998</td>
<td>1012</td>
<td>120</td>
<td>2130</td>
</tr>
<tr>
<td>1978</td>
<td>1266</td>
<td>916</td>
<td>121</td>
<td>2303</td>
</tr>
<tr>
<td>1979</td>
<td>1128*</td>
<td>697</td>
<td>106</td>
<td>1931</td>
</tr>
</tbody>
</table>

*Figures depressed by African male call-ups to military service.

**There are no figures for 1974.

**Source:** Compiled from Maxwell (1980, p. 262); Chideya and Sibanda (1979, p. 10); and Mlambo (1995, p. 482).

Although the enrolment of students at the University College of Rhodesia and Nyasaland continued to show an upward trend during the years as shown in Table 2.1 above, very large numbers of students were attracted to Universities elsewhere. In particular, South African Universities continued to attract large numbers of Rhodesian students. For example in 1964 there were 1 072 European students attending the Universities of Cape Town, Rhodes, Witwatersrand and Natal, as compared with a total of 551 students of all races engaged in full-time study at the University College (Report, 1964). Similarly, in 1967, 1 362 students were attending the Universities of Cape
Town, Rhodes, Witwatersrand and Natal while 717 were at the University College (Report, 1967).

**Federation**
The Federation of the Rhodesias and Nyasaland came into being in October 1953. There was much talk about partnership between the races. However, there was mounting dissatisfaction in Northern Rhodesia and Nyasaland regarding the sharing of the fruits of the Federation. Britain eventually conceded constitutions, which brought African Governments to power in Nyasaland (1961) and Northern Rhodesia (1962) (Maxwell, 1980). According to Maxwell (1980), in Nyasaland, Federation appeared as the creature of White domination, with Southern Rhodesia the chief beneficiary and Salisbury, where the University College was located, the seat of power.

**Dissolution of the Federation**
The dissolution of the Federation on 31 December 1963 confronted the College with grave questions about its future. Was the College to remain a place of higher education for all three territories of British Central Africa or simply tied to the communities of Southern Rhodesia alone? (Atkinson, 1972). Its recurrent income had come from the Federal government, and now this no longer existed (Maxwell, 1980). According to Maxwell (1980), Northern Rhodesia and Nyasaland could not be expected to support a College outside their own boundaries. The College could not rely on support from overseas – the British Government froze any funding to the College (Maxwell, 1980). Foreign donors, hitherto attracted towards the College as an institution promoting genuine racial partnership within the Federation, were unlikely to help further if it served an increasingly reactionary Southern Rhodesia alone (Maxwell, 1980).

However, after discussions between British and Southern Rhodesian government representatives in April 1964, in June that year the British Government agreed to contribute £750 000 towards meeting the recurrent expenses of the College in the period up to 1967, a capital grant of £800 000 towards the cost of building a teaching hospital and a further grant of £300
000 towards general capital expenditure (Maxwell, 1980). The Southern Rhodesian Government accepted the responsibility for securing the substantial balances of both capital and recurrent costs necessary (Maxwell, 1980). Thus, inescapably, the University College was to fall more and more into the role of a national University institution for Southern Rhodesian social and economic life (Atkinson, 1972).

**Morris Review Commission**

The University College was relieved of anxieties regarding its financial situation. It then set on reviewing the development needs of the College. In August 1964 the Southern Rhodesian Government appointed a Review Commission to recommend the principles upon which the College could be developed, the range of courses to be offered, any changes which might take place and how these might affect postgraduate work and research (Gelfand, 1978). The Medical School did not come within its scope. The Chairman of the Commission was Sir Charles Morris (Chairman of the Inter-University Council of Higher Education Overseas and formerly Vice-Chancellor of the University of Leeds) (Gelfand, 1978).

The report of the Commission was presented to the Rhodesian Legislative Assembly on 25 February 1965. Gelfand (1978) asserts that the report contained much that was contrary to the views of the Principal. The Commission considered the College fit for independent University status, equal to any University in any country. It was concerned about the shortage of high-level manpower in Rhodesia. It stated that, while the education system could only produce about 70,000 such people, 100,000 were required and so the country was short of professional and other executives, as well as skilled personnel (Gelfand, 1978).

The Commission advocated for the termination of the ‘special relationship’ with London, arguing that other Colleges that had had this link had withdrawn from it even after a shorter period of connection (Gelfand, 1978). It agreed that the standards of the College were high, its reputation good and that satisfactory research was being done (Gelfand, 1978). It said that the link
with London was useful for taking of higher degrees – a need that seldom arose. The Commission saw the participation of external examiners as essential, but it felt that this could take place outside the special relationship. If necessary, it argued, supervision could be found and overseas examiners procured (Gelfand, 1978). It recommended that the time had come for the College to experiment with many different types of courses and degrees.

The Commission also believed that the medical relationship with Birmingham University in Britain, which had recently been established, should be retained. It did not consider Theology necessary, but thought Classics might continue (Gelfand, 1978).

The Commission concluded that the University College had come of age and that it should seek the full status of an independent University, while being flexible in its arrangements to meet the special needs of a country whose economy and social structure were in many ways unique (Morris, 1964).

Dr Walter Adams, Principal of the University College, did not agree with this report. He considered that special relations with London should be maintained, because the involvement of London was the bulwark in its defence against encroachment on its autonomy in a difficult political setting (Maxwell, 1980). Professor Craig felt that Theology was not less important than some other subjects, as it could prepare students for the ministry and for teaching religion in schools (Gelfand, 1978). A memorandum prepared by the Academic Board criticised the Morris Commission severely, noting factual errors in the report.

**Unilateral Declaration of Independence**

As if the collapse of the Federation was not enough, the political landscape in Rhodesia was changed with the declaration of independence by the Smith-led government in November 1965. The Rhodesian Front Government campaigned for independence on the basis of the 1961 Constitution, and led to a worsening of relations between Rhodesia and the United Kingdom (Atkinson, 1972). Ian Smith, Prime Minister of Rhodesia, failed to reach
agreement with successive Conservative and Labour administrations in the United Kingdom and, on the 11th November 1965, he made a Unilateral Declaration of Independence (UDI). Rhodesia was subjected to economic sanctions, and this added to the financial uncertainty already existing at the College. The College was now dependent on the Southern Rhodesian Government for practically all its finance (Gelfand, 1978). Many believed that this signaled the end of the University College of Rhodesia at Salisbury as a multi-racial institution (Stanley, 1970). The new government swiftly arrested nine University College lecturers, and imprisoned and deported them without trial for their criticism of the White, minority government (Stanley, 1970). Smith displaced the Academic Board which awarded scholarships with a Committee of picked civil servants (Stanley, 1970).

Mackenzie (1987) suggests that the University played a role in the survival of the Smith government, by providing a constant stream of well-trained graduates and diplomats in most of the professional, commercial and industrial areas vital to the survival of White Rhodesian society.

The task before Dr Adams was how to maintain the autonomy of the College and keep the Charter intact, without losing its financial support (Gelfand, 1978). Those who demanded public opposition to the Government felt that the College should be closed, because the Charter could not be maintained in a hostile climate (Gelfand, 1978). They felt that their academic freedom was under threat and that a free University could not exist in such a political climate. They considered that a multi-racial University would be looked upon as a credit to the Government and enhance its reputation (Gelfand, 1978). Others felt that it was embarrassing to take money from an illegal regime, and that the British Government should be made aware of this effect of its withdrawal of its financial support (Gelfand, 1978).

The Principal, Dr Adams, and a large number of staff felt that there was need to keep the College alive and multi-racial, and keep its Charter and academic freedom intact (Gelfand, 1978). They believed that the College was the last stand of the concept of a non-racial society – it was the only chance for higher
education for African students, and therefore it had to continue to function (Gelfand, 1978).

The Rhodesia Front Government sought to encourage separation between African and non-African racial groups (Atkinson, 1972). The country was cut off from many sources of assistance from abroad, and there was political controversy among different racial groups (Atkinson, 1972).

Amongst the African students during this period, there was the fear that, if the College closed, very few would find places elsewhere (Gelfand, 1978). They felt that the University was a British one, and that Britain should support them against UDI (Gelfand, 1978). However, it should be remembered that the greater part of the recurrent finance of the College came from the Rhodesian Government, and so the College could remain without money from overseas (Gelfand, 1978). There were also worries about the career prospects of those who graduated from the University College. The official policy of the Rhodesian Front Government was racial separation, which restricted opportunities for Africans in government service except in teaching (Atkinson, 1972). Also future generations of Africans and non-Africans alike were likely to be concerned with the acceptability of the University College degrees in other parts of the world (Atkinson, 1972).

According to Gelfand (1978), the UDI, at the end of 1965, created no violent reactions amongst African students mainly because of their dispersal immediately after the examinations. However, in subsequent years the situation was exacerbated by a series of political and racial upsets. In order to fully appreciate the events of 1966 and later, an exposition of the racial polarisation that had engulfed the institution from its inception is imperative.

**Racial Polarisation and Student Activism**

According to Gelfand (1978), right from the start the College was thought of as a British-type University with a Western culture. Therefore, all who came there were automatically expected to conform to British standards. When it first began, a brochure was issued, giving its history and the significance of
Under entrance qualifications, it stressed the importance of Western culture. The following quotation exemplifies this thinking:

_Europeans have brought to the Federation the Western way of life, based on Christian culture. It is essential that this way of life be maintained and disseminated among all races in the Federation… Hence entrance to the University, where the European way of life is studied and taught in the highest degree, must be for those who can justify their presence there, that is there must be no lowering of entrance standards below those obtaining for Europeans elsewhere (University College of Rhodesia & Nyasaland, nd)._}

In advocating for a federal University with a College for each of the two major races during the formation years of the University College, Hodson had said that the majority of European students would refuse to attend a University swamped by African students, as their backwardness would inevitably lower its standards (Gelfand, 1978). Africans were not asked what kind of a University they would like; it was taken for granted that they wished for a Western-type institution (Gelfand, 1978).

As Gelfand (1978) argues, many of the Africans came from rural districts, where they had been educated in mission schools, and had obtained their A-levels at Government schools. Secondary schooling for Africans was still in its infancy, and not as highly geared as that for Europeans. In any case few of the Africans had any money of their own, and practically all depended on the scholarships, grants, bursaries and loans given to them to help them through College (Gelfand, 1978).

The University College was virtually the only place in Southern Rhodesia, apart from the missions, where Europeans and Africans could enjoy social relations together, and for most of the European students it was a new experience to find themselves in the company of Africans as fellow-students rather than as family servants (Maxwell, 1980).
In the early days, a few incidents of racism occurred. When the College opened in March 1957, there were 68 students – 8 were African, one of them a woman (Gelfand, 1978). Fifty-three students lived in the halls of residence – 8 Africans and 45 Europeans (Gelfand, 1978). The rest stayed outside campus, mainly in their homes. Manfred Hodson Hall was for White students, Carr-Saunders for non-White males, and Swinton for European girls (Gelfand, 1978). Gelfand (1972) argues that, in spite of this segregation, the students all mixed well, probably because of the small numbers.

As the numbers of both races increased in the College, the White racial group grew and by 1964 very few African men could mix with or even talk to a European girl without some risk of resentment and them being made to feel uncomfortable (Gelfand, 1978). A Black man and a White girl would have found it uncomfortable to sit together at a table for a meal at Manfred Hodson, but not at Carr-Saunders (Gelfand, 1978). There were instances of friendship between the races which, however, led to trouble with the European parents (Gelfand, 1978).

By the early 1960s, African students were feeling that they were tolerated rather than accepted by many of the Europeans (Gelfand, 1978). There was no free discussion between the races. Africans complained that student affairs were being mismanaged, that they could not attend meetings and refused to recognise the Students’ Union Council as the official organ of the student body (Gelfand, 1978). Some wished to withdraw from the Students’ Union to form one of their own (Gelfand, 1978). In 1962 a new constitution divided the Students’ Union into two councils, separating the administrative from the representative aspects of the Union (Gelfand, 1978).

Gelfand (1978) claims that most of the racial conflict at the College was due to outside political events – the African nationalist struggle against the Federation and then against UDI. In September 1957 the Southern Rhodesia African National Congress was formed, only to be banned in February 1959 (Gelfand, 1978). Students could not remain unaffected by these events or the riots that took place in various parts of the country during this period (Gelfand,
Thus on 10 October 1960, all African students at the College took part in a total hunger strike in sympathy with their people who had been killed in a disturbance in Harare Township (Gelfand, 1978). This strike did not arouse much public comment. Most African students supported the Zimbabwe African Peoples’ Union (ZAPU) until 1963, when, after a split, many became more attached to the Zimbabwe African National Union (ZANU) (Gelfand, 1978). Officials of both parties came to the College to lecture to the Current Affairs Society to which many, mostly Africans belonged.

Further, racial tensions developed as a result of the Rhodesia Front’s policy of moving towards clearer lines of demarcation between racial groups under their control (Atkinson, 1972). Atkinson (1972) points out that a new constitution, based on the recommendations of a Constitutional Commission appointed during 1968, was approved by an overwhelming majority of the electorate in a referendum on 20 June 1969. It provided for an independent Rhodesian republic, with legislature composed of the representatives of the different racial groups in proportion to the amount they paid in taxes (Atkinson 1972). This device was designed to preserve White supremacy into the foreseeable future.

**Demonstrations**

The first demonstration at the College took place in June 1962 against the Portuguese Governor-General who was visiting the College that day (Gelfand, 1978). It was organised to protest against the lack of academic freedom in Portugal, and in Portuguese East- and West African Universities (Gelfand, 1978). Over 20 students of both races, mostly African, stationed themselves on the road outside the Principal’s drive and waited with placards for the Governor-General (Gelfand, 1978).

The next major demonstration was the one against Lord Salisbury on 5 April 1963. He had been invited by the Federal Government to lay the foundation stone of what was going to be the teaching hospital of the Medical School that had just been opened (Gelfand, 1978). Lord Salisbury’s right wing
sympathies, as articulated in his parliamentary speeches in the British Hansard, were well known.

According to Gelfand (1978), when the 1966 session opened, feelings were so strong that it needed but a match to light the fire and this was struck by the Principal’s letter at the beginning of March. It contained a statement by the College Council, pointing out that student behaviour on and off campus was a matter for College discipline (Gelfand, 1978). This meant that political activities outside the College might easily be construed as bad behaviour, and perhaps, cause the loss of Government grants (Gelfand, 1978). The letter also gave the Student Union new powers to issue formal warnings to students and to penalise them for small offences, such as damage to Students’ Union property (Gelfand, 1978). This came at a most inopportune time.

According to Atkinson (1972), on the morning of 17 March 1966, some 230 students, mostly Africans, boycotted lectures and staged a series of noisy demonstrations around the campus. On the next day, police were summoned to break up a mob of demonstrating students who had refused to disperse on the order of the Principal, Dr Walter Adams (Atkinson, 1972). The executive committee of the College took advantage of the situation to announce an investigation into the causes of the events which took place at the College in March and other matters. An independent commissioner, Sir Robert Birley, former headmaster of Eaton in Britain, and at that time current visiting Professor of Education at the University of the Witwatersrand (South Africa), was selected (Atkinson, 1972).

**Birley’s Report**
Professor Birley’s report, which was presented within a fortnight of the day when he first began to hear evidence, was severely critical of both the administration of the University College, and the general climate of political opinion in Rhodesia (Atkinson, 1972). In his recommendations, Birley stated that there were grave faults in the administrative structure of the College. The Principal had taken too much authority into his own hands and had become aloof, as was illustrated in sections of Birley’s report:
The Principal takes too much into his own hands. I do not think it is difficult to see how this has happened. The Principal has been here since the College first took in students and in those days it was something like a large family which he had to look after very largely by himself … But now it is a University College of over 700 students … I am convinced that he must delegate some of the work he does now. It cannot be the right for the Principal of a University College of over 700 students to spend his time deciding on the allotment of places in the halls of residence to students or of vacant flats to members of the staff (Birley, 1966, p. 41).

In his report there were criticisms and complaints about delays in getting decisions and acknowledgements of letters. The failure to call the Promotions Committee for the whole of 1965 had caused great resentment (Birley, 1966). One Professor stated that he made 18 requests for the advertisement of a vacant chair in his Faculty, and it was only at the 19th that it was advertised (Birley, 1966). Birley (1966) recommended that immediate steps be taken to secure the services of someone engaged in the administration of an English University to come out to the College and make a thorough survey of the Administration and make recommendations for improvement.

Birley did not take the view that the College should be closed. Gelfand (1978) contends that the rising consciousness of African students against the ruling Government in office at the time was largely allowed to pass unrecognised and hardly commented on.

Professor Terence Miller replaced Dr Walter Adams as Principal in 1968. Atkinson (1972) claims that Miller was known for speaking his mind. In the course of a speech to the Salisbury Chamber of Industries in March 1969, he scolded Rhodesian employers for a failure to open up opportunities for careers to educated Africans (Atkinson, 1972). In response to Miller’s position on issues of race, one White Rhodesian allegedly retorted:

*Mr. Miller has made more than enough inflammatory statements in this country. I have always been led to believe that some of the finest breeding-
grounds for extreme Socialism and Communism are to be found among our higher intellects at the University (Atkinson, 1972, p. 159).

These considerations eventually drove Miller to resign from office. “I believe”, he wrote to the chairman of the College Council,

… that the prospect before UCR is now likely to be that of a University in enemy-occupied territory. The Head of the University will be expected to collaborate with the ‘occupying power’ in policies and projects which cannot be isolated from underlying wider principles and assumptions that he must in his heart, condemn (Atkinson, 1972, p. 161).

Thus the acceptance of the republican constitution in 1969, and the resignation of Principal Miller, meant that the University College’s links with academic life in the United Kingdom was progressively weakened, while its dependence on local support was emphasised more and more (Atkinson, 1972).

The autonomy of the University College had not yet been seriously endangered. Its relationship with two major British Universities and the presence of British representatives on the College Council implied a measure of protection which could not easily be ignored. However, a third crisis, developing early in 1970, was the direct result of grave and far-reaching controversies concerning the constitutional status of the College in the future. This time pressures came, not only from within Rhodesia, but also from outside, in the form of demands by sections of opinion within the Universities of London and Birmingham for a severing of relations with the University College.

**Severing of Special Relations**

During the autumn of 1969 there were a series of demonstrations by London University students, which were aimed at bringing the agreement of special relationship with the Rhodesian institution to an end (Atkinson, 1972). Similar action was taken by Birmingham students during the following March, in an
attempt to influence the outcome of protracted negotiations concerning the future of the Medical School in Salisbury (Atkinson, 1972). Atkinson (1972) argues that these students were concerned about the fate of African fellow-students under an increasingly racialist form of government, and that they were anxious to obtain concrete assurances that multi-racial facilities would be preserved intact. He further argues that the resignation of Professor Miller from the principalship reinforced their case – it implied little hope of maintaining the College’s autonomy in the future (Atkinson, 1972).

Authorities of either British University realised that future relations with the Rhodesian institution would be marked by an increasing measure of embarrassment and irritation, which might well make complete separation unavoidable (Atkinson, 1972). Atkinson (1972) suggests that it was apparently in an effort to forestall such an eventuality that the College authorities decided to begin a programme of disengagement on their own account. In any case, the scheme of special relationship, as envisaged in the Asquith Report, had never been intended as more than a transitory arrangement to allow overseas University institutions an opportunity to establish their own academic prestige (Atkinson, 1972).

According to Atkinson (1972), the period of sponsorship already enjoyed by the University College of Rhodesia – fourteen years – was considerably longer than that maintained by London University with many other overseas institutions [London University had maintained special relationship with University institutions in Khartoum (1948-56); Ghana (1948-59); Ibadan (1949-62); the West Indies (1949-62); Makerere (1949-63); Nairobi (1961-3) and Dar es Salaam (1961-3)] (Atkinson, 1972). The sponsorship had apparently been extended partly because of the College’s aim of achieving academic standards comparable to those of Universities in the United Kingdom, and partly because of the need for support in the midst of a rapidly escalating political crisis (Atkinson, 1972).

It was arranged that students entering the University College during 1970 would be the last to be permitted to take London University qualifications.
Thereafter students would take qualifications of the University of Rhodesia. In 1969, the College changed its title to the University College of Rhodesia (UCR). In December 1969, Council decided to work for full University status by 1 January 1971 (Maxwell, 1980).

In early March 1970 the College’s first President, the Queen Mother, resigned. Her resignation was justified by the reason that the College had now reached maturity as an academic institution. However, it made clear that the University of Rhodesia would be required to operate without any further support from the Crown, or from Her Majesty’s Ministers in the United Kingdom (Atkinson, 1972).

As shown in this Chapter in Table 2.1 above, in 1973 African students comprised a mere 40% of the entire University student body, even though Africans outnumbered Whites in the country 20 to 1 (Mlambo, 1995). According to Mlambo (1995), African students resented the University’s discriminatory policy of restricting African students’ course and subject choices. For example, African students were discouraged from taking science subjects and economics (Mlambo, 1995). They were ‘persuaded’ to take only ‘teaching subjects’, since employment opportunities for African graduates outside teaching in African secondary schools, were severely limited (Mlambo, 1995). African students who persisted in taking such subjects, against the ‘advice’ of the University authorities, often encountered discrimination in the classroom and in the marking of their assignments.

Figure 2.1 below shows the key events in the history of the University of Rhodesia.
**Figure 2.1: History of the University of Rhodesia: Key Events**

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1943</td>
<td>Asquith Commission</td>
</tr>
<tr>
<td>1943</td>
<td>Kapnek offers £20 000 to the Southern Rhodesia Government to build a University</td>
</tr>
<tr>
<td>1945</td>
<td>Friends of the University of Southern Rhodesia</td>
</tr>
<tr>
<td>1946</td>
<td>Inter-University Council for Higher Education</td>
</tr>
<tr>
<td>1947</td>
<td>Rhodesia University Association</td>
</tr>
<tr>
<td>1949</td>
<td>Cartmel-Robinson Committee</td>
</tr>
<tr>
<td>1952</td>
<td>Carr-Saunders Commission</td>
</tr>
<tr>
<td>1952</td>
<td>University College Inaugural Board</td>
</tr>
<tr>
<td>1953</td>
<td>Federation of Rhodesia and Nyasaland</td>
</tr>
<tr>
<td>1955</td>
<td>The Royal Charter – Setting up the College</td>
</tr>
<tr>
<td>1964</td>
<td>Morris Review Commission</td>
</tr>
<tr>
<td>1965</td>
<td>Unilateral Declaration of Independence</td>
</tr>
<tr>
<td>1966</td>
<td>Birley’s Report</td>
</tr>
<tr>
<td>1971</td>
<td>University College acquires full University status</td>
</tr>
<tr>
<td>1980</td>
<td>University of Rhodesia changes its name to the University of Zimbabwe</td>
</tr>
</tbody>
</table>

**Source:** Author

**Conclusion**

This chapter looked at the history of the University of Rhodesia, from the 1940s when the idea of a University was mooted up to the late 1970s when relations with London were severed and the liberation war began to have a negative effect on the University. At independence in 1980, the University of Rhodesia changed its name to the University of Zimbabwe. The next chapter reviews literature on the resource-based view of the firm (RBV) concept and that of path dependency.
CHAPTER 3: LITERATURE REVIEW

Purpose of the Literature Review
Cavana, Delahaye and Sekaran (2001) state that a review of literature in scientific research serves the following purposes:

- The literature review ensures that important variables that are likely to influence the problem situation are not left out of the study.
- It ensures that a researcher does not ‘reinvent the wheel’ by expending time and effort on something that has already been thoroughly researched.
- It facilitates the integration of information that has been gathered from inside the organization with what is found in previous studies.
- From a review of literature, a clear idea emerges as to what variables would be most important to consider (parsimony). Thus the literature review provides the foundation for developing a comprehensive conceptual or theoretical framework from which research objectives can be developed for testing.
- From the literature review, the statement of the research problem can be made with precision and clarity.

With the above justifications for the need for a review of literature, this chapter attempts to acquaint the reader with relevant research work carried out in the areas of the resource-based view of the firm (RBV) in general, and path dependency in particular.

Industrial Organisation Economics (IO)
It can be reasonably claimed that seeking the source of sustainable competitive advantage (SCA) is one of the dominant areas of research in the field of strategic management. According to Cockburn, Henderson and Stern (2000), throughout the 1960s and 1970s the study of ‘strategy’ was the study of what general managers or ‘leaders’ should do. The 1980s to 1990s witnessed an explosion of powerful frameworks for evaluating the determinants of differential firm performance. In this regard, two research
streams have dominated the theoretical treatment of strategic management. The first, which is based on an economic heritage, is known as industrial organisation (IO) economics. IO economics is based on the structure-conduct-performance paradigm, which holds that the structure of an industry determines the state of competition within that industry and sets the context for companies’ conduct (Collis & Montgomery, 1995). According to Spanos and Lioukas (2001), the IO economics perspective, as encapsulated in Porter’s five forces framework (Porter, 1979), assumes that firms are identical in terms of access to strategically relevant resources. In this regard, any attempt to develop resource heterogeneity has no long-term, competitive advantage viability due to the high mobility of strategic resources among firms.

According to Black and Boal (1994), Porter’s (1985) competitive forces framework, which has its roots in the IO paradigm, has provided many useful insights to researchers and practitioners by concentrating on the external side of the analysis. It sees the strategic problem in terms of industry structure, entry deterrence, and positioning (Teece, Pisano & Shuen, 1997). Its main contribution has been that industry attractiveness is the primary basis for superior profitability:

... the implication being that strategic management is concerned primarily with seeking favourable industry environments, locating attractive segments and strategic groups within industries, and moderating competitive pressures by influencing industry structure and competitors’ behaviour (Grant, 1991, p. 117).

Superior performance is seen as a function of a firm’s membership in an industry that has an attractive structure relative to other industries. According to Spanos and Lioukas (2001), within this framework, the firm is viewed as a bundle of strategic activities aiming at adapting to the industry environment by seeking an attractive position in the market area. Strategy is thus based upon identifying whether an industry is attractive or not, and then determining the viability of a potential competitive position within the external constraints
imposed by industry structure. IO views the sources of profitability to be the characteristics of the industry, as well as the firm’s position within the industry (Amit & Schoemaker, 1993).

The other perspective is known as the resource-based view of the firm (RBV). The RBV advances alternative assumptions, i.e., firms may actually be heterogeneous in relation to resources and ensuing capabilities, on which they base their competitive strategies. In addition, these resources and capabilities may not be perfectly mobile across firms, resulting in further heterogeneity among industry participants (Spanos & Lioukas, 2001). As a result of such positing, the field of strategic management has thus undergone a major shift in focus regarding the sources of sustainable competitive advantage (SCA).

**Criticism of Industrial Organisation Economics**

The competitive forces framework, as an encapsulation of the IO paradigm, has been criticised on several fronts. Black and Boal (1994, p. 131) argue that the framework runs the risk of being tautological, i.e., “firms in attractive industries are successful. They are successful because they are in attractive industries”. Black and Boal (1994, p. 131) posit that the five forces framework “does not address why some firms are able to get into advantageous positions in the first place, and why some firms are able to sustain these positions and others not”. The framework also influences managers to expend resources on influencing the industry’s structure even though their firm will not uniquely benefit from the changes, allowing competitors to free ride on the firm’s expenditures (Black & Boal, 1994).

Criticism against IO thinking and approaches also mounted in light of empirical evidence pointing to some firms being more profitable than others, regardless of whether the average profitability of the industry was high or low. According to Cockburn et al. (2000, p. 1127), there was “no compelling quantitative evidence showing that firms in which senior management actively used analytical tools to understand industry structure outperformed those that did not”. However, the use of the IO framework meant that for some time, the
link between strategy and the firm’s resources and skills suffered comparative neglect (Grant, 1991).

Researchers then directed their efforts at finding answers to the question as to what accounts for some firms being more profitable than others, regardless of whether the average profitability of the industry was high or low. The point that factors internal to the firm could account for that variance was mooted. Considerable interest shifted to the presence of firm-level resources as a possible explanation for why some firms, within a particular industry or sector, perform better than others. Many began to argue that “strategy formulation starts properly, not with an assessment of the organization’s external environment, but with an assessment of the organization’s resources, capabilities, and core competencies” (Black & Boal, 1994, p. 132). Grant’s (1991, p. 116) contribution in this regard is illustrative:

… an externally focused orientation does not provide a secure foundation for formulating long-term strategy. When the external environment is in a state of flux, the firm’s own resources and capabilities may be a much more stable basis on which to define its identity.

Rumelt’s (1991, p. 167) comment is poignant: “… industry may not be the most useful unit of analysis”. Barney (1986) adds a voice to this new thinking by advising firms to turn inwardly, and analyse information about assets a firm already controls. In advocating a new methodology, Barney (1986, p. 1238) argues that:

… environmental analysis seems less likely to systematically generate the expectational advantages needed to obtain expected above normal returns … because firms applying approximately the same publicly available methodology to the analysis of the same environment will collect about the same information.

Amit and Schoemaker (1993) agree that industry analysis excels in assessing the profit potential of various industry participants by focusing on the external
competitive forces and barriers that prevail in different product/market segments. However, it treats the firm largely as a black box, while de-emphasizing the role of managerial discretion (Amit & Schoemaker, 1993).

Peteraf (2003, p. 312) sees RBT (resource based theory), an alternative term for the RBV, as a complementary theoretical framework, rather than a replacement of industry analytical tools:

*RBT (resource based theory) is not a substitute for industry-level analytic tools, such as 5-forces analysis (Porter, 1980). It is not a substitute for strategic group analysis or for analysis of the macro environment. Rather, it is a complement to these tools.*

**Reconciling IO Economics and RBV Perspectives**

In their effort to reconcile competing perspectives on the origins of competitive advantage, Cockburn *et al.* (2000, p. 1127) agree with Peteraf (2003):

… the RBV is often positioned as an ‘alternative’ to the environmental perspective … such a positioning reflects a significant misconception, since the RBV and the environmental perspective are complementary in many important ways.

According to Spanos and Lioukas (2001, p. 911), “Besides the apparent conflicting views between the two perspectives outlined above, in reality both can co-exist and shape actual firm behaviour”. The two perspectives are complementary as explicants of firms’ performance in the sense that, by drawing insights from both, one can gain a more balanced view on the sources of competitive advantage (Spanos & Lioukas, 2001). Spanos and Lioukas (2001) argue that both perspectives seek to explain the same phenomenon of interest (i.e., sustainable competitive advantage) and the unit of analysis is identical in both cases (i.e., the firm). However, this should not distract from the fact that the two perspectives draw from two different, even antagonistic, theoretical traditions.
In support of the above argument, Cockburn et al. (2000) suggest that, after all, both literatures offer a similar theory about the process of strategic choice. In this regard, the RBV attempts to bridge the gap between theories of internal organisational capabilities on the one hand, and external competitive strategy theories on the other hand. According to Spanos and Lioukas (2001), whilst the IO economics perspective underlines a market power imperative, the RBV is fundamentally concerned with efficiency.

**The Resource-Based View of the Firm (RBV)**

As discussed above, during the 1980s and 1990s the dissatisfaction of theorists with the IO framework led to the emergence of the RBV as an alternative analytical tool. A growing body of literature began to point to the importance of firm-specific factors in explaining variations in economic rent (Amit & Schoemaker, 1993). The RBV switched the focus from the external environment, typified by Porter’s paradigm (1980; 1985), to internal resources and capabilities. Its principal contribution has been a theory of competitive advantage. It explains that long-lived differences in firm profitability cannot be attributed to differences in industry conditions alone. Rather, it focuses on strategies for exploiting existing firm-specific assets. Thus, while IO theory looks outside the firm to explain sustained superior performance, the source of rents according to the resource perspective is internal (Amit & Schoemaker, 1993). The RBV has generated a productive dialogue among previously isolated perspectives. Figure 3.1 below summarises the relationship between industry determined strategic industry factors and firm level resources, capabilities and strategic assets.
Early attempts to explain firm performance from the perspective of resources (Penrose, 1959) were rekindled by Barney (1991), Wernerfelt (1984), Grant (1991) and Rumelt (1984). These papers led to the emergence of the RBV, which has now become the dominant and popular approach in the study of the conceptualisation of competitive advantage at the level of the firm. The lineage of the RBV can therefore be traced back over four decades and it has received attention in recent years. It has established a foothold in the strategic management literature by becoming one of the most influential frameworks in this area. The importance of this new direction in strategy research is reflected by the fact that, in 1994, Wernerfelt's article was awarded the Strategic Management Journal's best paper prize for reasons...
such as being “truly seminal”, and an “early statement of an important trend in this field” (Zajac, 1995, p. 169). Some of the commentary read as follows: “Very instrumental in creating the research agenda for resource-based studies” (Zajac, 1995, p. 169).

Until the late 1980s, the RBV was characterised by a rather fragmented process of development (Fahy, 2000). The earliest acknowledgement of the potential importance for firm-specific resources is to be found in the work of economists such as Chamberlin and Robinson (Chamberlin, 1933; Robinson, 1933). Chamberlin (1933) argues for the consideration of a firm’s unique assets and capabilities. The above works were subsequently further developed by Penrose (1959). Andrews’s (1971) framework, about what a firm can do (strengths and weaknesses) and what it might do (opportunities and threats), dominated the field of strategy for much of the 1970s and 1980s (April & Shockley, 2005). In the 1980s, Porter (1985) revised the traditional IO view by introducing the value chain framework, which stated that sources of competitive advantage are not only from the external environment but also from the internal characteristics of the firm.

By the mid-1990s, the RBV had assumed centre stage in the strategic management literature. Its key proposition is that differences in firm strategy and performance are primarily driven by unique resources and capabilities that a firm possesses, or in the way in which these resources and capabilities are combined and utilised (Penrose, 1959; April & Cradock, 2000). However, in the early contributions, there was no explicit distinction between resources and capabilities.

The resource-based view of the firm acknowledges the importance of company-specific resources and competencies, i.e., the roots of competitive advantage are inside the organisation rather than outside (Collis & Montgomery, 1995). It is not about reviewing the attractiveness of entire industries, and their profit and growth potential for new entrants. It is about what individual firms can do to understand themselves better (April, 2002; April & Shockley, 2005). The RBV focuses on the heterogeneity of firms, their
varying degrees of specialisation, and the limited transferability of corporate resources (Amit & Schoemaker, 1993).

**Types of Resources**

**Tangible and Intangible Resources**

As discussed above, the RBV perspective charts a new direction in the field of strategic management and so a succinct encapsulation of the basic ideals embedded in the theory is in order. According to the RBV theory, there are three types of resources, namely tangible and intangible resources and organisational capabilities (Barney, 1991). Resources in, and of, themselves do not confer a sustainable competitive advantage. Managers have to convert resources into something of value to customers. Tangible resources include plant, equipment, raw materials and bank deposits (Collis & Montgomery, 1995). They are rarely a source of sustainable competitive advantage (SCA) because they are observable and susceptible to imitation. However, there are notable exceptions, for example, real estate locations adjacent to popular tourist sites (April, 2002).

Intangible resources include trademarks, technological knowledge, patents, accumulated learning and company reputation (Collis & Montgomery, 1995). Intangible resources play an important role in competitive advantage because they are difficult to build and, thus, less easily duplicated by competitors (Reed & DeFillippi, 1990). Amit and Schoemaker (1993, p. 36) call these resources ‘strategic assets’ – “a set of difficult to trade and imitate, scarce, appropriable and specialized resources and capabilities that bestow the firm’s competitive advantage”.

One type of intangible resource is social capital. Adler and Kwon (2002) define social capital as the range of resources provided by the structure of social relations. It is the network of relationships that individuals have throughout the organisation. Social capital includes relationships between the firm and its suppliers, customers and alliance partners. It normally grows and develops with use, for example, trust that is demonstrated today typically will be reciprocated and amplified tomorrow (Adler & Kwon, 2002).
Characteristics of Resources

One of the principal insights of the RBV is that not all resources are of equal importance or possess the potential to be a source of SCA (Fahy, 2000). Advantage-creating resources must possess certain characteristics. Grant (1991) presents four characteristics of resources and capabilities that are important in determining the sustainability of competitive advantage, namely, durability, transparency, transferability, and replicability. According to Grant (1991, p. 129), “the firm’s most important resources and capabilities are those which are durable, difficult to identify and understand, imperfectly transferable, not easily replicated, and in which the firm possesses clear ownership and control”.

Collis and Montgomery (1995) suggest that for resources to be a source of SCA they must meet five tests, namely: inimitability, durability, appropriability, substitutability and competitive superiority. Amit and Schoemaker (1993) argue further that advantage-creating resources must meet eight criteria for SCA to be achieved: complementarity, scarcity, low tradability, inimitability, limited substitutability, appropriability, durability, and overlap with strategic industry factors.

Barney (1991) provides, what is arguably, the most detailed and formalised depiction of the RBV. His work solidified the groundwork for the comprehensive framework to identify the needed characteristics of firm resources in order to generate sustainable competitive advantage. Barney (1991) suggests that two assumptions, axioms of the RBV, must be met: (1) resources are distributed heterogeneously across firms, and (2) that these productive resources cannot be transferred from firm to firm without cost, i.e., resources are ‘sticky’. Barney (1991) offers an enhanced framework, identifying four characteristics of resources essential for gaining sustainable competitive advantage. According to Barney (1991), for resources to be sources of SCA, they must meet four criteria. They must be valuable, rare, difficult to imitate and non-substitutable. Such resources are labelled ‘strategic resources’.
(a) Valuability
Firstly, the resources must be valuable, i.e., they must contribute to firm efficiency and effectiveness. A valuable resource enables a firm to improve its market position relative to competitors (Hoopers, Madsen & Walker, 2003). A resource is valuable because buyers are willing to purchase the resources’ outputs at prices significantly above their costs (Combs & Ketchen Jr., 1999).

(b) Rarity
Secondly, the resource should be rare, i.e., it must not be widely held. If a particular resource and capability is controlled by numerous competing firms, then that resource is unlikely to be a source of competitive advantage for any one of them (Barney, 1995, p. 52). According to Barney (1995), valuable but common resources and capabilities are sources of competitive parity. To be of value in sustaining competitive advantage, resources must be available in short supply relative to demand (Hoopers et al., 2003). Rarity connotes uniqueness, specificity or scarcity (Espino-Rodriguez & Padron-Robaina, 2006).

Peteraf and Bergen (2003), however, warn against adopting a simplistic view of resource scarcity. They argue that the emphasis on resource scarcity has led some to conclude that firms with valuable resources will necessarily have a competitive advantage if rivals are denied access to resources of the same type (Peteraf & Bergen, 2003). In their view, the limiting factor is not scarcity in terms of resource type, but scarcity in terms of the functions that the resources serve. This is so because “resource bundles that are dissimilar in type may serve as effective substitutes in terms of producing the same end product or its equivalent” (Peteraf & Bergen, 2003, p. 1032).

(c) Inimitability
Thirdly, the resources must be inimitable, i.e., they should not be easily replicated by competitors. The inability of competitors to duplicate resource endowments is a central element of the RBV (Fahy, 2000). A firm’s resources can therefore sustain superior economic performance only if the resources are inimitable. Barney (1995) suggests that imitation can occur in at least two
ways: duplication and substitution. ‘Duplication’ occurs when an imitating firm builds the same kinds of resources as the firm it is imitating (Barney, 1995), whilst ‘substitution’ occurs when an imitating firm has resources that fulfil the same function. Thus inimitability is a lynchpin of resource-based theory and central to understanding the sustainability of competitive advantage (King & Zeithaml, 2001). Collis and Montgomery (1995) argue that inimitability is at the heart of value creation, because it limits competition.

For a firm to be in a position to exploit valuable and rare resources, there must be a resource position barrier to prevent other competitors from imitating those resources. Possessing a resource that competitors easily can copy generates only temporary value. Thus, the sustainability of a resource-based advantage is predicated on the condition of inimitability (Lippman & Rumelt, 1982). If a firm’s strategy is based upon resources that competitors can readily buy, then that firm’s ability to sustain competitive advantage will be considerably diminished.

Teece, Pisano and Shuen (1997) argue that competences and capabilities can provide competitive advantage because the routines upon which they rest are normally rather difficult to replicate. Imitation is also hindered by the fact that few routines are “stand-alone” – coherence may require that a change in one set of routines in one part of the firm requires changes in some other part (Teece et al., 1997).

**Resources and Rent**

Peteraf and Barney (2003) suggest that if resources can be imitated, the rents they generate are Schumpeterian and are likely to be short-lived. Schumpeterian or entrepreneurial rents may be achieved by risk-taking and entrepreneurial insight in an uncertain, complex environment. However, if there are barriers to imitation, then the rents are Ricardian and may be long lasting (Peteraf & Barney, 2003). According to Amit and Schoemaker (1993), Ricardian rents are extraordinary profits earned from resources that are in fixed or limited supply. They may be achieved by owning a valuable resource that is scarce, for example, ownership of valuable land, locational advantages,
patents and copyrights (Mahoney & Pandian, 1992). The other type of rent is monopoly rent that may be achieved by governmental protection or by collusive arrangements when barriers to potential competitors are high (Mahoney & Pandian, 1992).

Peteraf (1993) elucidates the link between resources and economic rents by identifying conditions for sustainable competitive advantage. Firstly, there must be *ex ante* limits to competition – i.e., prior to any firm’s establishing a superior resource position, there must be limited competition for that position (Peteraf, 1993). Another condition is that there must be *ex post* limits to competition – i.e., the forces that limit competition and rent generating potential after a firm gains competitive advantage (Peteraf, 1993). Amit and Schoemaker (1993) argue that it is the ability of a firm’s managers to identify, *ex ante*, a set of strategic assets that helps a firm generate organisational rents thus achieving sustainable competitive advantage.

**Asset Accumulation**

Dierickx and Cool (1989) provide a fully articulated model of intangible asset accumulation, from which they conclude that relative resource positions are sustainable. They argue that how inimitable an asset is depends upon the nature of the process by which it was accumulated. It is “the cumulative result of adhering to a set of consistent policies over a period of time, i.e., strategic asset stocks are accumulated by choosing appropriate time paths of flows over a period of time” (Dierickx & Cool, 1989, p. 1506). In their view, inimitability of an asset stock is related to the characteristics of the process by which it may be accumulated, i.e., the degree of inimitability of a particular asset is determined by the interplay of a number of basic properties (Dierickx & Cool, 1989). They identify the following characteristics as serving to impede imitation (and hence ensuring sustainability): time compression diseconomies, asset mass efficiencies, inter-connectedness of asset stocks, asset erosion, and causal ambiguity.

*Time compression diseconomies* imply that asset accumulation cannot be rushed. The presence of *time compression diseconomies* implies that
maintaining a given rate of R&D spending over a particular time interval produces a larger increment to the stock of R&D (Dierickx & Cool, 1989).

**Asset mass efficiencies** imply that the initial level of an asset stock significantly influences the pace of its further accumulation (Dierickx & Cool, 1989). The more assets a firm has, the lower the marginal cost of producing further additions to the asset stock. Adding increments to an existing asset stock is facilitated by possessing high levels of that stock (Dierickx & Cool, 1989). Even if an entrant invests in one year the total sum of the incumbent investments made over several years, it will not achieve the same resource position. This is so because firms who already have an important stock of R&D know-how, for example, are often in a better position to make further breakthroughs and add to their existing stock of knowledge than firms who have low initial levels of know-how (Dierickx & Cool, 1989).

*Interconnectedness of asset stocks* means that accumulating increments in an existing stock may depend not only on the initial level of that stock, but on the low initial level of another stock which is its complement (Dierickx & Cool, 1989).

**Asset erosion** means that all asset stocks “decay” in the absence of “maintenance” expenditures (Dierickx & Cool, 1989).

**Causal ambiguity** means that it may be impossible to fully specify which factors play a role in the accumulation process of asset stocks (Dierickx & Cool, 1989). The imitation of those stocks by other firms becomes impossible.

**Behavioural Decision-making**

Amit and Schoemaker (1993) attempt to link the ‘industry analysis framework’ with the ‘resource-based view of the firm’, and highlight the human limitations in crafting firm strategy. In essence, they add behavioural decision-making biases as further impediments to the transferability or inimitability of a firm’s resources and capabilities (Amit & Schoemaker, 1993). Amit and
Schoemaker (1993, p. 39) argue that the strategic value of a firm’s resources and capabilities is enhanced the more difficult they are to buy, sell, imitate or substitute:

*Invisible assets such as tacit organizational knowledge or trust between management and labour cannot be traded or easily replicated by competitors since they are deeply rooted in the organization’s history. Such firm-specifics are history-dependent … and this idiosyncracy makes them difficult to imitate and their development time cannot be easily compressed.*

**Sources of Inimitability**
Barney (1991) suggests that the capabilities to transform commonly available resources into valuable, rare, inimitable, and non-substitutable resources is a barrier to imitation if the capabilities are: (i) physically unique, (ii) socially complex (no-one really understands how the resources are actually transformed), (iii) path dependent (the transformation of resources occurs over time and is routed in the past), and/or (iv) causally ambiguous (no-one understands how capabilities actually result in the final product). Below is a diagram that illustrates Barney’s (1991) framework, showing the relationship between characteristics of resources and sustained competitive advantage.

**Figure 3.2: Relationship Between Resource Heterogeneity and Immobility, Value, Rareness, Imperfect Inimitability, and Substitutability, and Sustained Competitive Advantage**

**Source:** Adapted from Barney (1991, p. 112).
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(i) Physical Uniqueness
The resource should be difficult to copy because it is physically unique, for example a beautiful resort location.

(ii) Social Complexity
Social complexity can be found where resources are based on very complex social phenomena – reputation, trust, friendship, teamwork, and culture (Barney, 1995). Such resources are time-consuming and expensive to imitate. Competitors may commit significant amounts of time and money to replicate a competitor's resources, without achieving similar benefits. The source of advantage is known, but the method of replicating the advantage is unclear (Potgieter, April, Cooke & Osunmakinde, 2009).

(iii) Causal Ambiguity
Causal ambiguity is the inability of competitors to duplicate resource endowments. However, the discussion of barriers to duplication has been complicated by the conflicting use of terminology in the literature. According to Fahy and Smithee (1999), several overlapping classification schema have been proposed including asset stock accumulation (Dierickx & Cool, 1989), capability gaps (Coyne, 1986), capability differentials (Hall, 1992; 1993), ex-post limits to competition (Peteraf, 1993), isolating mechanisms (Rumelt, 1984; 1987), uncertain inimitability (Lippman & Rumelt, 1982), and causal ambiguity (Reed & Fillippi, 1990).

According to Lippman and Rumelt (1982), causal ambiguity refers to the phenomenon surrounding business actions and outcomes that make it difficult for competitors to emulate strategies. It refers to the uncertainty and imperfect understanding regarding the causes of efficiency differences among firms (Peteraf, 1993). It is the relative difficulty of deciphering causal links between organisational resources and outcomes. Causal ambiguity prevents would-be-imitators from knowing exactly what to imitate or how to go about it (Peteraf, 1993). Imitating firms cannot know the actions they should take in order to duplicate the strategies of firms with sustained competitive advantages (April & Schokley, 2005). Thus when an advantage is based on
competencies that have causally ambiguous characteristics, then it will be difficult for competitors to overcome the advantage by imitation (Reed & DeFillippi, 1990).

In essence, causal ambiguity creates barriers to imitation because it limits a competitor’s understanding of exactly what it is that makes successful firms successful (Reed & DeFillippi, 1990). The link between the resources controlled by a firm and a firm’s competitive advantage is not understood, or understood only imperfectly. It is impossible to disentangle either what the valuable resource is, or how to recreate it (Collis & Montgomery, 1995). According to Peteraf (1993), this uncertainty may limit imitative activity, thus preserving the condition of heterogeneity. In the absence of uncertainty, the creation of a unique resource could be repeated, and its uniqueness destroyed (Reed & DeFillippi, 1990).

Reed and DeFillippi (1990) shed light on the characteristics of resources which individually, or in combination, may prevent their imitation by competitors. These characteristics are: tacitness, complexity and specificity. Tacitness refers to the implicit and non-codifiable accumulation of skills that result from learning by doing – the inability to identify or codify a pattern of activities. Complexity results from having a large number of interdependent skills and assets, while specificity refers to the transaction-specific skills and assets that are utilised in the production processes and provision of services for particular customers (Reed & DeFillippi, 1990). Reed and DeFillippi (1990) argue that the ease with which competitive advantage may be sustained, or the speed with which it is subject to imitation, depends upon the height of the barriers. The most effective barriers to imitation are achieved when competitors do not fully comprehend the competencies on which the advantage is based (Reed & DeFillippi, 1990).

Reed and DeFillippi (1990) argue further that ambiguity may be so great that not even managers within the firm fully understand, or only partly understand (April, 2002), the relationship between actions and outcomes. However, in that situation it may be impossible to utilise competencies to advantage.
Reed and DeFillippis' (1990) clarion call for managers is that, in order to maintain the barriers to imitation and therefore sustainability of advantage, they should invest in the sources of ambiguity, i.e., tacitness in skills, complexity in skill and resource interaction, and specificity of assets.

(iv) Path Dependency

Resource inimitability may result from path dependency such as unique historical circumstances. History is important because “as firms evolve, they pick up skills, abilities, and resources that are unique to them, reflecting their particular path through history” (Barney, 1995, p. 53). To illustrate this point, Barney (1995) explains that Caterpillar was able to become the dominant firm in the heavy construction equipment industry, because it received government support as the supplier of heavy construction equipment to build roads, air strips and army bases during World War II. A firm trying to duplicate Caterpillar's world-wide service and supply network for heavy construction equipment is unlikely to receive the same kind of government support (Barney, 1995). Further, by getting in early Caterpillar was able to develop, retain and further embed relationships with specific value-adding suppliers and vendors – and at a specific time in the economic and life-cycle histories of these suppliers and vendors. Caterpillar was able to sign up customers – and with good services and reasonable products, was able to keep the customers locked in through deeper and more complex relationships.

Thus, the unique path through history may enable a firm to obtain unusual resources and resource-related relationships (e.g., with suppliers and vendors) over a long period of time and in a given context as illustrated above. Barney (1991, p. 107) argues that “… companies’ ability to acquire and exploit some resources depends upon their place in time and space”. Once a particular unique time in history passes, firms that do not have space- and time-dependent resources cannot obtain them, and these resources are imperfectly imitable. Competitors cannot go out and buy these resources – they must be built over time in ways that are difficult to accelerate (Collis & Montgomery, 1995). Dierickx and Cool (1989) argue that an asset that defies imitation is path dependent, in the sense that it is contingent upon preceding
levels of learning, investment, assets stocks and development activity. For such assets, history matters – “would-be-imitators are thwarted by the difficulty of discovering and repeating the developmental process and by the considerable lag involved” (Peteraf, 1993, p. 183). Path dependency, as a source of inimitability, will be discussed further in this chapter because it forms the theoretical anchor point upon which this research is based.

(d) Substitution

The fourth criterion for resources to be a source of SCA is that of substitution. Substitution is important because firms may be able to substitute some resources for other resources. Barney (1995) claims that by using its special design and manufacturing skills to build heavy construction equipment that break down less frequently, Komatsu was able to substitute Caterpillar’s world-wide service and supply network. For resources to be a source of SCA, they should therefore be non-substitutable, i.e., other resources should not fulfil the same function. If these substitute resources have the same strategic implications, and are no more costly to develop, then imitation through substitution will lead to competitive parity in the long run (Barney, 1995).

A source of competitive parity for both Coke and Pepsi is how the two companies have battled each other for market share in the soft drink industry (Barney, 1995). Both Coca-Cola and PepsiCo are marketing power-houses; both have enormous financial capabilities and strong management teams (Barney, 1995). While market share has shifted back and forth between them over time, it is not clear that these efforts have generated competitive advantages for either Coke or Pepsi (Barney, 1995). Having recognised the futility of head-to-head competition for market share, both Coke and Pepsi are moving towards exploiting different resources. Coke has extended its marketing efforts internationally, whereas Pepsi focuses mostly on the market in the United States of America (Barney, 1995) – imitation through substitution, leading to competitive parity.
Resource Complementarity
According to Amit and Schoemaker (1993), a firm’s strategic assets may exhibit complementarity in deployment or application, i.e., the strategic value of each asset’s relative magnitude may increase with an increase in the relative magnitude of other strategic assets – positive externalities. April and Shockley (2005) agree, with Amit and Schoemaker (1993), that a firm’s resources may exhibit complementarity in their deployment. April and Cradock (2000) coined the term ‘complementary resource combinations (CRCs)’ to denote such complementarity. April and Cradock (2000) define CRCs as resulting from bundles, or combinations, of certain assets and resources which exhibit complementarity in deployment or application. In a path-breaking study, April (2004) explores how information technology (IT), in combination with other firm resources, can contribute to the development of CRCs. Complementarity arises when a resource produces greater returns in the presence of another resource than it does alone (April, 2002), for example, an electronic data interchange when combined with pre-existing supplier trust (Powell & Dent-Micallef, 1997) – a concept akin to synergistic benefits. April and Shockley (2005) define CRCs as complex and dynamic combinations of resources, people, and processes that a firm uses to transform resource inputs to capability outputs, many of which are configurations of tangible and intangible assets.

Resource Heterogeneity
Peteraf (1993) posits that one of the fundamental tenets of the RBV theory is that resource heterogeneity between firms does exist, and that the rents attained from such heterogeneity can be sustained. She states that heterogeneity is necessary for sustainable competitive advantage, but not sufficient (Peteraf, 1993). She further argues that resources which are immobile, because of their idiosyncratic or firm-specific nature, are certainly heterogenous (Peteraf, 1993). For Peteraf (1993), resource heterogeneity implies that some firms have resources that generate more value than others. Peteraf and Barney (2003) argue that firms with superior resources, in terms of their ability to generate more value, will have a competitive advantage in terms of differential residual value. However, the process is not automatic – it
requires the moderating interventions of managerial choices in the identification, development, protection and subsequent deployment of resources in product markets (Fahy, 2000). Teece, Pisano and Shuen (1997, p. 519) are more explicit: “the way production is organized by management inside the firm is the source of differences in firms’ competence in various domains”. To that extent, competitive advantage lies with its managerial/people and organisational processes, shaped by its (specific) asset position, and the paths available to it (Teece et al., 1997).

Amit and Schoemaker (1993) take the discussion further by arguing that firms differ in the resources and capabilities they control because of resource-market imperfections, and discretionary managerial decisions about resource development and deployment. This can be a source of sustainable economic rent, and stem from imperfect and discretionary decisions to develop and deploy selected resources and capabilities, made by boundedly rational managers facing high uncertainty, complexity, and intra-firm conflict (Amit & Schoemaker, 1993).

Peteraf and Barney (2003) posit that so fundamental is the condition of heterogeneity to resource-based theory (RBT) that it is the sine qua non of this theory. However, in their view, while heterogeneity can result from uncertainty and immobility, other possibilities include path dependency, chance events, governmental largess, and unevenly distributed property rights (Peteraf & Barney, 2003).

**Resource Immobility**

Peteraf (1993) argues that resources are perfectly immobile if they cannot be traded, or if they are idiosyncratic to the extent that they have no other use outside the firm. According to Dierickx and Cool (1989), loyalty of one’s dealers or the trust of one’s customers cannot be bought. Dealer loyalty must be cultivated and customers’ trust must be earned through a history of honest dealings (Dierickx & Cool, 1989). Loyalty and trust are examples of what economists call ‘externalities’ and have practical economic value but they cannot be traded on the open market (Dierickx & Cool, 1989).
Other kinds of resources may be described as tradeable, for example many inputs like raw materials, required by most firms may be bought and sold on the open market (Dierickx & Cool, 1989). Because immobile or imperfectly mobile resources are non-tradeable, or less valuable to other users, they remain bound to the firm and are available for use over the long run (Peteraf, 1993). Teece et al. (1997) agree that firm-specific assets that are impossible to imitate are difficult to transfer among firms, because of transaction costs, transfer costs, and because the assets may contain tacit knowledge. To that extent, they can be a source of sustained competitive advantage.

**Sustainable Competitive Advantage (SCA)**

For competitive advantage to be a theoretically meaningful construct for strategy research, its definition must be clearly stated and its operationalisation better specified. According to Fahy (2000, p. 96), the RBV starts with the assumption that “the desired outcome of managerial effort within the firm is a sustainable competitive advantage”. Competitive advantage is the unique position an organisation develops vis-à-vis its competitors through its patterns of resource deployments (Reed & DeFillippi, 1990). Peteraf and Barney (2003) posit that competitive advantage derives from firm-specific resources that are scarce (rare) and superior in use, relative to others. It is an indicator of the firm’s potential to beat its rivals in terms of rents, profitability, market share, and other outcomes of interest (Peteraf & Barney, 2003). Peteraf and Barney (2003) further argue that there are several routes to competitive advantage – it simply requires an enterprise to be a superior, perceived value generator, relative to the least efficient competitor capable of breaking even.

According to Barney (1991, p. 102), “... a firm has SCA when it is implementing a value-creating strategy not simultaneously being implemented by any current, or potential, competitors and when these other firms are unable to duplicate the benefits of this strategy”. Thus a central element of the RBV in explicating SCA is the inability of current and potential competitors to duplicate the value-generating resource, routine or capability.
Coyne (1986) suggests that for a competitive advantage to be meaningful, it has to meet three conditions: (1) customers should perceive a consistent difference in important attributes between the producer’s product or service and that of competitors, (2) the difference should be the direct consequence of a capability gap between the producer and his or her competitors, and (3) both the difference in important attributes and the capability gap can be expected to endure over time.

According to Lado, Boyd, Wright and Kroll (2006), sustainability of competitive advantage is enhanced when the firm’s resources and capabilities are ‘opaque’ such that nobody (including the focal firms’ management or employees) can fully understand their value-enhancing attributes. However, the opacity of such resources might frustrate the leveraging of such competencies within the firm to gain strategic advantage. Fahy (2000), as well as April and Cradock (2000), argue that sustainability does not refer to a particular period of calendar time, nor does it imply that advantages persist indefinitely; rather it depends on the possibility and extent of competitive duplication.

Barney (1991) suggests that firms, in general, cannot expect to obtain SCA when strategic resources are evenly distributed across competing firms and are highly mobile. Thus, the central premise of the RBV addresses the fundamental question of why firms are different, and how firms achieve and sustain competitive advantage by deploying their resources in unique ways. The RBV theory postulates that firms are heterogeneous in terms of the strategic resources they own and control, and therefore in the potential capabilities they are able to create. The search for sources of SCA must necessarily focus on firm resource heterogeneity and immobility, as well as inimitable routines and the dynamism of its capabilities.

Resources and Capabilities
A distinction has emerged in the RBV literature between resources and capabilities. Grant (1991) argues that resources are the source of a firm’s capabilities, while capabilities are the main source of its competitive
advantage. He has provided further clarification: “a capability is the capacity for a team of resources to perform some task or activity” (Grant, 1991, p. 119). Although firms have access to common resources, “it is their capability to configure and deploy these resources … which leads to a differentiated offering…” (Bitar & Hafsi, 2007, p. 405). Thus a capability encompasses the skills of individuals or groups, as well as organisational routines and interactions through which all the firm’s resources are co-ordinated (Grant, 1991).

Capabilities therefore are not generic but are usually firm-specific, whereas resources may be available to many competitors (Bitar & Hafsi, 2007). While both a capability and a resource might lead to competitive advantage, a capability encompasses resources and expands their potential (Bitar & Hafsi, 2007). Capabilities evolve in response to problems defined in a specific context. In essence, “each organization develops its own configuration of capabilities shaped by its specific environment, history and future anticipations” (Bitar & Hafsi, 2007, p. 409).

Capabilities are capacities to deploy resources to perform tasks. Bitar & Hafsi (2007, p. 408) argue that organisations do not go about creating capabilities: “rather they emerge when individuals identify problems, set local objectives and try to achieve them by identifying and implementing new solutions …”. They are problem-finding and problem-solving routines that allow organisations to find solutions (Bitar & Hafsi, 2007). Typical routines and interactions include teamwork, organisational culture and trust between management and workers. Routines are to the organisation what skills are to the individual (Grant, 1991). Capabilities thus emerge through the activities of individuals interacting with each other within a specific context (Bitar & Hafsi, 2007). According to Bitar and Hafsi (2007), capabilities cannot be mechanically ‘built’, but develop over time through activities and learning. Since the process is cumulative and driven by learning, it is path dependent (Bitar & Hafsi, 2007).
One major strength of capabilities, as a source of competitive advantage, is that “because they require interactive teams of resources, they are far more immobile than individual resources – they require the transfer of the whole team” (Grant, 1991, pp. 126-127). Grant (1991) proposes a framework for a resource-based approach to strategy formulation which integrates key themes from the RBV.

**Figure 3.3: A Resource-Based Approach to Strategy Analysis: A Practical Framework**

1. Identify and classify the firm’s resources. Appraise strengths and weaknesses relative to competitors. Identify opportunities for better utilization of resources

2. Identify the firm’s capabilities: What can the firm do more effectively than its rivals? Identify the resources inputs to each capability, and the complexity of each capability

3. Appraise the rent-generating potential of resources and capabilities in terms of: (a) their potential for sustainable competitive advantage, and (b) the appropriability of their returns

4. Select a strategy which best exploits the firm’s resources and capabilities relative to external opportunities

5. Identify resource gaps which need to be filled
   - Invest in replenishing, augmenting and upgrading the firm’s resource base

**Source:** Adapted from Grant (1991, p115).

There seems to be a growing consensus that a capability does not represent a single resource. According to Makadok (2001), a resource is an observable (but not necessarily tangible) asset that can be valued and traded – such as a brand, a patent, a parcel of land, or a license. A capability, on the other hand, is not observable (and hence necessarily intangible), cannot be valued, and changes hands only as part of its entire unit (Hoopes, Madsen & Walker,
A capability can be valuable on its own, or enhance the value of a resource. It is a special type of resource – specifically, an organisationally embedded non-transferable firm-specific resource whose primary purpose is to enhance the productivity of the other resources that the firm possesses (Makadok, 2001). Capabilities do not represent resources, but focus on the combination and linking of resources (Schreyogg & Kliesch-Eberl, 2007). It is the coherence among capability components that is the source of a capability’s effectiveness and ultimately of the firm’s competitive advantage (Bitar & Hafsi, 2007).

Helfat and Peteraf (2003, p. 999) define a resource as “an asset or input to production that an organization owns, controls, or has access to on a semi-permanent basis”. A capability on the other hand, “refers to the ability of an organization to perform a coordinated set of tasks, utilizing organizational resources, for the purpose of achieving a particular end result” (Helfat & Peteraf, 2003, p. 999). Marcus and Anderson (2006) posit that capabilities represent the system’s separate components, while competencies represent its realised wholes. Capabilities refer to the complex processes across the organisation, such as product development and customer satisfaction (Schreyogg & Kliesch-Eberl, 2007). Capabilities suggest potential, while competencies connote achieved proficiencies – the completed totality (Marcus & Anderson, 2006). According to Wang and Ahmed (2007: p. 35), “Resources are the foundation of a firm and the basis of firm capabilities”.

Coyne (1986) identifies four types of capability differential, i.e., functional differential, cultural differential, positional differential and regulatory differential. Functional capability relates to the ability to do specific things; it results from the knowledge, skills and experience of employees, and others in the value chain such as suppliers, distributors, and advertising agents. Cultural capability incorporates the habits, attitudes, beliefs and values, which permeate the individuals and groups which comprise the organisation (Coyne, 1986). Positional capability is a consequence of past actions which, for example, have produced a certain reputation with customers (Coyne, 1986).
Regulatory capability results from the possession of legal entities such as intellectual property rights, contracts, and trade secrets (Coyne, 1986).

Easterby-Smith and Prieto (2007, p. 3) suggest three types of capabilities: Operational capabilities or routines are “geared towards the operational functioning of the organisation”; dynamic capabilities are “dedicated to the modification of operational routine”; while learning capabilities “facilitate the creation and modification of dynamic capabilities”.

According to Collis and Montgomery (1997), capabilities include individual skills and organisational routines, processes and culture. Amit and Schoemaker (1993) refer to capabilities as a firm’s capacity to deploy resources, usually in combination, using organisational processes, to effect a desired end. Grant (1991) posits that capabilities encompass the skills of individuals or groups, as well as the organisational routines and interactions through which all the firm’s resources are co-ordinated, for example, teamwork, organisational culture, and trust between management and workers. Barney (1991)’s definition of firm resources includes assets, capabilities, organisational processes, firm attributes, information, and knowledge – controlled by the firm that enables the firm to conceive of and implement strategies that improve its efficiency and effectiveness.

**Dynamic Capabilities**

Recently in the capability debate, the issues of volatile markets, environmental uncertainty, and change have come to the fore (Schreyogg & Kliesch-Eberl, 2007). The notion of ‘dynamic’ is devoted to addressing the continuous renewal of organisational capabilities, thereby matching the demands of changing environments (Schreyogg & Kliesch-Eberl, 2007). The most influential article on dynamic capabilities and strategic management is that of Teece, Pisano and Shuen (1997). In their seminal framework, Teece *et al.* (1997) posit that dynamic capabilities refer to the firm’s ability to integrate, build, and reconfigure internal and external competences to address rapidly changing environments. The term ‘dynamic’ refers to the capacity to renew competences so as to achieve congruence with the changing business
environment (Teece et al., 1997). ‘Capabilities’ emphasises the key role of strategic management in appropriately adapting, integrating, and reconfiguring internal and external organisational skills, resources, and functional competences to match the requirements of a changing environment (Teece et al., 1997). They further argue that in turbulent times, a firm must rely on the ability to create, maintain and renew its bases of competitive advantage. Thus organisational processes, shaped by the firm’s asset positions and moulded by its evolutionary and co-evolutionary paths, explain the essence of a firm’s dynamic capabilities and its competitive advantage (Teece et al., 1997).

Teece et al. (1997) argue that competences and capabilities can provide competitive advantage because the routines, upon which they rest, are normally rather difficult to replicate. Imitation is also hindered by the fact that few routines are ‘stand-alone’ – coherence may require that a change in one set of routines, in one part of the firm, requires changes in some other part (Teece et al., 1997).

Similarly, Eisenhardt and Martin (2000, p. 1106) define dynamic capabilities as “the specific and strategic processes like product development, alliancing, and strategic decision making that create value for firms within dynamic markets by manipulating resources into new value-creating strategies”. They conceptualise dynamic capabilities as tools that integrate resources, some which focus on reconfiguration of resources within firms, and others which include knowledge-creating routines (Eisenhardt & Martin, 2000).

Eisenhardt and Martin (2000, p. 1106) further argue that “since the functionality of dynamic capabilities can be duplicated across firms, their value for competitive advantage lies in the resource configurations that they create, not in the capabilities themselves”. To that extent, dynamic capabilities are necessary, but not sufficient, conditions for competitive advantage. Their value for competitive advantage lies in their ability to alter the resource base: create, integrate, recombine, and release resources (Eisenhardt & Martin, 2000). Further, long-term competitive advantage lies in using dynamic
capabilities sooner, more astutely, or more fortuitously than the competition to create resource configurations that have that advantage (Eisenhardt & Martin, 2000). This advantage is particularly enhanced when the related resource configurations are combinations of tightly woven, synergistic activities (April and Cradock, 2000; Collis and Montgomery, 1995; Prahalad and Hamel, 1990).

Wang and Ahmed (2007) identify three main component factors of dynamic capabilities, namely, adaptive capability, absorptive capability and innovative capability. Adaptive capability is the firm’s ability to identify and capitalise on emerging market opportunities, involving balancing exploration and exploitation strategies (Wang & Ahmed, 2007). Firms that have high levels of adaptive capability exhibit dynamic capabilities (Teece et al., 1997). Absorptive capability refers to the ability of a firm to learn from partners, integrating external and internal knowledge and absorbing it for internal use (Wang & Ahmed, 2007). Innovative capability refers to the firm’s ability to develop new products or markets (Wang & Ahmed, 2007).

Schreyögg and Kliesch-Eberl (2007) conceptualise dynamic capabilities as having three dimensions, viz., positions, paths and processes. ‘Position’ refers to both internal and external positions. The internal position relates to the specific set of resources available in a firm (financial, technological and reputational). The external refers to the specific market position/assets of the focal firm. ‘Paths’ represents the history of an organisation, i.e., the current position of a firm is basically shaped by the patterns evolved from the past. Where a firm can go in the future, depends on its current paths and their shaping force (Schreyögg & Kliesch-Eberl, 2007). ‘Processes’ are devoted to co-ordinating and integrating available resources – organisational learning and the reconfiguration of resources. The interaction of these static and dynamic components is assumed to converge to a ‘dynamic capability’ (Schreyögg & Kliesch-Eberl, 2007).
**Criticism of the Concept of Dynamic Capabilities**

Some of criticisms that have been levelled against the concept of dynamic capabilities is that the concept is insufficiently underpinned by empirical data – and that Teece, Pisano and Shuen’s (1997) paper was based on summarising studies which had been designed to examine phenomena other than dynamic capabilities (Easterby-Smith & Prieto, 2007). Further, Eisenhardt and Martin (2000) argue that although Teece, Pisano and Shuen’s (1997) paper works well in moderately dynamic environments, it does not work so well in, what they refer to as, ‘high-velocity markets’. In their view, the stability of dynamic capabilities breaks down in this environment and become “unstable processes that are challenging to sustain” (Eisenhardt & Martin, 2000, p. 1106).

**Dynamic Capabilities: Consensus and Convergence**

There are signs of some consensus emerging in the literature regarding dynamic capabilities. In this regard, dynamic capabilities have been positioned as an extension of the RBV, essentially complementing the RBV as an attempt to explain competitive advantage in a rapidly changing environment (Menon, 2008). The concept has brought new vigour to the RBV framework because of the realisation that valuable, rare, inimitable and non-substitutable (VRIN) resources do not persist over time, and so they cannot be a source of sustainable competitive advantage. Dynamic capabilities, on the other hand, emphasise “a firm’s constant pursuit of the renewal, reconfiguration and recreation of resources in order to address environmental change” (Wang & Ahmed, 2007, p. 36). It encompasses market dynamism as an influential factor for firm capability development and evolution (Eisenhardt & Martin, 2000). To that extent, they are conducive to long-term performance (Wang & Ahmed, 2007). The concept of dynamic capabilities has given the RBV framework a new lease of life because it attempts to provide some guidance on how firms can adapt, renew and reconfigure their resources and capabilities to achieve congruence with a changing competitive environment.
Criticism of the RBV

According to Kraaijenbrink, Spender and Groen (2010), the RBV has become one of the most influential and cited theories in the history of management theorising. They go on to claim that this is not surprising, given its elegance and simplicity. However, it has received its fair share of criticisms. Kraaijenbrink et al. (2010) summarise the criticisms of the RBV under the following categories:

i. the RBV has no managerial implications.
ii. the RBV implies infinite regress.
iii. the RBV’s applicability is too limited.
iv. SCA is not achievable.
v. the RBV is not a theory of the firm.
vi. VRIN is neither necessary, nor sufficient, for SCA.
vii. the value of a resource is too indeterminate to provide for useful theory.
viii. the definition of resource is unworkable.

Kraaijenbrink et al. (2010) argue that the first five criticisms do not really threaten the RBV’s status, but the last three critiques offer more serious challenges. In their view, critiques are valuable for advancing the RBV, for by exploring its limitations they imply where improvements might be made (Kraaijenbrink et al, 2010).

Definitional Ambiguities

Another criticism that has been levelled against the RBV is the relative vagueness or lack of agreement on the definition of its terms (de Chabert, 1998). Peteraf (1993, p. 180) echoes this criticism, “…subtle variations in terminology across papers have made communication more difficult”. Fahy (2000, p. 97) concurs with this observation:

A further problem of nomenclature hampering the development of the resource-based view has been the variety of labels used to describe the firm’s resource set. For example the term competencies appears frequently
in the literature, sometimes preceded by the adjectives, core and distinctive, sometimes not, sometimes used interchangeably with the term capabilities, which, in turn, is used interchangeably with the term skill, which is frequently preceded by the adjective core.

However, Ray and Ramakrishnan (2006, p. 14) observe that “... most differences of definitions that exist appear to be purely semantic, repetitive and topic-based”. The composition of the RBV stream includes the following concepts: ‘core competencies’ (Prahalad & Hamel, 1990), ‘dynamic capabilities’ (Teece & Pisano, 1994; Eisenhardt & Martin, 2000), ‘strategic firm resources’ (Barney, 1996), and ‘the knowledge based theory of the firm’ (Grant, 1996; April, 2002). The RBV however, takes the ‘core competence’ thinking further by positing that competitive advantage can be sustained only if the capabilities creating the advantage are supported by resources that are not easily duplicated by competitors (April & Shockley, 2005). In fact, a firm’s resources or combinations of resources must raise barriers to imitation if they are to provide a basis for sustainable competitive advantage – impediments to imitation that Rumelt (1984) calls ‘isolating mechanisms’. Firms establish strategies and use them as isolating mechanisms to reduce other firm’s abilities to compete directly with them (Carter & Ruefli, 2006). Incumbent firms may discourage, or thwart, other firms’ attempts to compete, by erecting isolating mechanisms that are unlikely to be imitated (Carter & Ruefli, 2006). The more difficult strategic moves are to imitate, the more likely firms will be able to sustain a competitive advantage.

Amit and Schoemaker (1993) introduce the concept of the Behavioural Decision Theory (BDT) which states that the cognitive imperfections of managers have a great impact on the firm’s approach to its external environment. This perspective acknowledges that managers often make sub-optimal choices because, in making investment decisions about strategic assets, managers face considerable uncertainty, complexity, conflict, and ambiguity (Amit & Schoemaker, 1993). Managers approach this uncertainty with considerable bias, illusion and sub-optimality. To that extent, their judgements and choices are likely to exhibit idiosyncratic aversions to risk and
ambiguity – discretionary managerial decisions that can create imperfect inimitability and organisational rents for some firms (Amit & Schoemaker, 1993).

Peteraf and Barney (2003) use the term ‘resource-based theory’ (RBT) to refer to the RBV. They argue that the RBT is about efficient organisation and operation, the elimination of waste and effective adaptation. The theory provides a resource-level and enterprise-level explanation of sustained performance differences among firms (Peteraf & Barney, 2003).

**Ownership Debate**

Lavie (2006) advances the debate of the RBV by offering a theoretical analysis of the competitive advantage of firms participating in alliances. He believes that one of the limitations of the RBV is that it focuses on resources that are owned, or controlled, by the firm (Lavie, 2006). According to Lavie (2006), many studies latently assume that the appropriability of rents requires ownership, or at least complete control by the focal firm, of the rent-generating resources (Lavie, 2006). Lavie (2006, p. 640) argues that Barney (1991) classifies resources as “all assets, capabilities, organizational processes, firm attributes, information, knowledge, etc. controlled by the firm...”. Wernefelt (1984, 172) defines resources as “tangible and intangible assets which are tied semi-permanently to the firm”. Further, Amit and Shoemaker (1993, p. 35) define resources as “stocks of available factors that are owned or controlled by the firm”.

Grant (1991, p. 129) is also guilty of the “ownership” limitation in his characterisation of resources and capabilities: “... the firm’s most important resources and capabilities are those which are durable, difficult to identify and understand, imperfectly transferable, not easily replicated, and in which the firm possesses clear ownership and control”. Lavie (2006) argues that these RBV studies fail to explain how firms gain competitive advantage in an environment where they maintain frequent, and multiple, collaborative relationships with alliance partners.
Lin (2006, p. 548) echoes Lavie’s (2006) argument by proposing that “… proponents of the RBV should broaden their view to include the idea that the value of innovation generated from resources and capabilities could be owned and controlled by a coalition of firms rather than a single firm …”. Lavie (2006) suggests that this perspective may have resulted from the popularity of competitive strategy (as opposed to co-operative strategy). According to Lavie (2006, p. 641), “Ownership or control of resources is not a necessary condition for competitive advantage”. In the same vein, Dyer and Singh (1998) posit that while the search for competitive advantage has focused on those resources that are housed within the firm, a firm’s critical resources may extend beyond firm boundaries. In this regard, “… collaborating firms can generate relational rents through relation-specific assets, knowledge-sharing routines, complementary resource endowments, and ‘effective governance’” (Dyer & Singh, 1998, p. 676).

**Paradox Within the RBV**
Herrmann (2005) suggests that the RBV has not achieved a dominant design status, and researchers have criticised its vague and tautological character, as well as its lack of empirical grounding. Hoopes, Madsen and Walker (2003) argue that the RBV’s lack of clarity regarding its core premise, and its lack of any clear boundaries, impede fruitful debate.

At the forefront of the criticism of the RBV have been Priem and Butler (2001), who question the theoretical value of the RBV, especially Barney’s (1991) ideas that a resource must be valuable, rare, inimitable and non-substitutable in order to generate sustained competitive advantage. They argue that these RBV propositions are tautological – that is, they are true by definition and cannot be subjected to empirical testing. Porter (1981, p. 108) is of the same mind – the RBV runs the risk of being tautological: “Successful firms are successful because they have unique resources. They should nurture these resources to be successful”. Powell (2001, p. 883) joins the chorus of criticisms of the RBV as being “tautologous, with no empirical evidence bearing on their truth or falsity”. In his view, “there appears to be no falsified, unfalsified theory of competitive advantage, nor any competitive advantage
propositions defensible without resort to ideology, dogmatism or faith” (Powell, 2001, p. 883).

Fahy (2000, p. 99) adds his voice to the criticism of the RBV by asserting that “…the vast majority of the contributions within the RBV have been of a conceptual rather than an empirical nature, with the result that many of its fundamental tenets still remain to be validated in the field”. Powell (2001, p. 885) believes that the search for sustainable competitive advantage “arises from a false mental picture, namely the idea that competitive advantage resides somewhere in time and space, findable in the same way that we find a misplaced fountain pen, or a sunken ship”.

Collis (1994) is in agreement with Powell (2001) in explicating the futility of searching for competitive advantage. Collis (1994) argues that the RBV is in danger of slipping into an “infinite regress”, that is, that the RBV could lead to an endless and futile search for the ultimate stock of resources and capabilities that generate sustained competitive advantage. He goes on to state that a position of competitive advantage will not be sustained because of the erosion of the capability as the firm adapts to external or competitive changes, the replacement of a capability by a different capability, and being surpassed by a better capability (Collis, 1994). This “infinite regress” could undermine the theoretical utility of the RBV in explaining and predicting sustainable competitive advantage.

**In Defence of the RBV**

Lado, Boyd, Wright and Kroll (2006) vigorously challenge the criticism that RBV logic is paradoxical, infused with contradictions and ambiguity and that this diminishes their explanatory power. In their view, a proliferation of theoretical assumptions, analytical tools and vocabularies for investigating strategic management phenomena reflects healthy competition among the RBV schools – it is a sign of theoretical progress (Lado et al., 2006). They further argue that this criticism is rooted in the traditional view of scientific enquiry, which holds that paradoxes are anathema to scientific enquiry. In their view, RBV paradoxes reflect the paradoxes inherent in scientific enquiry
(Lado et al., 2006). Their clarion call to researchers is that: “Theoretical concepts are introduced, modified, and changed over time as researchers and practitioners gain new knowledge and understanding concerning how firms generate superior performance” (Lado et al., 2006, p. 120). Researchers are therefore called upon to work within, and through, the RBV paradoxes to advance understanding, rather than insist on the resolution of paradox through the search for theoretical purity and the quest for certainty, because such efforts are illusory (Lado et al., 2006). They conclude their admonition with a charismatic finality – we should “… direct our ingenuity to the service of discovery, rather than just empirical validation …” (Lado et al., 2006, p. 125).

In the same vein, Herrmann (2005, p. 120) argues that the proliferation of studies on the RBV “… is indicative of an era of ferment and, more importantly, it allows for discovery of the ideas that will become the foundations of new paradigms in the field”.

Institutional Perspective of the RBV

McEvily and Zaheer (1999) argue that researchers who employ the RBV framework tend to explain firm heterogeneity and profitability differences as arising primarily from internally generated capabilities, implicitly suggesting that firms are autonomous and atomistic in their pursuit of competitive advantage. They have countered this perspective by highlighting the role of network resources, arising from the firm’s ties with other economic and non-economic actors. They came up with the ‘embeddedness’ notion, in which a firm’s network of resources of inter-firm ties and institutional linkages expose it to new ideas, information, and opportunities about competitive advantage (McEvily & Zaheer, 1999). Thus a firm’s configuration of linkages with other actors is an important vehicle through which the firm’s skills, competencies and routines are continually upgraded, refreshed and renewed (McEvily & Zaheer, 1999).

A related criticism of the RBV has been advanced by Oliver (1997), who argues that the RBV has not examined the social context within which resource selection decisions are embedded. In her view, firm heterogeneity and sustainable competitive advantage should incorporate the social context.
of resource selection. In this regard, Oliver (1997) advances the institutional theory to explain how sustainable competitive advantage is achieved. Her ideas are encapsulated in the diagram below.

**Figure 3.4: Institutional Theory: Determinants of the Process of Sustainable Competitive Advantage**

**Source:** Adapted from Oliver (1997)

Her starting point is that the basic argument of the RBV is that:

… rare, specialized, inimitable resources and resource market imperfections cause firm heterogeneity, and that successful firms are those that acquire and maintain valuable idiosyncratic resources for sustainable competitive advantage (Oliver, 1997, p. 700).

However, in contrast, institutional theory asserts that:

Firms’ tendencies toward conformity with predominant norms, traditions, and social influences in their internal and external environments lead to homogeneity among firms in their structures and activities, and that successful firms are those that gain support and legitimacy by conforming to social pressures (Oliver, 1997, p. 700).
This conformity occurs at the level of the individual, firm and inter-organisational levels. At the individual level, sources of conformity include a manager’s norms and habits. At the firm level they include corporate culture, shared belief systems and political processes, while at the inter-organisational level pressures for conformity (isomorphism) involve the government, industry alliances, and societal expectations (Oliver, 1997). In this regard, while “isolating mechanisms”, as barriers to imitation, protect a firm’s competitive advantage under the RBV theory, institutional isolating mechanisms are not a source of competitive advantage, because a firm is reluctant to acquire resources that are incompatible with the firm’s cultural and political context (Oliver, 1997).

In his contribution to institutional theory, North (1999) defines a new way to consider the structure of institutions and their impact on organisations. According to North, organisations are groups of individuals who work toward a common goal or objective and have common interests. They include political bodies, economic bodies, social bodies and educational bodies (Scott, 1987). However, although institutions lead to regularised or homogeneous behaviour within a group, they can often underline differences across nations, as well as industries, firms, and individuals (Mahalingam & Levitt, 2007).

Institutions are the rules in an organisation and they reduce uncertainty by providing a structure to everyday life (North, 1999). Eisenhardt (1988, p. 493) agrees: “The use of structures and processes that are legitimized by an environment can be sensible because it implies responsible management”. As organisations evolve, they alter the institutions.

North (1999) argues that while the objective of private institutions is profit maximisation, that of public institutions, like political parties, is to win elections and in the case of a College, to educate students. Competition forces organisations to continually acquire skills and knowledge that will enhance their survival.
According to North (1999), institutions determine the opportunities in a society. Organisations are created to take advantage of those opportunities. Institutions typically change incrementally rather than in a discontinuous fashion. “Although formal rules may change overnight, as a result of political or judicial decisions, informal constraints embodied in customs, traditions and code on conduct are much more impervious to deliberate policies” (North, 1999, p. 6). “These cultural constraints not only connect the past with the present and future, but provide us with a key to explaining the path of historical change” (North, 1999, p. 6).

Path Dependency: Does History Really Matter?
Introduction
So far this chapter has looked at the origins of the RBV theory, its relationship with the IO paradigm and the debates surrounding its status as a theory. Barney (1991) argues that the capabilities to transform commonly available resources into valuable, rare, inimitable and non-substitutable resources are barriers to imitation if the capabilities are physically unique, socially complex, causally ambiguous and path dependent. The rest of this Chapter will explore the concept of path dependency, which is one of the characteristics of difficult-to-imitate resources – a concept that forms the theoretical anchor point for this study.

Defining Path Dependency
According to Zukowski (2004), in spite of being widely used, the term ‘path dependency’ has not yet a commonly accepted precise definition. The term is used mostly as a broad label, indicating all kinds of imprinting effects of the past on organisational behaviour (Sydow, Schreyögg & Koch, 2009). However, the concept of path dependency is now widely accepted even by its critics (Mahoney, 2000; Sydow, et al., 2009; Ruttan, 1997; Liebowitz and Margolis, 1990; 1994; 1995). The concept originated as an idea that a small initial advantage, or a few minor random shocks along the way, could alter the course of a firm’s history (David, 1985). It entails the argument that past events influence future events – what has happened, at an earlier point in time, will affect the possible outcomes of a sequence of events occurring at a
later point in time (Mahoney, 2000). Mahoney's (2000) definition strikes resonance with Helo and Kekäle's (2006, 64) contribution, i.e., that “path dependence refers to a phenomenon where series of events result in an unpredictable stage and the whole process depends on the very initial events”.

According to David (2007), a dynamical process whose evolution is governed by its own history is ‘path dependent’. An initial idea is seen to constitute some sort of ‘seed’ that grows by the self-generating dynamics of the process (Dopfer, 1991). Path dependency conveys the idea that “current and future states, actions and decisions depend on the path of previous states, actions, or decisions” (Page, 2006, p. 88). It suggests that current phenomena cannot be adequately understood without knowledge of how they have been shaped by past events (Mwangi, 2006). Thus events, decisions, and arrangements put in place at one moment constrain the choices available later (Bridges, 2000).

According to Kay (2003), a system is path dependent if initial moves in one direction elicit further moves in that same direction – self-reinforcing mechanisms or positive feedbacks. In his discussion on the Scandinavian welfare state, Cox (2004, p. 207) argues that path-dependency is “the tendency to hold on to comfortable values in a changing world”. Path dependency thus explains why organisations are products of their history, and are strongly constrained by the imprinting conditions of the founding moments (Lamberg & Tikkanen, 2006). Thus, the starting point for an explanation of path dependency stresses the importance of past events for future action (Sydow et al., 2009). In this regard, history can be quite important for explaining strategic choices and organisational failures (Sydow et al., 2009).


*The claim for path dependence is that a minor or fleeting advantage or a seemingly inconsequential lead for some technology, product, or standard can have important and irreversible influence on the ultimate market allocation of*
Booth (2003) posits that historical forces that affect the strategic management of organisations have been highlighted through the concept of path dependency. Through this concept, ‘history’ is made manifest in the strategy literature. Booth (2003, p. 98) argues that path dependency “… implies the notion that firms’ decisions and actions open up or close down future choices regarding products, markets and technologies”. In fact, once a particular path has been adopted, it becomes more and more difficult to change that path or to select previously available options, even if those earlier alternatives would have been more efficient (Mwangi, 2006). The reinforcement of one sequence across time (i.e., positive feedbacks, increasing returns or lock-in) may lead to sub-optimal outcomes, as the costs of transformation outweigh the benefits (Mwangi, 2006). These give rise to competency traps, where successful organisations are less likely to seek change than unsuccessful ones (Booth, 2003).

Greener (2002, p. 614) defines path dependency as follows:

*While early on in an organisational or market history a number of different paths may be equally possible and probable, once a given path has been laid, each subsequent decision is at least influenced by, and probably reinforces, what has gone before.*

Teece, Pisano and Shuen’s (1997) observation strikes resonance with Greener (2002) when they affirm that the current position of a firm is often shaped by the path it has travelled. According to Greener (2002, p. 618), “the concept provides us with a compelling description of how history comes to be embedded within organisations ...”; it recognises that ‘history matters’ (Teece et al., 1997). In other words, we cannot understand today’s choices without tracing their evolution through time. Mahoney (2000) warns against defining path dependency as nothing more than the vague notion that ‘history matters’, or that ‘the past influences the future’. Such general definitions, so argues
Mahoney (2000, p. 507), “have led scholars inappropriately to understand path dependency as a form of analysis that simply traces outcomes back to temporally remote causes”. Sydow et al. (2009) agree with Mahoney (2000) that, while organisational processes are imprinted by their history in a way, if we base path dependency explanations on the history matters argument, such an all-embracing approach would bring us closer to a truism. Further, ‘history matters’ is too broad an assertion and can cause misunderstandings.

**Evolution of Path Dependency**

Path dependency is an aspect of the RBV theory that is under-theorised and under-served empirically, hence the motivation for this research. The concept has its roots in the works of Paul David (1985) and Brian Arthur (1989) who assert that sub-optimal, or inefficient technologies, can become ‘locked-in’. David’s (1985) best-known work in this area is his discussion of the layout of the QWERTY typewriter keyboard, and Arthur’s (1989) most popular example concerns the struggle for supremacy over VCR (Video Cassette Recorder) format. The two authors concluded that, “the commercial success of the QWERTY keyboard and the VHS (Video Home System) tape format were dependent on their particular historical paths and was not a simple reflection of product optimality or superiority” (Barnes, Gartland & Stack, 2004, p. 371).

The concept of path dependency was first used by economists to explore the technological process, and was associated with increasing returns processes (David, 1985). It was initially applied to account for the phenomenon of persistent domination by inferior technologies in competitive markets, despite the availability of a superior rival (Nee & Cao, 1999). According to Foray (1997), the mode of development of a technology is strongly influenced by initial conditions which put a system on a path that cannot be left without some costs. Thus technological variants having unique properties may be lost and never properly explored – the long run effect is that the scope for future developments will be narrowed (Foray, 1997).

Later on the concept was adapted by political scientists (Pierson, 2000), and specialists in organisation theory (Zukowski, 2004). These institutional
theorists extended the concept to account for both the continuity in institutional change, and the variability of institutional environments. Empirically the concept is embodied in the persistence of long-standing institutional arrangements, despite attempts to change them. The explanation, according to Nee and Cao (1999, p. 800), is that “institutions persist over time not only for reasons of legitimacy, but because powerful individuals and groups have a vested interest in maintaining the status quo”.

**Causes of Path Dependency**

Page (2006) posits that literature on path dependency reveal four related causes: increasing returns, self-reinforcement, positive feedbacks, and lock-in. Another cause, not articulated by Page (2006), is sensitivity to initial conditions which is associated with chaos theory (Potgieter, April, Cooke & Osunmakinde, 2009). The researcher will first examine this cause of path dependency below.

**(i) Sensitivity to Initial Conditions and Chaos Theory**

Sensitivity to initial conditions means that the characteristics of organisations tend to reflect how things were at the time of the founding of the organisation. Small events trigger shifts in the course of events, and this leads to positive or negative consequences that move the system away from its systematic course. Initial conditions can have an enduring effect on the structure and behaviour of organisations over the long run (Zyglidopoulos, 1999). Liebowitz and Margolis (1995, p. 206) argue that, “... historical accidents may have left us with the wrong types of automobiles, video recorders and typewriter keyboards”.

As discussed above, a famous example of initial conditions used to explain path dependency in the literature include the establishment of such technologies as the VHS video recorder (David, 1985). Foray (1997) posits that the VHS format was adopted as the VCR industry standard despite the technical superiority of the more compact Sony Betamax, due to the interplay of seemingly unrelated background conditions and events. Prominent among these, were the incidental ability of the VHS cassette initially to carry a tape
with a longer playing time, and the creation of a complementary product – the pre-recorded tape (Foray, 1997). These introduced a self-reinforcing mechanism of positive feedbacks which gave rise to consumption externalities. According to Goulielmos (2005, p. 538), “… as more (VHS format VCRs) sold, more people wanted to buy them” and this ensured the superiority of the VHS in terms of market share. Thus, we see how small historical chance events/accidents can have durable effects. This reinforces the point that technologies and organisational formats do not exist isolated from their uses and users, and social programmes and institutions do not emerge accidentally (Schwartz, 2004).

According to Zyglidopoulos (1999, p. 246), initial environmental conditions can mould and constrain the organisation’s behaviour during the subsequent stages of its lifecycle:

*The initial stage entails a learning process that results in decision making patterns, an authority structure, and rules and procedures that are relatively permanent and evoke pressure toward organizational inertia.*

**Chaos and Complexity**

One random event can select a particular path; the choice becomes locked in, regardless of the advantage of the alternative (Goulielmos, 2005). This sensitivity to initial conditions is accompanied and motivated by a mathematical literature known as chaos theory, or complexity models (Liebowitz & Margolis, 1995). Chaos theory is the study of complex, non-linear, dynamic systems (Levy, 1994; Potgieter, April, Bishop, 2005). According to Thiétart and Forgues (1995), from tomorrow’s weather, water turbulence, jet engine gas propulsion to demographic evolution, economic cycles and stock market evolution, systems seem to be governed by relationships which dynamically interact with one another and are prone to chaotic behaviour (Peter, de Lange, Musango, April & Potgieter, 2009). In this theory, chaos is not used in the popular sense of total randomness, or disorder, but have order but just with no long-term predictability. Chaos and order are not as we have always thought them to be – opposites from which
to choose (Eijnatten & Putnik, 2004). Rather, they are complementary aspects of a singular reality.

Although the researcher has attempted to articulate chaos theory below, the mathematical variant is removed from our present concern. However, it is the promise of finding a fundamental order and structure behind complex events that explains the great interest chaos theory has generated in so many fields (Levy, 1994). In the field of complexity theory, chaos is a particular mode of behaviour. Chaos refers to systems which display behaviour which though it has certain regularities, defies prediction (Rosenhead, 1998).

**Complexity Theory and Organisations**

Holland (1995) argues that remedies in management practice that are based on the positivist view are limited by their dependence on inappropriate assumptions. Complexity theory has therefore been advanced to challenge the traditional management assumptions by embracing non-linear dynamic behaviour of systems (Potgieter, April & Bishop, 2005). Stacey (1992), and Cunha and Cunha (2006), explain the essence of complexity theory. They argue that complexity theory suggests that systems are vital and creative when they are at the ‘edge of chaos’ (Stacey, 1992), i.e., in a state that includes both order and chaos. Secondly, complexity theory shows how the behaviour of complex systems results from the interactions of many agents at multiple levels following simple rules (Potgieter *et al.*, 2005).

Third, as complex adaptive systems, organisations are sensitive to their environments and respond to these environments, co-evolving with them (Cunha & Cunha, 2006). Fourth, complex systems are, to a great extent, self-organising but that self-organisation is the outcome of the interdependences among individual agents following their own set of rules (Stacey, 1995).

Cunha and Cunha (2006) and Valle (2000) explain the structure of complex adaptive systems as follows:

(i) a large number of similar, but independent, elements or agents.
(ii) persistent movement and responses by these elements to other agents.

(iii) adaptiveness, so that the system adjusts to new situations to ensure survival.

(iv) self-organisation, in which order in the system forms spontaneously. Self-organising complex systems cannot be predicted and do not observe the principle of additivity, i.e., their components cannot be divided up and studied in isolation.

(v) local rules exist that apply to each agent.

(vi) progression in complexity, so that over time the system becomes larger and more sophisticated.

Rather than designed processes, organisations can alternatively be viewed as interactive, iterative, emergent, self-organising processes (Cunha & Cunha, 2006; Potgieter et al., 2009). They have become what they are as a result of myriad interactions occurring inside the organisation and its environment. To this extent, organisations adapt through response and interaction, rather than through analysis and reflection (Cunha & Cunha, 2006).

**The Organisation as a Chaotic System**

Earlier research on organisational analysis was done by Burns and Stalker (1961). They proposed a contingent relationship between formal structure and organisational performance, arguing that organisations with a mechanistic structure (bureaucracy) were more suitable for static environments, while those with organic structures or loosely coupled networks of workers, were more suited for dynamic environments.

Chaos theory and properties of chaotic systems are increasingly being used as an alternative approach to understanding how organisations work. The science of chaos provides a new paradigm where two apparently irreconcilable visions of management – rational and quasi-mechanistic on the one hand, and unexpected and unpredictable order on the other – can be reconciled (Thiétart & Forgues, 1995; April, Macdonald & Vriesendorp, 2000). According to McBride (2005), chaos theory is that part of complexity theory
which concerns itself with non-linear dynamic systems, and whose behaviour
does not follow clearly predictable and repeatable pathways. An organisation
is presented as an open, dynamic, non-linear system subject to internal and
external forces which might be sources of chaos (Thiétart & Forgues, 1995).
Complex adaptive systems exhibit complex behaviours because they align
with diverse environments through interaction and appropriate response,
rather than detached analysis and planning (Cunha & Cunha, 2006; Potgieter
et al., 2005). Reality is more complex, interactive and dynamic than the way it
is treated through most static and detached theories. It contains elements of
rationality, formality and order mixed with intuition, informality and disorder
(Thiétart & Forgues, 1995).

Thiétart and Forgues (1995) further argue that chaos, i.e., a seemingly
random, yet deterministically driven behaviour, has organising attributes –
what Bohm (1980) termed an ‘implicate order’. These organising attributes
result from multiple interactions between forces of stability and forces of
instability that the system is subjected to. To that extent, although social
systems are constituted through non-linear interaction, they are neither
random nor chaotic, but well structured and robust (Cilliers, 2006; Potgieter et
al., 2009).

According to chaos theory, some forces push the system toward stability and
order. These include the forces of planning, structuring and controlling
(Thiétart & Forgues, 1995). According to Pascale (1999), equilibrium is
concealed inside strong values or a coherent, close-knit social system, or
within a company’s well-synchronised operating system (often referred to as
‘organisational fit’). Stacey (2007), however, asserts that the true dynamism
of the system is concealed in the constructions of power within the
organisation, and is not as well-synchronised as we may want to believe.
However, Pascale (1999) does concede that nothing novel can emerge from
systems with high degrees of order and stability. Enduring competitive
advantage entails disrupting what has been done in the past and creating a
new future – what Schumpeter (1942) described as ‘creative destruction’, the
essence of free market economies (Pascale, 1999).
In an apparent reaction to neo-classical economic models, which focus on equilibrium, Nelson and Winter (1982) propose an evolutionary perspective in economics. Their study focuses on disequilibria at the population and industry levels. They argue that any disruption of that equilibrium will reinitiate search, and in general, the search will uncover new routines superior to those in the previous equilibrium.

Government crises and other shocks to systems can destabilise a system which is in equilibria as happens when government policy or electoral changes to public institutions are revolutionary rather than evolutionary. We are currently (in November 2011) experiencing the ‘Occupy Wall Street’ movement, where globally people are saying ‘we are the 99%’, as a way of expressing their intolerance to corruption and greed of the 1%. This movement was motivated by the Arab Spring – a wave of demonstrations that occurred in the Arab world beginning December 2010. The demonstrations resulted in the overthrow by citizens of oppressive regimes such as Tunisia, Egypt and Libya. Thus, social and political/government shocks can disturb a system which is in equilibria. Other (in 2011) examples of such shocks include the economic and social instability in Zimbabwe, and the electoral changes that took place in Greece.

Chaos theory also makes the claim that some other forces push the system toward instability and disorder, out of its stable equilibrium. These are forces of innovation, initiative, incoherence, and experimentation (Thiétart & Forgues, 1995). They create demands, unintended consequences and interdependencies which are not necessarily consistent with the planned objectives (Stacey, 2007). The coupling of these forces can lead to a highly complex situation: a chaotic organisation (Thiétart & Forgues, 1995) or otherly termed as a chaordic organisation (Hock, 2000). In the zone of stability, when the system is disturbed, it returns to its initial state. However, in the zone of instability, a small disturbance leads to a movement away from the starting point, which in turn generates further divergence (Rosenhead, 1998). Systems may operate at boundaries between these zones, sometimes called a phase transition, or the 'edge of chaos’ (Stacey, 1992).
Forces of instability paradoxically favour a new form of order and stability – they can become an organising device and create the conditions for a new order to come (Haynes, 2007). Order is also an unsettling force – it can lead the organisation to act incoherently with respect to the constraints it is subject to. It can create resistance to change and may be a source of chaos. Chaos can also be a source of an underlying order – chaos contains seeds of new stabilities – it is an organising force (Bohm, 1980; Mason, 2007). Organisations are thus faced with two contradictory choices – let chaos develop because it is the only way to find new forms of order, but not too much because it can be a source of disruptive chaos.

Properties of Non-linear Dynamic Systems

Thiétart and Forgues (1995) argue that a non-linear dynamic system has three types of equilibrium. On the one hand, when the system is directed by negative feedbacks, which dampen the influence of variables, after a change, the system always comes back to its initial state (Thiétart & Forgues, 1995). This is the first type of equilibrium – stability. The second type of equilibrium is when the system is driven by positive feedbacks, which reinforce the original change made in one of its variables (Mason, 2007). This leads to a second type of equilibrium – explosive instability. The third type of equilibrium occurs in the simultaneous presence of counteracting forces – positive feedbacks which tend to reinforce the initial change and increase instability and negative feedbacks which dampen the original change and tend to increase stability (Mason, 2007).

A system can therefore reach a stable equilibrium or point attractor (Haigh, 2002). We can also observe a form of periodic stability (periodic attractor) where the system periodically comes back to its previous state (Thiétart & Forgues, 1995). Finally, the behaviour can be completely erratic or be contained within a strange shaped surface, dubbed strange attractor (Bloch, 2005; Thiétart and Forgues, 1995). In this situation there is a sensitive dependence to the initial conditions, i.e., a small initial change has an unexpected and important impact (Bloch, 2005; Thiétart & Forgues, 1995). The behaviour is said to be chaotic. Thus the state of the system – chaotic or
stable – depends on the dynamic combination and relative strength of the relationships among its various elements (Thiéart & Forgues, 1995).

**Principles of Chaos Theory**

According to Thiéart and Forgues (1995) and Schneider and Somers (2006), chaos theory presents organisations as non-linear dynamic systems subject to forces of stability and forces of instability which push them towards chaos. Processes appear to proceed according to chance even though their behaviour is in fact determined by precise laws (Mason, 2007). Chaos theory has been described as the qualitative study of unstable aperiodic behaviour in deterministic non-linear dynamical systems (Valle, 2000; Haigh, 2002). According to Valle (2000), by aperiodic is meant that the system does not repeat itself while dynamical means that the system changes over time. Although chaotic behaviour is complex, it has simple rules (Mason, 2007; Beinhocker, 1997). The characteristic of non-linearity in chaotic systems means that the output of the system is not proportional to the input (Valle, 2000) while the characteristic of chaotic systems being deterministic means that chaotic behaviour is not random (Valle, 2000).

When in a chaotic domain, organisations are likely to exhibit the qualitative properties of chaotic systems such as iteration, sensitivity to initial conditions, bifurcation processes, attraction to specific configurations, time irreversibility, and self-organisation (Thiéart & Forgues, 1995). Collectively these principles explain what it means for a system to be dynamical, non-linear, deterministic and unstable (Arrigo & Barrett, 2008).

**Iteration**

Iteration refers to the process of repetition – the output of the system is used as input in the next calculation. It is feedback that involves continual re-absorption of what has come before (Arrigo & Barrett, 2008; Mason, 2007). According to Arrigo and Barrett (2008, p. 170), "Systems prone to chaos tend to stretch and fold back upon themselves in self-reinforcing loops". The system will continually build upon itself, never repeating or following the exact
same path twice. Unlike linear dynamic systems, non-linear iterative systems are highly unpredictable.

*Initial Conditions*

According to Arrigo and Barrett (2008), non-linear dynamic systems can be significantly affected by what may seem to be very minute variables or inputs. Thus a small initial change in one variable can lead to a dramatically different evolution or can have monumental consequences (a big effect), consequences which could not have been predicted beforehand (Manson, 2001; Thiétart & Forgues, 1995). In this regard, one simple creative breakthrough can evoke a cascade of increasing complexity. Simple inventions such as the wheel, printing press, or transistor led to complex offshoots such as automobiles, cellular phones, electronic publishing, and computing, so argues Pascale (1999). The popular expression of this concept of initial conditions is the so-called ‘butterfly effect’ – i.e., something as small as a butterfly flapping its wings can theoretically alter the behaviour of an entire weather system (Manson, 2001). The implication of this conception is that weather patterns are so complex, the argument runs, that a butterfly flapping its wings today on one side of the globe could cause tiny changes in air pressure which could induce a torrential downpour on the other side of the globe at some future point (Roe, 1996). In this regard, organisational growth and its future state are vulnerable or highly sensitive to the founding conditions.

In chaotic systems small disturbances multiply over time because of non-linear relationships (Levy, 1994). As a result, because such systems are extremely sensitive to initial conditions, this makes forecasting very difficult. Thiétart and Forgues (1995, p. 21) agree: “... when in a chaotic state, the impact of a variable change can be predicted only for the very short term” – a characteristic that makes long term forecasting impossible. This is a problem that has confronted meteorologists trying to model the weather.
**Bifurcation**

The term is used to describe critical points in the evolution of chaotic systems. To reach a state of chaos, a system will progress from stability, through diverse degrees of disorder, ending in the chaotic domain (Arrigo & Barrett, 2008). Each change from one state of stability to the next is a bifurcation and each functions as a critical point of destabilisation (Eidelson, 1997; Arrigo & Barrett, 2008). Ward (1995, p. 631) concurs: “When a system is pushed further and further from its steady state by internal and external environmental change, it may reach a threshold beyond which it cannot recover”. If the degree of disorder becomes excessive, the system is unable to maintain its stability, reaching a critical value in which it succumbs to a behavioural transformation (Arrigo & Barrett, 2008; Eidelson, 1997). At this juncture – bifurcation – two or more steady states, different from the first, become available to the system.

Bifurcations mark qualitative changes in the behaviour of a system that accompany its evolution into disorder and chaos (Arrigo & Barrett, 2008). The passage, or bifurcation, from stable equilibrium to periodic behaviour to chaos, takes place when the strength of the link between variables changes (Thiéart & Forgues, 1995). Thus the movement of a system from order to disorder, to chaos suggests that at some point its behaviour succumbs to randomness and unpredictability (Arrigo & Barrett, 2008).

**Strange Attractors**

Attractors are the rules and logics that create some order and replication within a system (Haynes, 2007). Chaotic systems which dissipate their energy may get organised around structures called strange attractors (Mason, 2007). They are behavioural patterns of stability. An attractor is a region which exerts a magnetic appeal for a system, seemingly pulling the system toward it (Arrigo & Barrett, 2008; Haigh, 2002). They create a semblance of order, rather than perpetual chaos (Haynes, 2007). Strange attractors are a local minimum or maximum around which a system seems to stay for a certain period of time in quasi-equilibrium (Haigh, 2002).
Chaos theory speaks of attractors rather than control mechanisms. Attractors may be visualised as magnets that exert a pull on the system (Ward, 1995). The apparent random behaviour gets attracted to a given space and remains within limits. Attractors thus create an implicit order within chaos. They offer the potential for periods of time when there is relative stability within complexity (Haynes, 2007). Attractors wield their influence on social phenomena like the organisation of graffiti artists or gang members (Arrigo & Barrett, 2008). The strange attractor is relevant for charting the behaviour of complex adaptive systems.

**Time Irreversibility**

The fifth characteristic of chaotic systems is that of time irreversibility, ie the probability to see a system ‘reverse’ to its initial state is extremely low. Once in a state of chaos, the system will probably not find itself again in the same situation in the foreseeable future (Thiétart & Forgues, 1995). In an organisation, it is unlikely that the same action, taken twice, will lead to the same result (Thiétart & Forgues, 1995). To this extent, actions which once produced excellent results might lead one day to failure.

**Self-organisation**

This is the ability of systems to organise themselves out of apparent disorder. Self-organisation is when an organisation is able to discover, through experimentation, answers to its problems (Thiétart & Forgues, 1995). Since prediction is difficult in this situation, the organisation develops a catalogue of responses and stimulates learning opportunities through multiple experiments (Thiétart & Forgues, 1995). The structure that emerges through self-organisation grows out of an interaction between systems parts and between the system and its environment (Lichteinsten, 2000; Ward, 1995). The pattern of behaviour of the system evolves or emerges from the local interaction of the agents within it (Burnes, 2005). An example of self-organising properties of complex adaptive systems are flocks of birds, where there is no single, organising, bird leader (Ashmos, Duchon & McDaniel Jr., 2000). Rather, a pattern of organisation develops from local interactions among agents, apparently following simple order-generating rules (Ashmos et al., 2000;
Beinhocker, 1997). In the example given above, each bird follows simple rules of interaction:

(i) Keep a minimum distance from other birds, for example, stay 20cm away from its two neighbours.

(ii) Fly at the same speed as other birds.

(iii) Move towards the centre of the flock (Burnes, 2005, 80).

The benefit of self-organising is a structure that is fluid and sensitive to the needs of connected elements (Ashmos et al., 2000).

Chaos Theory as a New Perspective

Burnes (2005, p. 76) argues that “...a sufficient body of academic work has been amassed to allow those studying organizations to recognise the potential of complexity theories”. The qualitative properties of chaos theory can offer a new perspective from which to view the way organisations work (Thiétart & Forgues, 1995). The theory promises to be a useful conceptual framework that reconciles the essential unpredictability of organisations with the general emergence of distinctive patterns (Levy, 1994). Thiétart and Forgues (1995) conclude that chaos theory needs to be further researched because the qualitative properties of the theory have interesting insights. According to Levy (1994), by conceptualising organisations as chaotic systems, chaos theory points to the importance of developing guidelines and decision rules to cope with complexity and of searching for non-obvious and indirect means to achieving goals (Manson, 2000). In fact, the attractiveness of complexity has been amplified by environmental uncertainty (Smith & Graetz, 2006).

Chaos theory is congruous with the post-modern paradigm, which questions deterministic positivism as it acknowledges the complexity and diversity of experience (Levy, 1994). However, according to Levy (1994), its application has been constrained by the fact that it has developed in relation to physical systems, without taking into account fundamental differences between physical and social systems. While physical systems are shaped by
unchanging natural laws, social systems are subject to intervention by individuals and organisations. Svyantek and Brown (2000) have advised that in studying organisations as complex systems, researchers are required to take a historical, in-depth and context specific approach. This research follows this advice by looking at whether the development of the University of Rhodesia was path dependent.

Levy (1994) and Manson (2000) posit that people involved in planning have always known that models are always just models, that forecasts are uncertain, and that uncertainty grows over time. To this extent, the proliferation of joint ventures and acquisitions by large companies of stakes in other enterprises can be understood as attempts to keep a foothold in a number of potential scenarios in the face of uncertainty and accelerating change (Levy, 1994).

(ii) Increasing Returns
This is the second cause of path dependency. Pierson (2000) and Choi, Millar, Chu, and Berger (2007) call increasing returns self-reinforcing or positive feedback processes. Increasing returns magnify the significance of consequences of unexpected or accidental occurrences. They capture two key elements central to path dependency. Firstly, they pinpoint how the costs of switching from one alternative to another will increase markedly over time (Pierson, 2000). Secondly, they draw attention to issues of timing and sequence. Each step along a particular path produces consequences which make that path more attractive for the next round (Pierson, 2000). Increasing returns means that the costs of switching from one setting to another increase over time (Lamberg, Pajunen, Parvinen & Savage, 2008). As such effects begin to accumulate, they generate a powerful cycle of self-reinforcing activity. This means that “the more a choice is made or an action is taken, the greater its benefits” (Page, 2006, p. 88). Increasing returns can cause the economy “gradually to lock itself in to an outcome not necessarily superior to alternatives, not easily altered, and not entirely predictable in advance” (Arthur, 1989, p. 128). Arthur (1994) outlines some of the characteristics of increasing returns:
Unpredictability – because early events have a large effect and are partly random, many outcomes may be possible. We cannot predict ahead of time which of these possible end-states will be reached.

Inflexibility – The further into the process we are the harder it becomes to shift from one path to another.

Non-ergodicity – Accidental events early in a sequence do not cancel out. They cannot be treated as ‘noise’ because they feed back into future choices.

Potential path inefficiency – the outcome that becomes locked-in may generate lower pay-offs than a forgone alternative would have.

Arthur (1994) suggests that four features of a technology and its social context generate increasing returns:

Large set-up or fixed costs – With large production runs, fixed costs can be spread over more output, which will lead to lower unit costs.

When set-up or fixed costs are high, individuals and organisations have a strong incentive to identify and stick with a single option. Balmann, Odeng, Weikard and Brandels (1996, p. 163) agree: “If a firm for example, has already invested in a plant, this plant cannot be sold at the same price even if it has not been used”.

Learning effects – With repetition, individuals learn how to use products more effectively, and their experiences are likely to spur further innovation in the product or related activities.

Co-ordination effects – These occur when the benefits an individual receives from a particular activity increase as others adopt the same option. If technologies embody positive network externalities, then a given technology will become attractive as more people use it (Choi et al., 2007). Increased use of a technology encourages investments in the linked infrastructure, which in turn attracts still more users to the technology. With increasing returns a firm can benefit from maintaining the level and quality of its strategy – the adoption of new kinds of strategic activities would mean rising co-
ordination and physical costs whereas the continuation of ‘doing the same’ reduces these costs.

*Adaptive expectations* – If options that fail to win broad acceptance will have drawbacks later on, then individuals may feel a need to ‘pick the right horse’. Although arguments about technology are probably the best known, economists have applied similar analyses of increasing returns processes to a range of economic contexts. Agglomeration effects, where initial centres of economic activity may act like a magnet and influence the locational decisions and investments of other economic actors, is one such context (Pierson, 2000). Established firms attract suppliers, skilled labour, specialised financial and legal services and appropriate physical infrastructure (Pierson, 2000). This context of increasing returns helps to explain the prevalence of pockets of specialised economic activity in Silicon Valley.

**(iii) Self-reinforcement**

Self-reinforcement means that “making a choice or taking an action puts in place a set of forces or complementary institutions that encourage that choice to be sustained” (Page, 2006, p. 88). According to Arthur (1994, p. 93), although a standard itself may not improve with time, “widespread adoption makes it advantageous for newcomers to a field – who must exchange information or products with those already working there – to fall in with the standard”. Mahoney (2000, p. 512) posits that in sequences that have self-reinforcing properties, “initial steps in a particular direction induce further movement in the same direction such that over time it becomes difficult or impossible to reverse direction”.

With self-reinforcing sequences, periods of institutional genesis correspond to ‘critical junctures’. Critical junctures are characterised by the adoption of a particular arrangement from among two or more alternatives (Mahoney, 2000). These junctures are ‘critical’ because once a particular option is selected, it becomes progressively more difficult to return to the initial point when multiple alternatives were still available (Mahoney, 2000). Mahoney (2000) provides an illustration of a self-reinforcing sequence.
Figure 3.5: Illustration of Self-reinforcement
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<table>
<thead>
<tr>
<th>Time 1</th>
<th>Time 2</th>
<th>Time 3+</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{(Initial Conditions)}</td>
<td>\text{(Critical Juncture)}</td>
<td>\text{(Self-reinforcement)}</td>
</tr>
<tr>
<td>Multiple options (A, B, C) are available for selection.</td>
<td>Option B is initially favoured over competing options. This is a contingent event.</td>
<td>Option B capitalises on initial advantage and is stably reproduced over time.</td>
</tr>
</tbody>
</table>

Adapted from Mahoney (2000, p. 514)

(iv) Positive Feedbacks/Externalities

Svyantek and Brown (2000) define positive feedback as the supportiveness of an environment for a particular behaviour or outcome. Sterman and Wittenberg (1999) argue that through positive feedback, a successful paradigm alters its environment by suppressing the creation of competitors and rapidly starving any that do emerge of the resources they would need to succeed. Network externalities induce persistence, i.e., there is an advantage to using a dominant choice when it is the one with which players are most familiar (Becbchuck & Roe, 1999). Put differently, “an action or choice creates positive externalities when that same choice is made by other people” (Page, 2006, p. 88). According to Liebowitz and Margolis (1994), network externalities arise when the utility that a user derives from consumption of the good increases with the number of other agents consuming the good. Foray (1997, p. 743) is in agreement:

\text{The individual selection of an option leads to positive feedbacks in the sense that it heightens the performance of this option from the viewpoint of those who have already chosen it and increases the likelihood of the same choice recurring.}

Arthur (1994, p. 81) describes positive feedback as “an important new theory about how small chance events early in the history of an industry or
technology can tilt, forever, its competitive balance”. It explains a situation in which once random economic events select a particular path, the choice may become locked in, regardless of the advantages of the alternative (Arthur, 1994).

Goodstein (1995) posits that technological progress can proceed along a variety of paths: once a path is chosen, however, positive feedback mechanisms (scale economies, R&D commitments, complementary investments, increasing consumer acceptance) lock society into that path. Thus technologies typically improve as more people adopt them and firms gain experience that guide further development (Arthur, 1994). This positive feedback link is explained by the fact that the more people adopt a technology, the more it improves and the more attractive it is for further adoption. Arthur (1994, p. 82) uses the example of the history of the video-cassette recorder to explain how a small gain in market share would improve the competitive position of one system and helped it to further increase its lead:

*The VCR market started out with two competing formats selling at about the same price: VHS and Betamax. Each format could realize increasing returns as its market share increased: large numbers of VHS recorders would encourage video outlets to stock more pre-recorded tapes in VHS format, thereby enhancing the value of owning a VHS recorder and leading more people to buy one.*

It would have been impossible at the outset of the competition to say which system would win. Thus if the claim that Betamax was technically superior is true, then the market’s choice did not represent the best economic outcome (Arthur, 1994). This is so because small random events can accumulate and become magnified by positive feedbacks so as to determine the eventual outcome (Arthur, 1994). Sterman and Wittenberg (1999, p. 333) explain further:
Chance events or microscopic noise can perturb the system sufficiently to shift the advantage to a previously weaker rival. The positive feedbacks then amplify these small initial differences to macroscopic significance. Once a dominant design has emerged the costs of switching become prohibitive.

Arthur (1994) provides another illustration to explain positive feedback. According to him:

In the early 1970s Japanese automobile makers began to sell significant numbers of small cars in the US. With little opposition from Detroit, its engineers and production workers gained experience, costs fell and quality improved – positive feedback which helped companies to make serious inroads into the US market for small cars (Arthur, 1994, p. 89).

Choi et al. (2007) call this positive feedback, ‘social herding’. Social herding occurs when a consumer’s choice depends on the decisions of others, helping to accelerate the process of critical mass build-up, social lock-in effects and increasing returns. It is like fashion – choice is dependent on what is en vogue. The authors have argued that a consumer’s choice depends on the decisions of others – the sheer numbers of firms and customers adopting a network in the early stage, creates a pressure causing others to adopt this network in the later stage (Choi et al., 2007).

Katz and Shapiro (1985) draw a distinction between direct and indirect network externalities. Direct network externalities are those generated “through a direct physical effect of the number of purchasers on the quality of the product” while indirect network externalities involve “instances that lack that direct physical effect” (Katz & Shapiro, 1985). Examples of indirect network externalities include software being more plentiful and lower in price as the number of computer users increases. Also availability of post-purchase service for durable goods – generally a situation in which complementary goods become more plentiful and lower in price as the number of users of the good increases.
(v) **Lock-in**  
Lock-in is a hard-to-escape situation. According to Page (2006, p. 88), “lock-in means that one choice or action becomes better than any other one because a sufficient number of people have already made that choice”. Teece *et al.*, (1997, pp. 522-23) agree: “by making specific investment decisions, or by developing specific product or market knowledge, or by establishing a repertoire of specific routines, firms and other actors limit and structure possibilities of future actions open to them”. This process is described as lock-in by historical events whereby “companies with the best products will not always win, as chance events may cause ‘lock-in’ on inferior technologies and may even in special cases generate switching costs for consumers” (Teece *et al.*, 1997, p. 523). This process can lead to inferior technologies and institutions gaining ascendancy simply because they ‘took off’ first’ (Arthur, 1989). Thus a technology that improves slowly at first but has enormous long-term potential could easily be shut out, locking the economy into a path that is both inferior and difficult to escape (Arthur, 1994).

Cowan (1991) identifies two distinct forces driving the system to lock-in to one technology. The first is the reduction of uncertainty – when the adoption process begins, the merits of neither technology are well-known. However, early use of the technology reduces uncertainty, causing lock-in to occur (Cowan, 1991). The second mechanism driving lock-in is increasing returns. In the early stages of the competition, as technologies are tried out, inevitably one of them will be used more frequently than the other. As this occurs, the more-used technology advances along its learning curve more quickly, and the other technology gets left behind (Cowan, 1991). It becomes more and more costly to shift away from the more-used technology, causing lock-in to occur. Once one variant predominates, each further adopter only reinforces the lock-in (Witt, 1997).

A modern example of technological lock-in can be found in the new productivity upgrade from Microsoft Office 2003. In order to get the full functionality from Office 2003, a user must also adopt Microsoft server technology and architecture (Barnes, Gartland & Stack, 2004). A user who
has made this adaptation is locked-in and competitors such as Sun and Oracle locked-out (Barnes et al., 2004).

**Behavioural Lock-in**

According to Barnes *et al.* (2004), most essays on path dependency have focussed on technological lock-in. The authors have proceeded to introduce *behavioural lock-in* to explain the behaviour of an agent stuck in some sort of inefficiency or sub-optimality due to habit, organisational learning, or culture (Barnes *et al.*, 2004). They elaborate:

*Once a product has become established as an industry standard, and once consumers or users have invested time or money in learning a particular system or becoming comfortable with a traditional practice, they will be less likely to try a rival process, even if over time it proves superior* (Barnes *et al.*, 2004, p. 372).

To that extent, sometimes consumer utility depends not on how good a product is but on how many people use the product: popularity may prove more important than usefulness or effectiveness (Barnes *et al.*, 2004).

Pierson (2000) analyses behavioural lock-in in politics by explaining how institutional influence can habituate economic actors over time into particular behaviour. According to him:

*Institutions frequently provide incentives that encourage individuals to act in ways that lock-in a particular path of policy development, creating societal commitments that may be quite difficult to reverse* (Pierson, 2000).

In support of this concept of behavioural lock-in, Barnes *et al.* (2004, p. 373) explain how in the U.S., “due in part to financial market pressure, managers and other organizational leaders tend to focus on short-term profitability rather than longer-run growth and firm survival”.
Bridges (2000) launches a fierce critique of Pierson (2000) for attempting to naturalise path dependency from its natural birthplace in economics to the quite different setting of political science, history and sociology. This is because the social process at the centre of economics (the market) does not have counterparts elsewhere (Bridges, 2000) – path dependency in its new environment is just not the same (Bridges, 2000).

Professionals can also display behavioural lock-in. Professional groups set highly complex standards and practices that govern their interactions with their peers. If new standards and practices threaten to disrupt these interactions and professional boundaries, professionals tend to resist (Barnes et al., 2004). One example concerns the continued use by American physicians of paper rather than electronic medical records (Barnes et al., 2004). The key explanatory variable in behavioural lock-in is that “once a particular behaviour is embedded in organizations, a strong status quo inertia may discourage other behaviour. It takes tremendous effort to change, and individuals may simply be uninterested (even when they suspect it is necessary)” (Barnes et al., 2004, p. 373). In the same vein, consumers may develop deep-seated attachments to particular types of products, even if there are better or cheaper alternatives available (Barnes et al., 2004).

Features of Path Dependency
Sequences in Path Dependency
Self-reinforcing Sequences
Mahoney (2000) argues for two types of sequences within the path dependency framework – self-reinforcing sequences and reactive sequences. Self-reinforcing sequences are characterised by the formation and long-term reproduction of a given institutional pattern – what economists call ‘increasing returns’. The logic of increasing returns has been used to explain the persistence of several potentially inefficient technologies, including types of typewriter keyboards, video recorders, railroad gauges and televisions (Mahoney, 2000). Mahoney further explains that, “With increasing returns, an institutional pattern, once adopted, delivers increasing benefits with its continued adoption and over time it becomes more and more difficult to
transform the pattern or select previously available options, even if these alternatives would have been more efficient” (Mahoney, 2000, p. 508). In sequences that have self-reinforcing properties “initial steps in a particular direction induce further movement in the same direction such that over time it becomes difficult or impossible to reverse direction” (Mahoney, 2000, p. 512).

Mahoney (2000) takes the discussion further by stating that with self-reinforcing sequences, periods of institutional genesis correspond to ‘critical junctures’. These junctures are ‘critical’ because once a particular option is selected, it becomes progressively more difficult to return to the initial point when multiple alternatives were still available (Mahoney, 2000). Critical junctures are often assessed through counterfactual analysis in which “investigators imagine an alternative had been selected and attempt to rerun history accordingly” (Mahoney, 2000, p. 513). Investigators consider a counterfactual antecedent that was actually available during a critical juncture period and that, according to theory, should have been adopted (Mahoney, 2000). According to Mahoney (2000, p. 513), “such experiments can illustrate the importance of a critical juncture by showing that the selection of an alternative option would have led to a dramatically different final outcome”. Selection processes during a critical juncture are marked by contingency – the inability of theory to predict or explain the occurrence of a specific outcome (Mahoney, 2000).

**Reactive Sequences**

With reactive sequences, “each event within the sequence is in part a reaction to antecedent events, and a cause of subsequent events” (Mahoney, 2000, p. 526). The final event of the sequence depends on the occurrence of the first event. According to Mahoney (2000), whereas self-reinforcing sequences are characterised by processes or reproduction that reinforce early events, reactive sequences are marked by processes that transform and perhaps reverse early events.

Mahoney (2000) argues that with a reactive sequence, it is not self-evident how one should conceptualise the starting point of the sequence because that
decision may seem arbitrary. Thus the investigator is prone to keep reaching back in time in search for foundational causes. However, without criteria for identifying a meaningful beginning point, the investigator can easily fall into the trap of infinite regress – perpetual regression back in time to locate temporally prior causal events (Mahoney, 2000).

**Remedial and Non-remedial Path Dependency**

Liebowitz and Margolis (1995) distinguish between remedial and non-remedial path dependency. Non-remedial path dependency occurs if there are no feasible improvements in the path, either now or in the past. With hindsight, we wish that some other alternative had been chosen. They argue that the only kind of path dependency with major ramifications is path dependency that is potentially remediable.

**Definitional Features of Path Dependency**

In his conceptualisation of path dependency, Mahoney (2000) suggests that path-dependent analyses have three definitional features. First, “path-dependent analysis involves the study of causal processes that are highly sensitive to events that take place in the early stages of an overall historical sequence” (Mahoney, 2000, p. 510). Earlier paths of a sequence matter much more than later parts – an event that happens ‘too late’ may have no effect although it might have been of great consequence if the timing had been different (Mahoney, 2000). The second definitional feature of path-dependent analysis, according to Mahoney (2000, p. 511), is that “early historical events are contingent occurrences that cannot be explained on the basis of prior events or ‘initial conditions’”. Finally, the third feature is that “once contingent historical events take place, path-dependent sequences are marked by relatively deterministic causal patterns or ‘inertia’ – i.e., once processes are set in motion and begin tracking a particular outcome, these processes tend to stay in motion and continue to track this outcome” (Mahoney, 2000, p. 511).
Forms of Path Dependency

Degrees of Path Dependency

Liebowitz and Margolis (1995) examine path dependency by coming up with three different forms of the term, each having a different implication regarding market errors and lock-in. They use the market choice of VHS over Betamax to illustrate the three forms of path dependency. First-degree path dependency involves instances where sensitivity to starting points exists but has no implied inefficiency (Liebowitz & Margolis, 1995). According to Liebowitz and Margolis (1995), there is a common perception that Betamax was superior to VHS and that the market's choice did not represent the best economic outcome. Thus customers' choices of video-recorder formats exhibit path dependency – decisions by earlier adopters had some effect on the decisions of later adopters (Liebowitz & Margolis, 1995). In essence, “an initial arbitrary/random choice led to something significant and durable – VHS is now the dominant format for home video recording” (Liebowitz & Margolis, 1995, p. 208).

According to Liebowitz and Margolis (1995), second-degree path dependency involves a situation where sensitive dependence to initial conditions leads to outcomes that are regrettable and costly to change. “The inferiority of a chosen path is unknowable at the time a choice was made, but it is later recognised that some alternative path would have yielded greater wealth” (Liebowitz and Margolis, 1995, p. 207). Second-degree path dependency occurs when “an action is taken that subsequent events reveal to be inferior to some alternative” (Liebowitz & Margolis, 1995, p. 211). To illustrate this form of path dependency, Liebowitz and Margolis (1995, 208) argue that “if we claim that VHS was notably inferior as a videotaping format, that choosing VHS was a mistake”, this is second-degree path dependency.

Third-degree path dependency involves instances in which sensitive dependence on initial conditions leads to an outcome that is efficient – but in this case the outcome is also remediable (Liebowitz & Margolis, 1995). According to Liebowitz and Margolis (1995, p. 207), “the paths taken under first-and second-degree path dependency cannot be improved upon, given
the available alternatives and the state of knowledge”. The essence of “the distinction between third-degree path dependency and the weaker forms is the availability of feasible, wealth-increasing alternatives” (Liebowitz & Margolis, 1995, p. 207).

According to Liebowitz and Margolis (1995, p. 208), “if we claim that at the beginning, sufficient information existed to determine that Betamax was superior, then we make a claim of third-degree path dependency”. Similarly, “if it were widely understood today that switching to Betamax has a benefit greater than the cost, but we remain mired in the VHS standard, then it is an instance of third-degree path dependency” (Liebowitz & Margolis, 1995, p. 209). Thus third-degree lock-in occurs when agents know enough to make correct choices but fail to take advantage of the implied profit opportunities (Liebowitz & Margolis, 1995). In this regard, “third-degree path dependency is a dynamic market failure that is brought about by the persistence of certain choices” (Liebowitz & Margolis, 1995, p. 209). “Even given that everyone maximizes, individually and collectively, given their current knowledge, the wealth-maximizing path might not be chosen” (Liebowitz & Margolis, 1995, p. 212). These reasons are related to market failures: “some markets do not exist; some of the affected parties are not yet born; some economic actors cannot coordinate” (Liebowitz & Margolis, 1995, p. 212). Given that information is imperfect, it is inevitable that some durable commitments are shown to be inferior as information is revealed with the passage of time (Liebowitz & Margolis, 1995).

**Phases of Path Dependency**

Sydow, Schreyögg and Koch (2009) call for an elaborated framework of path dependency that differentiates three developmental phases of the concept.

(i) **Phase I: The Pre-formation Phase** is characterised by an open situation with no significantly restricted scope of action. Several outcomes initially are possible.

(ii) **Phase II: The Formation Phase** is characterised by the gradual emergence of an organisational path. A new regime takes the lead.
A dominant action pattern is likely to emerge, which renders the whole process more and more irreversible.

(iii) *Phase III: The Lock-in Phase* is characterised by a further restriction of the scope. The dominant pattern gains a deterministic character, and alternative courses of action are no longer feasible for various reasons – high switching costs, sunk costs, and monopoly.

**Types of Path Dependency**

Roe (1996) comes up with three types of path dependency: weak-form, semi-strong form and strong-form path dependency. In a *weak-form path dependency* the original path does not have to be very strong for it to explain how we got where we are (Roe, 1996). Society can choose between two institutions and the choice becomes embedded, but the chosen institution functions as well as the one discarded would have (Roe, 1996).

The *semi-strong form path dependency* leads to inefficient paths. According to Roe (1996), had we known what we know now, we would not have made that investment. We regret the result, but will not pay to change it because the costs of change make further adaptation unwise. The QWERTY typewriter is an example of the semi-strong form of path dependency.

The third type of path dependency is the *strong-form path dependency* which is another kind of inefficient path. A road is built and it would be worthwhile to transform the road in terms of present operational costs (Roe, 1996). Change is desirable but society is stuck due to lock-in effects.

**The Economics of QWERTY and Other Technologies**

The study of technology has provided the most fertile ground for illustrating the concept of path dependency. Because the QWERTY story is a famous example that has been used to explain the concept of path dependency, we will examine it in more detail and subject it to some critique. According to Pierson (2000), a particular technology may achieve a decisive advantage over competitors, although it may not necessarily be the most efficient alternative in the long run. This occurs because each technology generates
higher pay-offs for each user as it becomes more prevalent (Pierson, 2000). Once an initial advantage is gained, positive feedback effects may lock-in this technology, and competitors are excluded (Pierson, 2000).

The importance of path dependency is that the more technologies and products embodying those technologies become more attractive, the more they are adopted (Teece et al., 1997). According to Greener (2002, p. 614), the classic example of the path-dependency phenomenon is in “the collective take-up and persistence of the QWERTY keyboard despite the existence of a technically superior alternative”. This story is the basis of the claim that the current use of the QWERTY keyboard is a market failure. According to the popular story, the keyboard invented by August Dvorak, a Professor of Education at the University of Washington, is vastly superior to the QWERTY keyboard developed by Christopher Sholes that is now in common use (Liebowitz & Margolis, 1990).

“Why does the topmost letters on your personal computer keyboard spell out ‘Qwertyuiop’, rather than something else?”, David (1985, p. 332) asks. Goulielmos (2005, p. 538) provides part of the explanation: “The QWERTY layout design was designed in that way on purpose to make it harder to type, as typists kept jamming the keys by typing too quickly”. The story of the QWERTY typewriter demonstrates how an inflexible standard for keyboard configuration was locked into place through increasing returns to scale. Boas (2007) has provided an elaborate explanation of this phenomenon. In 1867, Christopher Latham Sholes patented a typewriter design in which the printing action was hidden from view (Boas, 2007). The major disadvantage of this design was that the user would not necessarily know if a type-bar got stuck and would likely continue typing, thus repeatedly hammering the stuck letter into the paper (Boas, 2007). Sholes sought to perfect his invention by re-arranging the layout of the keys. He ultimately settled on the QWERTY configuration, which was less likely to jam because type-bars for common letter pairs would strike from different sides of the machine.
Although other typewriter designs soon became available, the QWERTY had established an early lead in the market. The QWERTY keyboard’s initial popularity was crucial for its ultimate success because typists and typewriter owners each benefited from the market being dominated by a single keyboard configuration (Boas, 2007). Businesses got greater value if they owned the typewriter on which a majority of typists had been trained, and budding typists wanted to train on the machine that was most common (Boas, 2007). According to Boas (2007), once proficient on a QWERTY keyboard, typists were reluctant to re-learn the typing process on a new (and possibly more efficient) machine because of the time, effort, and minimal payoff associated with retraining on a typewriter that no one else used. For this reason, the Dvorak keyboard introduced in the 1930s never stood a chance in the marketplace against the less efficient but universally accepted QWERTY (Boas, 2007).

The QWERTY keyboard was designed to slow down typing speed but despite the obvious drawback (i.e., inefficiency) this

... sub-optimal layout is now commonplace. Society became ‘locked-in’ this configuration and the invested sums came as the ‘sunk costs’ that prohibited it from moving to an alternative system, even if the one that was being used was clearly inferior (Greener, 2002, p. 617).

This made David (1985, p. 332) conclude that, “Dvorak’s death in 1975 released him from forty years of frustration with the world’s stubborn rejection of his contribution …”. Thus “past decisions concerning technologies introduced to simplify and enable, can come to constrain and channel the organisation's present and future” (Greener, 2002, p. 617).

The clock provides another example of path dependency. According to Goulielmos (2005, p. 538):
The format of our clocks had hands which moved counter-clockwise for 107 years around a 24-hour disc. After 1550 clockwise 12 hours designs dislocated all other designs as more people became used to reading them.

Another compelling example of path dependency was articulated by Cowan (1990) who puts forward a detailed overview of the development of nuclear power reactors in which he argues that light water reactors emerged as the dominant technology despite the fact that it was not the best technology, either economically or technically. Cowan (1990) concludes that, “technology which first makes large advances along its learning curve will emerge dominant”.

Criticism of the QWERTY Keyboard and Other Stories
According to Ruttan (1997), David (1985)’s paper on the economics of QWERTY has achieved the status of ‘founding myth’ of the path dependency literature. Although the typewriter keyboard story, as an empirical example of market failure, has much appeal, Liebowitz and Margolis (1995) argue that perhaps the best evidence of the empirical shortcomings of path dependency is the continued use of the story of the QWERTY keyboard as the paradigmatic case to support the theoretical model.

Liebowitz and Margolis (1994) pour scorn on the QWERTY keyboard argument. They posit that theoretical papers in the network externality literature (as an aspect of path dependency) frequently cite examples that are often a combination of anecdotes and speculation – they are of a highly conjectural nature (Liebowitz & Margolis, 1994). In their view, there are no compelling examples of markets failing in the sense that the ‘wrong’ choice of network, among feasible alternatives, was made.

In forceful critiques, Liebowitz and Margolis (1990) argue that the evidence in the standard history of QWERTY versus Dvorak is flawed and incomplete. In a separate paper, Liebowitz and Margolis (1994, p. 147) argue that the claims for the superiority of the Dvorak keyboard are suspect since claims are traceable to Dvorak himself:
Alas, almost every element of this tale is false. The Qwerty keyboard was not created to slow down typing speed. The empirical support for the story is a US Navy study conducted during World War II. The Navy study was very poorly documented and designed, and appears to have been conducted by Navy Lieutenant Commander August Dvorak, creator and patent holder on the keyboard bearing his name. A later carefully constructed and controlled study, performed for the General Services Administration in the 1950s, demonstrated quite the opposite results from the Navy study.

According to Liebowitz and Margolis (1994), the Dvorak typewriter keyboard is thus a rather poor empirical base upon which to support a theory. They argue that this perspective is theoretically fragile and empirically undocumented (Liebowitz & Margolis, 1994). In the same vein, Liebowitz and Margolis (1994) dismiss Arthur's (1989) claim that the steam engine could have presented an attractive alternative to the internal combustion engine. They “…find this particular example difficult to take seriously” (Liebowitz & Margolis, 1994, p. 148).

Adler (2002) argues that capitalism, as encapsulated in scientific management and mass production, may be efficient in the performance of routine partitioned tasks but encounters enormous difficulty in the performance of innovation tasks. Where knowledge management is the critical task, the more effective approaches rely on long-term partnership-style relationships based on ‘goodwill’ trust.

According to Adler (2002), innovations are pushing beyond the limits of market and hierarchy, towards greater collaboration. The legitimacy of capitalism as a form of society based on private ownership of productive resources is progressively being undermined. External shocks like market fluctuations and crises can force the firm out of business, and so the development of greater knowledge-management capability is necessitating the displacement of the market as the dominant form (Adler, 2002).
Path Creation

Stack and Gartland (2003) suggest that while path dependency studies are valuable for showing that less-than-optimal technologies can survive and prosper, path dependency is less useful as an explanatory mechanism for the processes underlying these developments. Path dependency focuses on the evolution of production processes as outlined in the examples above, and examine instances in which inferior technologies have emerged triumphant in the marketplace. However, “By attributing these inefficiencies to historical accidents, they minimize the role firms played in creating and shaping their economic environments” (Stack & Gartland, 2003, p. 489). In this regard, Stack and Gartland (2003, p. 489) introduce the concept of path creation – “rather than treat the process of lock-in as a random event or historical accident, there is need to emphasize the role of entrepreneurs and firms in shaping and interacting with their environments”

Conceptual Framework

Cavana, Delahaye, and Sekaran (2001) define a conceptual framework as a logically developed, described and elaborated network of associations among concepts relevant to the problem situation. Perry (1998, p. 790) advises that “the literature review chapter also has some initial theoretical frameworks modelled with boxes and arrows developed from the literature review”. Based upon an extensive review of the strategic literature, the following framework of path dependency was developed. The framework helps to improve conceptual clarity of path dependency and will be used to explore the development of UR.
**Figure 3.6: A Conceptual Framework of Path Dependency**

**RBV: Characteristics of Firm Resources**
- Valuability
- Rarity
- Non-substitutability
- Inimitability
  - Path Dependency
  - Causal Ambiguity
  - Social Complexity
  - Physical Uniqueness

**Properties of Path Dependency**
- Initial Conditions
- Increasing Returns
- Self-reinforcement
- Positive feedbacks
- Lock-in

**Assumptions**
1. Industry, once tipped in a particular direction, inevitably continues in that direction.
2. Outcomes are unpredictable.
3. Network effects – a product can have little value in isolation but larger value as part of a growing network.
4. Uncertainty – market participants do not have enough information to identify dominant products or standards.
5. No persuasion – brand names, reputations and product experts have no ability to influence the choices that consumers make.

**Source:** Author

**Conclusion**
This chapter traced the development of explanations for differentials in firm performance from the IO economics perspective, RBV perspective and path dependency perspective. It examined the causes and features of path dependency before constructing a framework of path dependency. The next chapter discusses the methodology used in this study.
CHAPTER 4: RESEARCH METHODOLOGY

Introduction
This Chapter discusses the research philosophy, the research strategy employed and the research tools used in pursuit of the research objectives for this study. Cavana, Delahaye and Sekaran (2001, p. 5) define business research as “an organized, systematic, data-based, critical, objective, scientific enquiry or investigation into a specific problem or issue with the purpose of finding solutions”. It involves the discovery of new facts and relationships and the expansion or verification of existing knowledge. The objective of this research was to test the efficiency of the concept of path dependency through the prism of a case study of the University of Rhodesia (UR). Both quantitative and qualitative research methods were used to explore the central research question, i.e., whether the development of UR exhibited identifiable characteristics of path dependency.

Research Design
A research methodology is defined as the strategy by which the researcher maps out an approach to problem-finding or problem-solving (Kothari, 2004). Research methodology is made up of two major elements, which are research design and data collection methods. According to Cooper and Schindler (2001), research design can be considered as a blue-print to guide data collection, processing, measurement and analysis. It identifies the questions to be studied, what data are relevant, what data to collect, and how to analyse the results (Kennedy & Luzar, 1999).

According to Yin (1994), the research design is the action plan for the researcher to move from one position to another. It is the methodology according to which data is collected and analysed by the researcher – a set of logical steps to be followed by the researcher in answering the research questions. It is a series of advance decisions that, taken together, comprise a model of how the investigation to answer research questions will be conducted (Marczyk, DeMatteo & Festinger, 2005). It is a framework for conducting a research study – the road map of what the researcher has to do.
during the research process. The purpose of the research design is to help researchers make crucial choices in the allocation of limited resources (Sobh & Perry, 2006). The study of UR was designed to explore whether the institution exhibited identifiable characteristics of path dependency in its evolution.

**Research Philosophy**
A research philosophy is a belief about the way in which data about a phenomenon should be collected, analysed and used. Researchers base their endeavours on differing values, assumptions and beliefs about how research should be conducted. These beliefs arise from assumptions made about the very essence of the phenomenon under investigation, or the *ontological* question (Petrov, 2010), and the assumption about the nature of knowledge concerning the phenomenon, that is the *epistemological* question (Fawcett & Hearn, 2004).

**(i) Positivist Research**
Positivist research (scientific, traditional, or experimental approach) adopts a quantitative approach to investigate phenomena (Weber, 2004) whilst interpretivist research (phenomenological, anti-positivist, post-positivist or constructivist approach) seeks to describe and explore in-depth phenomena from a qualitative perspective (Walsham, 1995). Positivist philosophy assumes that the researcher is independent of, and neither affects, nor is affected by the subject of the research. Saunders, Lewis and Thornhill (1997) argue that positivist research owes much to what we would think of as scientific research, which is meant to answer questions about relationships among measured variables with the purpose of explaining, predicting and controlling phenomena.

Positivists believe that reality is stable and can be observed and described from an objective viewpoint, i.e., without interfering with the phenomenon being studied (Weber, 2004). The positivist researcher is expected to remain aloof, and separate from the research subjects to ensure total objectivity during data gathering and analysis (Cavana *et al.*, 2001). The goal of
positivists is to explain, predict and develop laws that can be universally applied. Emphasis is on a highly structured methodology to facilitate replication on quantifiable observations that lend themselves to statistical analysis (Sobh & Perry, 2006). Predictions can thus be made on the basis of the previous observed and explained realities, and their interrelationships.

The hallmark of positivist research is replicability. Positivist research uses deductive reasoning – beginning with a theoretical position and moving towards concrete empirical evidence (Cavana et al., 2001). Positivist research is based on the assumption that there is a set of universal laws out there waiting to be discovered (Cavana et al., 2001).

**Criticism of Positivist Research**

Cavan et al. (2001) criticize positivist research as follows:

- It is superficial in that it attempts to reduce all aspects of human endeavour to numbers.
- It fails to deal with the meaning systems of people, including the way they think and feel.
- The independence of the researcher is a myth, and the use of statistical procedures is an attempt to hide the fact that all researchers have subjective responses and involvement with the research.
- Statistical samples often do not represent specific social groups, and do not allow either illuminating generalisation or understanding of individual cases.

(ii) **Interpretivist Research**

Interpretivists (anti-positivists) believe that reality is not a rigid thing but a creation of those individuals involved in the research (Sobh & Perry, 2006; Walsham, 1995; Cavana et al., 2001). Hughes (1994) posits that reality does not exist within a vacuum; its composition is influenced by its context, and many constructions of reality are therefore feasible.
Interpretivists, thus, believe that we construct social reality, and that social phenomena are products of human thought and remain dependent on thought for their meaning and life. They argue that reality can only be understood through subjective interpretation of, and intervention into, the reality (Cavana et al., 2001). They believe that people experience physical and social reality in different ways (Lakoff & Johnson, 1980). Interpretivists believe that the world is largely what people perceive it to be and patterns of conventions are created out of social interactions between people (Cavana et al., 2001). It is therefore necessary to explore the subjective meanings motivating peoples’ actions and intentions, in order to be able to understand them. To interpretivists, phenomena is socially constructed, particular and ambiguous than replicable and clearly defined (Van Maanen, 1979). To interpretivists, generalisability is not of crucial importance (Sobh & Perry, 2006).

Interpretivism (qualitative research approach) is about answering questions about the complex nature of phenomena, often with the purpose of describing and understanding the phenomena from the participants’ point of view (Leedy & Ormrod, 2005). In this approach, data collection and analysis are not rigidly separated – data collection is followed by analysis, the results of which are then used to decide what data should next be collected. This is illustrated below in the qualitative data cycle.

**Figure 4.1: The Qualitative Data Cycle**

Rather than produce general predictive laws about human behaviour, interpretivist research presents a rich and complex description of how people think, react and feel under certain contextually specific situations (Cavana et al., 2001). Saunders, Lewis and Thornhill (2003) argue that many people
consider the interpretivist line of argument as persuasive in the case of business and management research. In any case, business situations are unique and complex and are a function of a particular set of circumstances. Cavana et al. (2001) argue that if concepts cannot be clearly defined, then a research effort is more likely to be based on a qualitative research strategy.

**Criticism of Interpretivist Research**
Cavana et al. (2001) suggest that interpretivist research is too subjective, focuses on local, micro-level or short-term events, and does not seek to initiate change. This study uses both the positivist and interpretivist approaches to research.

**Research Approaches**
There are two broad approaches to reasoning, i.e., deductive and inductive approaches.

**Deductive Reasoning**
Saunders et al. (2003) posit that deductive reasoning owes much to what researchers would think of as scientific research. It is the dominant research approach in the natural sciences. Deductive reasoning works from the more general to the more specific. According to Saunders et al. (2003), the researcher begins with thinking up a theory about a topic of interest, which is then narrowed down into more specific hypotheses that can be tested with specific data. The researcher has a specific, focused statement in mind and his/her objective is to prove or disprove the specific hypothesis.

**Inductive Reasoning**
The inductive approach aims at building theory by studying the occurrence of events. Saunders et al. (2003) posit that the approach is common in research relating to business studies. It is subjective in nature, and relies on qualitative data. According to Saunders et al. (2003), inductive reasoning moves from specific observations to broader generalisations and theories. The researcher starts with specific observations and begins to detect patterns and regularities. The researcher then formulates some tentative hypotheses that
can be explored before developing general conclusions or theories. Inductive reasoning is more open-ended and exploratory, while deductive reasoning is narrower and is concerned with testing or confirming hypotheses (Eriksson & Kovalainen, 2008). Cooper and Schindler (2001) argue that deduction is firmly based within the positivist paradigm, whilst inductive approaches exhibit an interpretivist orientation to research.

This research study uses both the inductive and deductive approaches to reasoning. The research aims at building theory (inductive) by studying the development of the UR while the quantitative aspect of the research represents deductive reasoning.

**Research Methods**

*Quantitative Research*

Research can be divided into two broad methods – quantitative and qualitative (Punch, 2004). Quantitative research is the systematic scientific investigation of quantitative properties and phenomena, and their relationships. Sekeran (2000) suggests that the objective of quantitative research is to develop, and employ, mathematical models and theories. It involves an objective way of studying things, whereas qualitative research approaches assume that research is subjective (Punch, 2004). Quantitative research relies on statistics to analyse raw data (Cavan et al., 2001). It includes questionnaires, field and laboratory experiments. It is based on deductive reasoning.

*Qualitative Research*

Qualitative research methods aim to acquire an in-depth understanding of human behaviour, and the reasons that govern human behaviour (Sutton, 1993). It tends to use inductive reasoning, and relies on the following methods of gathering information: in-depth interviews (McComark, 2004; Stokes & Bergin, 2006), focus groups (Dawson, 2002; Schmidt, 2010; Stokes & Bergin, 2006), observations (Lee & Lings, 2008; Sutton, 1993), and analysis of documents and materials (Lee & Lings, 2008; Zikmund, 2003).
One strength of qualitative data is that they focus on naturally occurring ordinary events in natural settings, so that we have a strong handle on what ‘real life’ is like (Miles & Huberman, 1994). Another feature of qualitative data is their richness (Miles, 1979, p. 590) and holism (Miles, 1979), with strong potential for revealing complexity. Such data provide ‘thick descriptions’ that are vivid, nested in a real context, and have a ring of truth that has a strong impact on the reader (Miles & Huberman, 1994). With their emphasis on peoples’ lived experiences, qualitative data are fundamentally well suited for locating the meanings people have on the events, processes and structures of their lives (Miles & Huberman, 1994). This research study uses both qualitative and quantitative research methods to understand whether the trajectory followed by the University of Rhodesia in its historical development was path dependent.

Classification of Research Enquiries
According to Kothari (2004) research enquiries can be classified in terms of their purpose, as well as the research strategy used. Research serves various purposes. Studies can be exploratory, descriptive or explanatory (Cavana et al., 2001).

Exploratory Research
According to Cavana et al. (2001) and Zikmund (2003), an exploratory study is undertaken when little is known about the situation at hand, or when no information is available on how similar problems or research issues have been resolved in the past. It is a type of research conducted because a problem has not been clearly defined. Saunders et al. (1997) argue that exploratory research is a means of seeking new insights, ask questions and assess phenomena in a new light. Exploratory studies are undertaken to better comprehend the nature of the problem that has been the subject of a few studies (Cavana et al., 2001). This research study is exploratory in nature.
**Descriptive Research**

A descriptive study is undertaken when the characteristics or phenomenon to be tapped are known to exist (Kothari, 2004). Also known as statistical research, it describes data and characteristics about a population or phenomenon being studied. Descriptive research provides answers to questions as to ‘who’, ‘what’, ‘when’, ‘where’ and ‘how’ of a topic (Zikmund, 2003). It attempts to obtain a complete and accurate description of a situation, but does not attempt to uncover the question ‘why’ certain relationships exist (Punch, 2004).

**Explanatory Research (Hypothesis Testing)**

Also called causal studies, it is research that establishes relationships between variables (Zikmund, 2003). It is often used in hypothesis testing (Cavan *et al.*, 2001). Normally quantitative data is obtained from a situation, and this data is subjected to statistical tests in order to get a clearer view of the relationship between variables (Adams, Khan, Raeside & White, 2007).

**Research Strategies**

A research strategy details the most suitable methods of investigation, the nature of research requirements and the types of data to be gathered. According to Saunders *et al.* (2003), a research strategy is a general plan of how the researcher will go about answering the research question(s) set. It ensures that the information obtained is relevant to the research problem, and that it is collected objectively and economically. The following research strategies have been identified: experiments, surveys, case studies, and grounded theory.

**Experiment**

Saunders *et al.* (1997) posit that experimental research allows a researcher to establish the causation phenomena between a small number of variables, using quantitative analytical techniques, with a view to making general statements applicable to real life situations. This approach typically belongs to the natural sciences, and was not used in this study.
**Survey**

Surveys are most commonly used to gather facts, opinions and attitudes, and the major purposes of survey research include description, explanation, and exploration (Hackett, 1981). They enable a researcher to obtain data about practices, situations or views at one point in time through questionnaires and interviews.

After conducting a survey, quantitative techniques are then used to draw inferences from the data regarding existing relationships. Although surveys give the researcher more control over the research process, their major disadvantage is that much time is spent in designing and piloting the questionnaire (Krejčí, 2010). The survey method was used in this study.

**Case Study**

A case study involves the development of detailed, intensive knowledge about a single case or a small number of cases. It is an empirical inquiry that investigates a contemporary phenomenon within its real-life context using multiple sources of evidence (Yin, 1994). It investigates pre-determined phenomena, but does not involve explicit control or manipulation of variables – the focus is on in-depth understanding of a phenomenon and its context (Darke, Shanks & Broadbent, 1998). It produces findings not arrived at by means of quantification.

**Exemplary Case Study Research**

Yin (1994) identifies five criteria necessary for exemplary case study research. First, the case study must be significant. Second, it must be complete with respect to analytical boundaries and collection of evidence. Third, the case must consider alternative perspectives. The exemplary case study must anticipate obvious alternatives, and show empirically the basis upon which such alternatives can be rejected (Kennedy & Luzar, 1999). Fourth, the case study must display sufficient evidence, allowing the audience latitude to agree or disagree with the conclusions based on major evidences (Kennedy & Luzar, 1999). Finally, the case study must be composed in an engaging manner.
Principles of Data Collection

Case studies typically combine data collection techniques such as fieldwork, questionnaires, interviews, observation, archival records, documentation, physical artifacts or any combination of these (Yin, 1981). The first principle of data collection in case study involves the use of multiple sources of evidence. The rationale for using multiple sources of evidence stems from the concept of triangulation (Kennedy & Luzar, 1999). The second principle of data collection, in case study research, involves the creation of a case study database. This database consists of notes, documents, tabular material, narratives, and answers to questions (Kennedy & Luzar, 1999). The third principle of data collection, in case study, involves the researcher maintaining a chain of evidence (Kennedy & Luzar, 1999). This is used to increase the reliability of the information in a case study. Paying attention to these three principles of data collection serves to improve the validity and reliability of the research data and findings (Kennedy & Luzar, 1999).

According to Yin (1981), although case study may often begin with little conceptual framework, the narrative must be organised around specific propositions, questions, or activities, with flexibility provided for modifying the topics as analysis progresses. This approach was found suitable for this research.

Uses of Case Study

Case study research can be used to achieve various research aims – to provide descriptions of phenomena, develop theory, and test theory (Darke et al., 1998). According to Saunders et al. (2003), it is a viable strategy where research is being conducted in an area where few, if any, previous studies have been undertaken. The use of case study research to test theory requires the specification of theoretical propositions derived from an existing theory. Whetten (1999, p. 492) advises accordingly: “Most organizational scholars are not going to generate a new theory from scratch. Instead, they generally work on improving what already exists”. Yin (1994) confirms that single cases may be used to confirm or challenge a theory. This research study attempts to test the applicability of the concept of path dependency to
the University of Rhodesia. In this regard, it takes heed of Bennett and Elman’s (2006) advice that methodological choices must take into account the characteristics of the phenomenon that we seek to understand.

Disadvantages of the Case Study Method

- The data collection and data analysis processes are both subject to the influence of the researcher’s characteristics and background (Darke et al., 1998). They rely heavily on the researcher’s interpretation of events, documents and interview material, hence the danger of subjectivity.

- Data collection for case study research can be time-consuming and tedious, and often results in the accumulation of large amounts of data.

- Low generalisability as a result of the fact that only one or two cases are studied (Verschuren, 2003). Bennet and Elman (2006) agree: unit homogeneity makes it difficult to generalise with confidence to the broader population. Ragin (1989) advocates the use of multiple cases, albeit as a means to improve generalisability of the findings rather than because of its analytical power. However, Nieto and Pérez (2000) argue that the impossibility of generalising the findings is a criticism founded on a prejudice of people exclusively familiarised with the application of statistical techniques. Verschuren (2003) clarifies this ambiguity by arguing that the difficulty with case study is the tendency by scholars, in many social science disciplines, to define it mainly as the study of one single object rather than as a methodological approach or a research strategy. Yin (1981, p. 59) agrees: “What the case study does represent is a research strategy”.

- The case study report is a lengthy narrative that follows no predictable structure – it is hard to write and hard to read (Yin, 1981). Yin (1994) also notes that a case study report must be composed in an engaging manner with not only a clear writing style, but also one that constantly entices the reader to continue reading. This pitfall may also be avoided if a study is built on a conceptual framework, as is evident in the present study.
Data analysis can be difficult, as qualitative data analysis methods are not as well established, and ubiquitous in organisational literature, as quantitative methods (Kennedy & Luzar, 1999).

**Advantages of the Case Study Method**

The case study method offers significant advantages, which explain why the researcher used this method to explore the concept of path dependency in the development of the University of Rhodesia.

- Firstly, the case study method ensures that inferences are obtained from the study of an entire situation, rather than selected aspects of a case (Muranda, 1999).
- Secondly, the case study method focuses on the real event, or situation, whilst other methods tend to be abstractions from the real situation (Punch, 2004).
- Thirdly, there is a greater probability of obtaining more accurate information as compared to other research methodologies (Punch, 2004).
- Fourth, case studies offer a holistic, yet rigorous, approach to achieving explanation and understanding (Kennedy & Luzar, 1999).
- Fifth, case studies furnish the dimension of time and history to the study of social life, allowing an examination of stability and change in social patterns (Kennedy & Luzar, 1999).

**Why the Researcher Chose the Case Study as a Research Strategy**

Case study research may adopt single-case or multiple-case designs. According to Darke *et al.* (1998), while multiple designs allow cross-case analysis and comparison, and the investigation of a particular phenomenon in diverse settings, single-case design allows researchers to investigate phenomena in-depth to provide rich description and understanding. The researcher selected an information-rich case for in-depth study, the University of Rhodesia. This approach was adopted to allow for an in-depth discussion and intense analysis of factors that explain the University of Rhodesia’s success from a path dependency perspective. Logistics, time and resource
constraints did not permit a study of a bigger sample at the required level of depth. Yin (1994), one of the most influential contributors of this research approach, recommends this type of research – a single case is appropriate where it represents a critical case, where it is an extreme or unique case, or where it is a revelatory case. Kennedy and Luzar (1999, p. 586) add their weight to this recommendation:

*The critical case is identified when the characteristics of an actual situation correspond with the assumptions or environment stipulated in the theoretical proposition. The case is then used to confirm, challenge, or extend the initial theory. The extreme or unique case involves situations where circumstances occur so rarely that researchers have found it difficult to establish any common patterns. The revelatory case entails the instance where an investigator has the opportunity to observe and analyze a phenomenon previously inaccessible to scientific investigation.*

The case of UR was chosen because it was found to be a critical case. Case study research is considered to be particularly useful where research and theory are at their early, formative stages. Given the ambiguities and debates surrounding path dependency as a concept, this research assessed the utility and validity of this concept in the context of one particular institution, the University of Rhodesia. Hacket (1981, p. 600) advises that, “The selection of any research method should be directly related to the research objectives, the questions that are being asked, and the kinds of data necessary to answer those questions”. In pushing for methodological inclusivism, Kennedy and Luzar (1999) suggest that we should not limit our research outlets to those that value tools and prediction over explanation and understanding. Perry (1998, p. 799) agrees: “The case study methodology is appropriate for postgraduate researchers whether they plan to have an academic career or a career outside of academia”.

Nieto and Pérez (2000) posit that case study is useful for those who study organisations in general, as well as for a certain focus on management, such as the resource-based view. In the same vein, Bennett and Elman (2006)
suggest that, in studying phenomena like path dependency, case study research can guide analysts to look for theories, or to develop explanations where no such theories are found. In trying to find a solution to the challenge of developing and testing theories about complex phenomena, they posit that process tracing can help unravel these kinds of complexity (Bennett & Elman, 2006). They argue that case studies offer four advantages in the analysis of path dependency, and hence they were used in this study. First, they allow for detailed and holistic analysis of sequences in history; second, they are suited to the study of rare events; third, they can facilitate the search for omitted variables that might explain the clues; and fourth, they allow for the study of interaction effects within one or a few cases (Bennett & Elman, 2006).

**Grounded Theory**

The grounded theory methodological approach was developed by Glaser and Strauss (1967). Its development was motivated by an attempt to bridge the gap between theoretically ‘uninformed’ empirical research and empirically ‘uninformed’ theory, by grounding theory to data (Goulding, 1998). In grounded theory, data collection starts without the formation of an initial theoretical framework (Daengbuppha, Hemmington & Wilkes, 2006). It is the discovery of theory from data (Glaser & Strauss, 1967). These data lead to the generation of predictions, that are then tested in further observation and which may confirm, or otherwise contest, the predictions (Daengbuppha et al., 2006). It is the constant reference to data to develop, and test, theory that led to grounded theory being referred to as an inductive/deductive approach – theory being grounded in such continual reference to data – being open to what the site has to tell us, and evolving a coherent framework rather than ‘imposing’ one from the start (Miles, 1979). Theoretical concepts and propositions emerge as the researcher gathers data and investigates phenomena. Eisenhardt (1989) argues that this research approach is especially appropriate in new topic areas. However, according to Miles (1979), the need to develop grounded theory usually exists in tension with the need for clarity and focus.
Glaser and Strauss (1967) provide a strong intellectual rationale for using qualitative research to develop theoretical analysis. According to Goulding (1998), Glaser and Strauss (1967) wrote the book largely as a protest against what was perceived as a rather passive acceptance that all ‘great’ theories had been discovered, and that the role of research lay in testing these theories through quantitative ‘scientific’ procedures. The emphasis behind grounded theory, therefore, became one of new theory generation. Grounded theory has transformed methodological debates and inspired generations of qualitative researchers (Charmaz, 2006).

Assumptions of Grounded Theory
Eaves (2001, pp. 655-56), quoting Glaser and Strauss (1967), summarise the major assumptions of grounded theory as follows:

- Inquiry is structured by discovery of social and socio-psychological processes.
- Data collection and analysis phases of research proceed simultaneously.
- Both the processes and products of research are shaped from the data, rather than from preconceived logically deduced theoretical frameworks.
- Analytic processes prompt discovery and theory development, rather than verification of pre-existing theories.
- Theoretical sampling refines, elaborates, and exhausts conceptual categories.
- Grounded theory methodology is not only aimed at studying processes, but also assumes that making theoretical sense of social life is itself a process.
- The systematic application of grounded theory analytical techniques leads progressively to more abstract analytic levels.

Conceptual Density
Grounded theory methodology is designed to guide research in producing theory that is conceptually dense (Souliere, Britt, & Maines, 2001), i.e., theory with many conceptual relationships. The goal of conceptual density implies that theory should be rich in concept development and relationships, and that it should satisfy four requisite properties:
(i) a close fit with the substantive area in which it will be used;
(ii) readily understandable by lay persons;
(iii) is sufficiently general to be applicable to diverse daily situations;
and
(iv) allows at least partial control by researchers over the structure and process of daily situations (Soulliere et al., 2001, p. 254).

**Substantive and Formal Theory**

The major distinguishing factor between grounded theory and other qualitative research methods is its emphasis on theory development, either substantive or formal (Kearney, 1998). A substantive theory is grounded in research on one particular substantive area (Glaser & Strauss, 1967). It evolves from the study of a phenomenon situated in one particular, situational context (Eaves, 2001). In contrast, formal theory emerges from a study of a phenomenon examined under several different types of situations (Glaser & Strauss, 1967). The present study develops substantive theory.

**Theoretical Sampling**

Grounded theory is a methodology that can be used to generate theory where little is already known, or to provide a fresh slant on existing knowledge (Goulding, 1998). The qualitative nature of the paradigm focuses on the search for meaning, and understanding, to build innovative theory and not universal laws (Goulding, 1998). It is a method whose close inspection of the data extends theory through ‘theoretical sampling’. According to Glaser and Strauss (1967), theoretical sampling is the process of data collection for generating theory whereby the analyst jointly collects, codes and analyses data and decides what data to collect next and where to find them in order to develop theory as it emerges. Rather than predetermine the characteristics and size of the sample, the developing theory directs the researcher to new informants and appropriate locations (Goulding, 1998).

‘Theoretical sampling’ is a procedure for deciding what groups, sub-groups, or situations a researcher might turn to next in the data collection process, in order to test assumptions about emerging analytic concepts and their
properties (Soulliere et al., 2001). It involves a process by which concepts emerge from the data point to the next steps of data collection. According to Glaser and Strauss (1967), the goal of theoretical sampling is to choose groups that will help generate as many properties of the categories as possible, and that will help relate categories to each other and to their properties. Sampling, within grounded theory, is described as ‘theoretical’ rather than purposeful (Glaser & Strauss, 1967), in that it is driven by the emerging theory (Cutcliffe, 2000). The present study used theoretical sampling to identify respondents. The researcher had no predetermined sample size, but new informants were identified as new properties of the concept under study emerged.

**Saturation**

In order for concepts and categories to emerge during data analysis, the need for sampling of specific data sources continues until each category is saturated (Cutcliffe, 2000). Therefore, at the beginning of the study, there are no limits set on the number of participants, interviewees or data sources. The researcher continues selecting interviewees until they are saying nothing new about the concepts being explored (Cutcliffe, 2000). Saturation means that no additional data are being found whereby the researcher can develop properties of the category, i.e., the researcher stops getting variation in categories.

Thus, the criterion for judging when to stop sampling the different groups, pertinent to a category, is the category’s theoretical saturation (Glaser & Strauss, 1967). In this study, the in-depth, unstructured interviews caused some preliminary issues to surface. After interviewing 33 interviewees, the researcher began to feel that no additional data was being found. At this point of theoretical saturation, the researcher then isolated issues for further investigation (please see Appendix 3 for Round 1 Interview Questions and Appendix 4 for Round 2 Interview Questions).
**Constant Comparison**

A central feature of grounded theory is its method of constant comparative analysis. Constant comparison is where data collection and analysis occur simultaneously, and each item of data is compared with every other item of data (Cutcliffe, 2000). The purpose of constant comparison is for the development of concepts for the eventual reduction and integration into a coherent theory. In grounded theory, data forms the foundation of the theory, and our analysis of this data generates the concepts we construct. According to Glaser and Strauss (1967), in this method, evidence collected from other comparative groups (nations or organisations) is used to check out whether the initial evidence was correct. The constant comparing of many groups draws the researcher to their many similarities and differences. The method makes probable the achievement of a complex theory that corresponds closely to the data.

The constant comparison method served as the major research procedure in this study. It involved an inter-play between data collection and data analysis that occurred in an iterative manner. Analysis in this study took place as data collection was being carried out. The data collection and analysis processes included conducting interviews and spending the next day transcribing and analysing the data.

**Symbolic Interactionism**

According to Glaser and Strauss (1967), grounded theory is rooted in the symbolic interactionism tradition of social psychology and sociology. Eaves (2001) defines symbolic interactionism as a theory concerned with the meanings of events to people, and the symbols they use to convey those meanings. It focuses on the inner, or ‘experiential’, aspects of human behaviour or how people define events and reality, and how they act according to their beliefs (Eaves, 2001). Symbolic interactionism holds that people are in a continual process of interpretation and definition, as they move from one situation to another (Cutcliffe, 2000). The three basic premises of symbolic interactionism are:
♦ Human beings act toward things on the basis of the meanings that things have for them. These things may include institutions, ideals, beliefs, activities of others, and situations or any combination of these.

♦ The meaning of such things is derived from, or arises out of, the social interaction that one has with other fellows.

♦ These meanings are handled in, and modified through, an interpretative process used by the person in dealing with the things he/she encounters (Blumer, 1969).

Road Map for Theory Development
Following Glaser and Strauss’s (1967) grounded theory, Eisenhardt (1989) proposes a ‘roadmap’ for theory development from case study research. According to Eisenhardt (1989), the first step is to define the research question, because without a research focus it is easy to become overwhelmed by the volume of data – data asphyxiation. In theory-building, researchers typically combine multiple data collection methods like interviews, observations and archival sources (Eisenhardt, 1989). An important feature of research, to build theory from case studies, is the frequent overlap of data analysis with data collection, and the freedom to make adjustments during the data collection process (Eisenhardt, 1989). The idea is to allow the researcher to probe emergent themes, and take advantage of opportunities which may be present (Eisenhardt, 1989). Eisenhardt (1989), however, warns researchers that this is not a license to be unsystematic – rather, this flexibility should be regarded as ‘controlled opportunism’. The penultimate stage is tying the emergent theory to existing literature, as a way of enhancing the internal validity, generalisability and theoretical level theory of theory building (Eisenhardt, 1989). The final stage is producing a conceptual framework.

Grounded theory requires that the researcher moves through a succession of stages, starting with open coding – where similar data are grouped and conceptually labeled (Scott & Howell, 2008). Then concepts are categorised. Categories are linked and organised by relationship, in a process called axial coding (Scott & Howell, 2008). Conditions and dimensions are developed,
and finally, through an interpretive process called selective coding, a theory emerges (Glaser & Strauss, 1967).

Below, the researcher demonstrates the research process that was undertaken, from a grounded theory perspective, to establish whether or not the development of UR exhibited identifiable characteristics of path dependency.

**Figure 4.2: Research Process – A Grounded Theory Approach**

1. **Stage 1: Statement of the Problem & Research Question** – Preliminary Literature Review, Methodological Evaluation & Selection of Grounded Theory
2. **Stage 2: Material Sourcing** – collecting material (documents and interview material)
3. **Stage 3: Transcription** – bringing material into written form
4. **Stage 4: Unitisation** – dividing material into units of coding and analysis
5. **Stage 5: Open Coding & Analysis** – developing a category scheme
6. **Stage 6: Axial Coding** – relating categories with sub-categories
7. **Stage 7: Selective Coding** – identifying core category
8. **Stage 8: Proposed Theory** – final output (review & evaluate)

**Source:** Adapted from: Srnka and Koeszegi (2007, p. 35); Daengbuppha, Hemmington and Wilkes (2006, p. 372).
Grounded Theory: Weaknesses and Strengths

Eisenhardt (1989) notes some weaknesses of building theory from case study. One of them is that because case data lacks quantitative gauges such as regression, they may be unable to assess which are the most important relationships and which are simply idiosyncratic to a particular case. Another weakness is that building theory from cases may result in narrow and idiosyncratic theory, and theorists are unable to raise the level of generality of the theory. Other criticisms include the fact that the method is time-consuming and often takes the researcher in a number of different directions before a plausible theory starts to emerge (Goulding, 1998). However, Eisenhardt (1989) concedes that theory development, from case study research, is likely to have strengths like novelty, testability, and empirical validity arising from the intimate linkage with empirical evidence. Another major strength of grounded theory is that it explains what is actually happening in practical life at a particular time, rather than describing what should be going on (McCallin, 2003).

Grounded Theory and Literature Review

Glaser and Strauss (1967), the two main proponents of grounded theory diverged significantly on their beliefs about how its principles and methods should be interpreted and deployed. The performance of a literature review at the onset in grounded theory studies has been one such controversial area (Chen & Boore, 2009). The dispute was about whether grounded theory should start with a framework or any knowledge of structure. Strauss, in his later writing with Corbin (Strauss & Corbin, 1990) advanced a ‘different' version of grounded theory, which they considered to be the result of maturation of the classical approach (Chen & Boore, 2009). They advocated reviewing the literature early in the study for several reasons:

♦ It stimulates theoretical sensitivity.
♦ It provides a secondary source of data.
♦ It stimulates questions.
♦ It directs theoretical sampling.
♦ It provides supplementary validity.
♦ It can identify the current gaps in knowledge (Strauss & Corbin, 1990).

McGhee, Marland, and Atkinson (2007) argue that it is undesirable that a researcher enters the field in an ‘atheoretical’ state and rather should be aware of extant knowledge. Further, as grounded theory studies often take a new perspective on an old issue, it is important to be familiar with previous knowledge so as to outline the research phenomenon (McGhee et al., 2007), clarify concepts, and define terms (Cutcliffe, 2000).

Cutcliffe (2000) argues that the review of literature helps to identify current gaps in knowledge and provides a rationale for the proposed research. In support of reviewing literature in grounded theory, Walls, Parahoo and Fleming (2010) suggest that the researcher requires some knowledge of the subject to provide orientation and direction. They further argue that such background reading, “…will assist the researcher to recognize the nuances and understand the subtlety of what is being said by participants in the field and in the analysis of the data” (Walls, et al., 2010, p. 11).

McCallin (2003) posits that reading literature has a place in modern-day grounded theory studies because previous knowledge becomes data to be integrated into a study, using constant comparative analysis in order to refine emerging concepts and categories. Consistent with the above approach, this study used the ‘modified’, or ‘modern interpretation’, of grounded theory as a research study. This study reviewed literature at the beginning of the research in order to reduce the uncertainty regarding the context and the focus of the topic.

**Triangulation**

Triangulation is the combination of theories (theory triangulation), methodologies (methodological triangulation), use of multiple investigators (investigator triangulation), and multiple data sources (data triangulation) in the study of the same phenomenon in order to strengthen the credibility and applicability of findings (Jack & Raturi, 2006). Researchers who use theory triangulation, argue that no theory has the prerogative of truth, nor is it
possible to ‘prove’ the superiority of one theoretical approach over another. Saunders et al. (1997) argue that there is no single research methodology that is intrinsically better than any other methodology. They encourage the use of a combination of research methods, as a way of improving the quality of the research. Triangulation can stimulate the creation of inventive methods (Jick, 1979). It can also help to uncover the deviant dimension of a phenomenon – old theories can then be refashioned and new theories developed (Jick, 1979). Essentially it affirms the notion that qualitative and quantitative methods should be viewed as complementary, rather than as rival camps (Jick, 1979).

Saunders et al. (1997) observe that it is not uncommon to see researchers combining both quantitative and qualitative methods, or using both primary and secondary data. Triangulation is useful because each method has its own strengths and weaknesses (Jack & Raturi, 2006). The effectiveness of triangulation rests on the premise that the weaknesses in each single method will be compensated for by the counter-balancing strengths of another (Jick, 1979). However, a fundamental concern about the use of a triangulation strategy is that it carries the danger of using theories and methods with different philosophies that can lead to theoretical and methodological opportunism and incoherence.

Miles and Huberman (1994, p. 273) assert that, “findings are more dependable when they can be buttressed from several independent sources”, and validity is enhanced when findings are confirmed by more than one instrument measuring the same thing. In this study, interview transcripts, surveys and documents formed the basis of the research data that allowed for continuous review and analysis.

Mixed Methods Approach
The main goal of triangulation is to confirm a study’s results by using qualitative and quantitative methods. This research study used the mixed methods research approach, which focuses on collecting, analysing and mixing both quantitative and qualitative data in a single study (Molina-Azorin,
The mixed method approach was originally an outgrowth of the triangulation of methods. However, it goes beyond the initial goal of triangulation because it seeks to provide a more comprehensive and detailed understanding of the phenomenon under study (Dunning, Williams, Abonyi & Crooks, 2008). It also helps the researcher to discover new perspectives, and to explain anomalies in the data (Dunning et al., 2008). This helps to increase the researcher's confidence in the data and findings.

**Sampling**

**Population**

A population refers to the entire group of people or universe about which the researcher wants to obtain information (Kothari, 2004; Zikmund, 2003). Saunders et al. (2003) define a population as the full set of cases from which a sample is taken. It is the group that the researcher is interested in studying and to which the findings of the research will be generalised.

**Sample**

A sample is a sub-group or part of a larger population. It is a representative group of elements carefully selected from a population to facilitate investigation of the population (Zikmund, 2003). Sampling enables the researcher to collect data from a sub-set of the population, rather than from all possible cases thereby overcoming time, money and access constraints. Thus the researcher almost always has to work with a sample of subjects, rather than the full population. The main challenges of sampling are representativeness and non-response (Kothari, 2004).

Deciding on a sample size for a qualitative enquiry can be more difficult than for a quantitative one, because there are no 'hard' rules to be followed. The question of sample size rests mainly on weighing the resources available against time to be taken during the data collection process (Kothari, 2004). Saunders et al. (1997) acknowledge that it is difficult to strike a compromise between the accuracy of the findings and the amount of time and money available for collecting, checking and analysing the data. The final sample size is a matter of judgement rather than precise calculation. The selection of
sample size depends on the breadth, or depth of, information being sought by the researcher (Zikmund, 2003; Kothari, 2004). To that extent, the validity, meaningfulness and insights generated from qualitative enquiry have more to do with the information richness of the cases selected, and the observation/analytical capabilities of the researcher, than with sample size.

**Sampling Techniques**

Sampling techniques are divided into two groups, namely probability (representative or random) and non-probability (judgemental or non-random) sampling (Adams *et al*., 2007). In probability sampling, the elements in the population have some known chance or probability of being selected as sample subjects (Zikmund, 2003). Probability sampling designs are used when the representativeness of the sample is of importance in the interests of wider generalisability (Cavana *et al*., 2001).

In non-probability sampling, the elements in the population do not have a known, or predetermined, chance of being selected as sample subjects (Adams *et al*., 2007). The researcher uses his or her subjective judgement to come up with a sampling method that he or she feels will deliver results and enable him or her to answer the research question(s) (Zikmund, 2003).

A sampling frame is the complete list of the population from which a sample is selected. According to Saunders *et al.* (1997), it is advisable to use as large a sample as possible to reduce error in generalising to the population. A minimum number of 30 elements in a sample are recommended for statistical analyses (Kothari, 2004).

**Probability Sampling Methods**

Under probability sampling, the following sampling methods are common: simple random, systematic, stratified, and cluster sampling.

**Simple Random Sampling**

This method involves selection, at random, from a list of the population of the required number of units from the sample (Adams *et al*., 2007). If properly
conducted, it gives each unit an equal chance of being included in the sample, and also makes all possible combinations of units for a particular sample size equally likely (O’leary, 2004). Simple random sampling has the least bias, and offers the most generalisability (Cavan et al., 2001). However, an entirely updated listing of the population may not always be available.

**Systematic Sampling**

It involves choosing a starting point in the sampling frame, at random, and then choosing every n\textsuperscript{th} unit (O’leary, 2004). However, this method has certain statistical peculiarities. Whereas the initial chance of selection of any unit is the same, once the first unit has been chosen, there is always the possibility that some important sub-group of a population will not be adequately sampled (Hackett, 1981). Its advantage over the simple random sampling technique is its simplicity.

**Stratified Sampling**

Stratified sampling involves dividing the population into a number of groups, or strata, where members of a group share particular characteristics (Adams, et al., 2007). A stratum is a sub-set of the population that shares at least one common characteristic, for example, males and females, managers and non-managers. It involves a process of stratification or segregation, followed by random selection of subjects from each stratum (Cavana et al., 2001).

**Cluster Sampling**

It involves dividing the population into a number of units or clusters, each of which contains individuals with a range of characteristics (O’leary, 2004). A random sample (systematic or simple) of these clusters is then drawn. The sub-population within the cluster is then chosen.

**Non-Probability Sampling Methods**

Under non-probability sampling, the probability of selection for each population unit is unknown before-hand (Zikmund, 2003). It is any sampling plan where it is not possible to specify the probability that any unit will be included in the sample (Kothari, 2004). However, it is more flexible and less
expensive for the researcher than probability sampling, but the results are of limited value (Adams et al., 2007). Non-probability sampling covers convenience, judgemental, quota and snowball (Kothari, 2004).

*Convenience Sampling*
It involves collecting information from members of the population who are conveniently available to provide it (Cavana et al., 2001).

*Judgemental Sampling*
It is a type of purposive sampling. Judgement samples are selected on the basis of what some expert thinks those particular units, or elements, will contribute to answering the particular research question (Zikmund, 2003). Judgement sampling design is used when a limited number, or category, of people have the information that is sought, e.g., experts (Cavana et al., 2001). The principle of selection is the researcher’s own judgement as to typicality or interest (Zikmund, 2003). A sample is built up, which enables the researcher to satisfy his/her specific needs in a project. This approach is commonly used when working with small samples, such as in case study research and when there is need to select cases that are particularly informative (Adams et al., 2007). This study used judgemental sampling to select the University of Zimbabwe (formerly University of Rhodesia), because the researcher felt that this case is important.

*Quota Sampling*
The non-probability method, equivalent of stratified sampling. The population is first segmented into mutually exclusive sub-groups, or stratums (Kothari, 2004). Then convenience-, or judgement, sampling is then used to select the required number of subjects from each stratum based on a specified proportion.

*Snowball Sampling*
This method is used when the desired sample characteristic is rare (Zikmund, 2003). It is frequently used when the elements in the population have specific characteristics or knowledge, but they are very difficult to locate and
contact (Cavana et al., 2001). The initial sample can be selected by probability, or by non-probability methods, but the new subjects are selected based on recommendations and information provided by the initial subjects (Cavana et al., 2001). The first respondent refers a friend. The friend also refers a friend. Thus snowball sampling relies on referrals from initial subjects to generate additional subjects, accumulating more subjects as the study proceeds (Adams et al., 2007). Whilst the technique can reduce search costs, one of its limitations is that subjects may refer the researcher to additional subjects who hold similar views to themselves, thus limiting the generalisability of the research findings (Cavana et al., 2001). This research technique was used in this study because it was found to be appropriate.

**Sources of Data**

*Secondary Sources of Data*

Secondary data is data that has already been collected for some other purpose. It is data collected for purposes other than the specific research needs at hand (Zikmund, 2003). It can be obtained from internal sources or external sources (books, newspapers, journals, magazines and the Internet) (Lancaster, 2005; Kothari, 2004). Non-written materials can be in the form of video recordings, pictures, drawings, films and television programmes (Dawson, 2002). Digital Versatile Disks (DVDs) and CD-ROMs are other examples of non-written materials (Dawson, 2002). Most of the data for the literature review was collected from secondary sources on the subject of the RBV and path dependency.

Secondary data was used in this research because of the following reasons:

- It is less expensive to obtain in terms of time, effort and money (Zikmund, 2003).
- The data is already available, and can be obtained fairly quickly and unobtrusively (Zikmund, 2003).
- It can be used to triangulate the research findings based on other data such as observation, interviews or questionnaires (Punch, 2004).
However, secondary data is limited by the validity of the information with passage of time, the purpose for which it was collected and the procedure used (Adams et al., 2007). The researcher gathered data from reports, newsletters, administrative records, speeches, journals, newspapers and the Internet. It is important to appreciate the fact that most answers to many problems of an organisation often lie within its files, or in published material (Lee & Lings, 2008), but organisations do not make full enough use, or full use, of the information they routinely collect.

**Primary Sources of Data**

Primary data is new data collected specifically for the current purpose. It is obtained by asking questions of the study participant, and it requires the explicit consent and co-operation of individuals being studied (Kothari, 2004). It is based on verbal and written communication between researcher and participant. The main sources of primary data are interviews, questionnaires, focus groups and observations (Kothari, 2004). This research study used interviews and questionnaires to collect data from study participants.

**Data Collection**

This is the process of preparing and collecting data. Cooper and Schindler (2001) state that data collection usually takes place early on in the study, and is often formalised through a data collection plan. They believe that a formal data collection process is necessary as it ensures that data gathered is both defined and accurate, and that subsequent decisions based on arguments embodied in the findings are valid (Cooper & Schindler, 2001).

The design structure of this research project was based upon using semi-structured interviews, questionnaires and document analysis. These tools were felt to be the most effective means of gathering data, because this research was exploring 'uncharted waters'.

**In-depth Interviews**

Also called informant interviews, in-depth interviews can be structured or unstructured. In an unstructured interview, the interviewer does not enter into
the interview setting with a planned sequence of questions for the respondent (Kothari, 2004). The objective of the unstructured interview is to cause some preliminary issues to surface, so that the researcher can decide what variables need further in-depth investigation (Cavana et al., 2001). According to Aaker, Kumar and Day (1998), data for a case study is usually obtained from a series of lengthy unstructured interviews with people involved in the situation. They also posit that semi-structured interviews are especially effective with busy executives and thought leaders (Aaker et al., 1998).

In-depth unstructured interviews have the following advantages:

- They have a high return rate compared to a questionnaire, and allow for follow-ups (Kothari, 2004).
- They allow a more permissive atmosphere so that questions not readily grasped by the interviewees can be rephrased, or repeated, with proper emphasis and explanations where necessary (Young & Schmidt, 1966).
- Respondents tend to appreciate the seriousness of the study when the researcher contacts them personally, as opposed to when they receive a letter and questionnaire from the mail (Kothari, 2004).
- It affords the interviewer the opportunity to assess the characteristics of the respondent, through assessing tone of voice, facial expression and hesitation (Adams et al., 2007).

However, the method is expensive both in data collection and analysis (Adams et al., 2007). Further, lack of standardisation in the interviews leads to concerns about reliability, viz.:

- Interview bias, where the comments, tone or non-verbal behaviour of the interviewer creates a bias in the way the interviewee responds to the questions being asked;
- Interviewee bias, where the interviewee may be sensitive to the in-depth exploration of certain themes and, as a result, may not reveal or discuss an aspect of the topic for fear of further probing and intrusion;
– Interviewees may also suffer from faulty perception, faulty memory, lack of insight and an inability to answer the questions (Young & Schmidt, 1966).

In order to overcome interviewer and interviewee bias, Saunders et al. (1997) suggest that the following should be observed:

– Adequate preparation and readiness for the interview by the researcher.
– Appropriateness of researcher’s appearance at the interview.
– Managing first impressions.
– Questioning approach.
– Demonstrating listening skills.
– Approach to recording information.

**Questionnaires**

A questionnaire is a technique of data collection in which a person is asked to respond to the same set of questions in a pre-determined order (Lancaster, 2005). It is a research instrument consisting of a series of questions for the purpose of gathering information from respondents. It provides an efficient way of collecting responses from a large sample of respondents (Kothari, 2004). In order to provide cross-validation (Jack et al., 2006) and triangulation (Jack et al., 2006) of the evidence gathered through the interviews and documents analysis, the researcher used questionnaires to gather information on whether the evolution of UR was path dependent.

Below are some of the advantages of using a questionnaire:

– It can be administered to large numbers of people at the same time and respondents respond to the same set of questions, which improves the precision of results (Kothari, 2004).
– It often has standardised answers that make it simple to compile data (Brace, 2004).
– It also gives respondents more time to consider each question before answering, while maintaining possible anonymity of the respondent (Kothari, 2004).
– Some respondents feel more comfortable about expressing their honest reactions to sensitive questions on a questionnaire, than they do in an interview (Kothari, 2004).
– Questionnaires reduce bias – there is uniform question presentation and no middleperson bias (Kothari, 2004).
– A questionnaire does not require as much effort from the questioner as verbal or telephone surveys (Brace, 2004).
– Questionnaires are less intrusive (Kothari, 2004).
– The method is also cost effective and convenient in collecting data (Kothari, 2004).

However, the major disadvantages of using a questionnaire are:
– It has a low response rate, and responses may be delayed since people generally have an anti-questionnaire belief (Wilson, & Sapsford, 2004; Kothari, 2004).
– It assumes no literacy problems and that the researcher does not have control over who actually completes the questionnaire. Zikmund (2000) argues that questionnaires are limited by the fact that respondents must be able to read the questions and respond to them.
– Incomplete questionnaires may be returned to the researcher (Singh, 2006).
– The researcher is not available to provide clarity in those areas that are not clear to respondents. Saunders et al. (1997) point out that responses to a questionnaire can be inaccurate because of intentional and unintentional actions of respondents. Saunders et al. (1997) further elaborate on sources of inaccuracy.

*Unintentional Sources of Inaccuracy:*
- Limited memory about people or events under investigation.
- Selective perception of respondents.
- Lack of knowledge of the respondents.
**Intentional Sources of Inaccuracy:**
- Desire to please the researcher.
- Desire to preserve self-image and to be socially correct.
- Need to protect self-interest.
- Desire to scupper or ruin a research.

**Fieldwork**

**Semi-structured Interviews**

The fieldwork was based primarily on semi-structured, individual interviews. In addition, two questionnaires were constructed – one to assess whether the UR was a successful organisation or not, and the other to assess whether the emergence of the University was path dependent (see Appendices 7 and 8 respectively). The time horizon used in this research study was a cross-sectional approach, where data was gathered just once over a ten-month period, December 2009 to September 2010. Prior to the data collection stage, less formal interviews, including phone conversations and email communications were conducted with respondents. This was meant to enable the researcher to gain a general insight into the history and structure of UR, as well as to familiarise the respondents with the researcher. These initial interviews were conducted in offices, or the residential homes, of respondents. The data was not collected to develop a theoretical framework, but to increase familiarity with the research setting, to explore alternative data collection methods, and to start to build the research design (Daengbuppha, Hemmington & Wilkes, 2006).

Prior to field interviews, Yin (1994) recommends a pilot interview to refine procedures and discover potential study design defects. Five pilot interviews were conducted to check the interview questions for clarity, content and completeness (Gorelick, 2000). Following the pilot interviews, a detailed analysis of the interview questions, and process, was conducted. Feedback helped to validate the substance of the questions, and minor changes were made to allow for more open-ended conversation (Gorelick, 2000).
These exploratory interviews preceded the development of an interview schedule, consisting of 73 in-depth semi-structured interviews with former students, current and former academics and administrators of UR. The complete list of respondents evolved through the study using the snowballing technique (Yin, 1994), as respondents were asked during interviews about other people who might provide additional information about the study. An underlying assumption for the study, and selection criteria for the interviewees, was that the participants were familiar with the history of UR. In this regard, purposive sampling was used to identify respondents.

The interviews were scheduled in advance and lasted between 45 minutes and one hour. They focused on key events, people, and issues. Since this was a discovery-oriented investigation, interviews were open-ended to allow for free-flowing dialogue (Gorelick, 2000). Respondents provided descriptive data about their thoughts, feelings and beliefs – insights which can be difficult to unravel with structured research (Lancaster, 2005). The researcher used extensive, non-directive probing (Lancaster, 2005) to obtain clarifications during the interviews. He was not formalistic for fear that interviewees could withhold information. The researcher was able to maintain a spontaneous conversational style, necessary for discovery-oriented investigations. In fact, the researcher refrained from using management jargon (Harris & Ghauri, 1998) in order to allow interviewees to talk freely about their experiences.

In order to establish rapport with the interviewees, at the beginning of each interview the researcher gave respondents a Letter of Introduction and a Release Form from the Graduate School of Business, University of Cape Town (see Appendices 1 and 2 respectively). The Letter of Introduction served as an invitation to respondents to participate in the study. It also stated the purpose of the study, and gave assurance of the confidential handling of responses. However, all the 73 participants who were interviewed said that they had no objections to being named in the study.

Each participant was asked for permission to tape record the interview – none objected to the use of the recorder (Gorelick, 2000). Brief hand-written notes
were taken in case of technical failure. With the permission of the participants, the researcher took photographs of 50 interviewees and respondents (see Appendix 11).

Following each interview, the audiotapes were transcribed verbatim by the researcher prior to analysis. The average transcription length was 10 double-spaced pages, and it took on average three hours to transcribe each interview. Each participant received an electronic copy of his, or her, transcript for review and revision (Gorelick, 2000).

The principles of theoretical sampling were adopted, where the data collection and analysis stages were designed to overlap in order to allow both the sampling and data collection processes to be informed by the emerging data analysis (Daengbuppha et al., 2006).

**Questionnaires**

Questionnaires were hand-delivered to offices or residential homes of 80 respondents (former students, current and former academics and administrators). As with the interviewees, the purposive sampling technique was used to select the respondents, while the complete list of respondents evolved through the study using the snowballing technique (Yin, 1994). Telephone and personal follow-ups were used to improve response rate and minimise delays.

The questionnaires were constructed and the data analysed in such a way that information provided would not be traceable to the individual. The questionnaires were composed of predominantly closed-ended questions to make it easier for the respondents to complete them, and to facilitate data analysis of the responses. In order to minimise the abovementioned sources of inaccuracies, the questionnaires were first pilot tested with five respondents to gauge the depth of the responses, to ascertain whether the questionnaire would yield meaningful responses, and to ensure that respondents did not have problems understanding questions or following instructions correctly (Saunders et al., 1997).
A debriefing exercise was carried out with the selected respondents where they were asked to explain their answers and to state the meaning of each question, as well as describe any problems they encountered in the completion of the questionnaires. The aim was to get improvement suggestions, detect errors, ambiguities and ensure simplicity. As a result of the pilot study, a number of questions were rephrased and the number of questions expanded (see Appendices 5 & 6 for the questionnaires used during the pilot study).

**Documentary Evidence**

Printed documents included Annual Reports of the Department of Education of Southern Rhodesia (now Zimbabwe), correspondence, newspaper articles, brochures, journals, and books. Documents were used as a source for triangulation. Data collected during interviews were checked against documentary evidence, and vice versa, thus enhancing the credibility of findings (Jick, 1979).

**Data Processing, Analysis and Presentation**

Survey data obtained from the questionnaires was first processed, i.e., coded, entered and cleaned before it was analysed using the Statistical Package for Social Scientists (SPSS). The information was presented using tables and graphs to enable easy comparison and clear projection of the situation. Data from semi-structured interviews was analysed using qualitative data analysis software, Nvivo 8.

**Qualitative Data Analysis**

Qualitative data analysis is basically a non-mathematical procedure that analyses the meaning of people’s words and behaviours (Cavana et al., 2001). There is no natural split between data gathering and analysis – as the researcher gathered data, he was also analysing the data. The data itself also formed the foundation of developing theoretical insights. Miles and Huberman (1994) state that, in qualitative data analysis, the focus is on data in the form of words – in this case, the words that emanated from the interviews with participants. Miles and Huberman (1994, p. 10) define
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qualitative data analysis as composed of “three concurrent flows of activity: data reduction, data display, and conclusion drawing/verification”. The three activities are designed to create three different outcomes: reduction activities select raw data, e.g., coding; display activities convert data into information about the case, e.g., demographic tables; conclusion-drawing/verification activities transform information into knowledge that has implications for theory and practice, e.g., noting regularities, patterns, explanations, possible configurations, causal flows, and propositions (Miles & Huberman, 1994). In this study the qualitative research process occurred as “an interactive cyclical process” (Miles & Huberman, 1994, p. 12).

**Grounded Theory**

Qualitative data was analysed according to Glaser and Strauss’s (1967) grounded theory approach. The grounded theory approach involves studying data early, separating, sorting and synthesising these data through qualitative coding (Goulding, 1998). Coding means that we attach labels to segments of data that depict what each segment is about. It distills the data, sorts them, and gives us a handle for making comparisons (Charmaz, 2006). The ability to perceive variables and relationships is termed ‘theoretical sensitivity’. The grounded theory approach ensures that categories are drawn from respondents themselves (Goulding, 1998).

Cavana et al. (2001) argue that the overlap of data gathering and analysis can be a weakness when the simultaneous analysis contaminates the direction of the data gathering, by diverting the research away from the research objectives. Yin (1994) posits that the subjective, ambiguous and elastic nature of qualitative data makes its analysis very difficult and demanding. Miles (1979) agrees: collecting and analysing data is highly labour-intensive – the range of phenomena to be observed, the recorded volume of notes, the time required for write-up, coding and analysis can become overwhelming. Further, the central difficulty in the use of qualitative data is that methods of analysis are not well formulated, whereas for quantitative data there are clear conventions the researcher can use (Miles, 1979). Grounded theory has not occupied prime position in the methodological conversation because of **inter**
alia, perceptions regarding the language of the paradigm – open coding, axial coding, and selective coding, which has connotations of positivist practice (Goulding, 1998).

However, Miles (1979) argues that qualitative data are attractive for many reasons: they are rich, full, holistic and real; they preserve chronological flow where that is important; they suffer minimally from retrospective distortions; and their collection requires minimal front-end instrumentation. Qualitative data is apt to be superior to quantitative data in terms of characteristics like density of information, vividness, and clarity of meaning, rather than reproducibility and precision (Jick, 1979).

**Coding**

Having ordered the data, the researcher continued the interactive process of grounded theory through the systematic data coding process which consisted of open coding, axial coding and selective coding. This enabled the development of theory and completion of the research process through the review and evaluation of the proposed theory (Daengbuppha et al., 2006). The data analysis process was enhanced using a software package for qualitative data storage, management and retrieval, Nvivo 8.

First, names or other personal identifiers were removed from all transcriptions before they were exported into Nvivo 8. Figure 4.3 below illustrates the coding procedure in the data analysis process (which followed grounded theory principles).
First, the researcher carried out *open coding*, that part of the analysis concerned with identifying, naming, categorising and describing phenomena found in the text. It allowed the researcher to uncover themes and patterns associated with the research questions. Similar data were grouped and conceptually labeled (Scott & Howell, 2008). The researcher developed a list of five categories that were expected to contribute to path dependency based on the Literature Review, as set out in Chapter 3. The five categories were initial conditions, increasing returns, self-reinforcement, positive feedback and lock-in. Miles and Huberman (1994) explain that codes can come from the conceptual framework, list of questions, hypotheses, problem areas and/or key variables that the researcher brings to the study. Glaser and Strauss (1967) call for open coding as the initial phase of grounded theory analysis.

**Adapted From:** Daengbuppha, Hemmington and Wilkes (2006, p. 376).
Next, the researcher performed *axial coding* which involved refining the themes/categories that emerged from open coding. This process involved linking categories and developing clear relationships among the categories (Scott & Howell, 2008) via the conditional relationship guide and the reflective coding matrix (Scott & Howell, 2008).

In order to specify the dimensionality of the themes/categories, the researcher compared respondents whose narratives were assigned similar themes/categories, resolving any discrepancies between the themes/categories and noting similarities. Additionally, the researcher explained the relationship of the themes/categories to each other.

The next analytical step was *selective coding*, which involved specifying the core themes/categories that emerged from the analysis. These core themes served as the unifying link between all the themes/categories, and denoted a working theory that depicts the phenomena captured by the questions contained in the interview guide. The process continued until a point was reached when improvements to the model were increasingly small, and the benefits of further analysis were marginal. At this stage, theoretical saturation was achieved and internal validity tested. Comparison with the extant literature then took place.

Results of the qualitative analysis are presented in the next chapter and they also outline the working theory. In the next chapter, the researcher presents these themes more elaborately and illustrates with verbatim quotes.

**Methodological Experiences, Access to Site, and Ethical Considerations**

The ability to collect data depends on gaining access to its source. According to Saunders *et al.* (1997), gaining physical access may be difficult because organisations and individuals may not be interested or prepared to participate in voluntary activities due to time constraints. Organisations and individuals will find it difficult to co-operate if they do not see the value of the study, or if they have doubts about the credibility, and competence, of the researcher. Respondents can be reluctant to give conclusive answers, for fear of the
implications if ever the information could be attributed to them. Where such fears were exhibited, the researcher directed the attention of respondents to the confidentiality clause in the Letter of Introduction from the Graduate School of Business, University of Cape Town.

Obtaining physical access was not a problem for the researcher, because the researcher has had a long history of associating with the University. The researcher obtained a Bachelors degree and two Masters degrees at the University of Zimbabwe between 1985 and 1990, and also between 1997 to 2000. He was also employed as a Senior Administrator from 1994, before he crossed over to become an academic at the same institution in 2001. Being a staff member of the University, the researcher had established both formal and informal relationships within the organisation. This helped to facilitate access to former students, current and former administrators and academics. The acceptance of the researcher, as a staff member of the University, paved the way for gaining overall trust. With the above experience as a student, administrator and academic, the researcher was in an advantageous position to study developments at the institution. However, this long association with the case institution might have affected the researcher’s ability to be objective.

**Conclusion**

This chapter outlined the methodology used in the study. The next chapter presents the findings of the study.
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Introduction
This chapter presents the findings of the study. The aim of this study was to examine the emergence of UR between 1945 and 1980, and to establish whether there are enduring characteristics and a pattern that define its evolution. The researcher now discusses outcomes from the interviewees and presents the themes that emerged from the findings.

Five determinants of path dependency (initial conditions, increasing returns, self-reinforcement, positive feedbacks and lock-in) which emerged from the review of literature, were used to categorise data. Evidence from the empirical analysis indicated the profound influence of initial conditions. This influence helped to improve our understanding of path dependency. The findings highlighted the fact that initial conditions defined and shaped the contextual factors that influenced the development of the University. They were a key determinant in the evolution of the organisation by setting the path and trajectory of the institution.

Some of the initial conditions included UDI, the Federation, financial support, Rhodesian nationalism and the British influence. These factors influenced other determinants of organisational development like the recruitment of staff, educational standards and external linkages (increasing returns), curriculum, class size and infrastructure (self-reinforcement), the use of external examiners (positive feedback), and conditions of service and opportunities for research (lock-in). These empirical factors, which were revealed during semi-structured interviews, provided the foundation upon which a new framework of path dependency was built.

During data coding and analysis of both Round 1 and Round 2 interviews, 28 sub-categories were identified. These are presented in Table 5.1 below:
Table 5.1: Codes Used to Categorise Data

<table>
<thead>
<tr>
<th>Substantive Categories</th>
<th>Sub-categories</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial Conditions</strong></td>
<td>Federation</td>
</tr>
<tr>
<td></td>
<td>UDI</td>
</tr>
<tr>
<td></td>
<td>Rhodesian Nationalism</td>
</tr>
<tr>
<td></td>
<td>British Influence</td>
</tr>
<tr>
<td></td>
<td>Multi-racialism</td>
</tr>
<tr>
<td></td>
<td>Financial Support</td>
</tr>
<tr>
<td><strong>Increasing Returns</strong></td>
<td>First Mover Advantage</td>
</tr>
<tr>
<td></td>
<td>External Linkages</td>
</tr>
<tr>
<td></td>
<td>Eminent Staff</td>
</tr>
<tr>
<td></td>
<td>Lack of Alternatives</td>
</tr>
<tr>
<td></td>
<td>Selection of Students</td>
</tr>
<tr>
<td></td>
<td>Educational Standards</td>
</tr>
<tr>
<td></td>
<td>Fees</td>
</tr>
<tr>
<td><strong>Self-reinforcement</strong></td>
<td>Curriculum</td>
</tr>
<tr>
<td></td>
<td>Infrastructure</td>
</tr>
<tr>
<td></td>
<td>Class Size</td>
</tr>
<tr>
<td></td>
<td>Publicity Efforts</td>
</tr>
<tr>
<td></td>
<td>Grants &amp; Scholarships</td>
</tr>
<tr>
<td></td>
<td>Reputation</td>
</tr>
<tr>
<td></td>
<td>Contribution of the University</td>
</tr>
<tr>
<td><strong>Positive Feedback</strong></td>
<td>‘Kremlin on the Hill’</td>
</tr>
<tr>
<td></td>
<td>External Examiners</td>
</tr>
<tr>
<td><strong>Lock-in: Staff</strong></td>
<td>Conditions of Service</td>
</tr>
<tr>
<td></td>
<td>Opportunities for Research</td>
</tr>
<tr>
<td></td>
<td>Rewarding Experience</td>
</tr>
<tr>
<td></td>
<td>Limited Alternatives</td>
</tr>
<tr>
<td></td>
<td>Loyalty &amp; Attachment</td>
</tr>
<tr>
<td><strong>Lock-in: Students</strong></td>
<td>Living Conditions</td>
</tr>
</tbody>
</table>

Below, the researcher presents the number of times that each code appeared in both Round 1 and Round 2 interviews. The frequencies appearing in Table 5.2 below are sorted in descending order by Round 1 interviews.
Table 5.2: Frequency Counts for Each Code (Round 1 and Round 2)

<table>
<thead>
<tr>
<th>Code</th>
<th>R1 References</th>
<th>R2 References</th>
</tr>
</thead>
<tbody>
<tr>
<td>External Linkages</td>
<td>30</td>
<td>59</td>
</tr>
<tr>
<td>Educational Standards</td>
<td>29</td>
<td>70</td>
</tr>
<tr>
<td>Multi-racialism</td>
<td>25</td>
<td>65</td>
</tr>
<tr>
<td>Eminent Staff</td>
<td>20</td>
<td>75</td>
</tr>
<tr>
<td>Federation</td>
<td>19</td>
<td>43</td>
</tr>
<tr>
<td>Financial Support</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>Lack of Alternatives</td>
<td>17</td>
<td>22</td>
</tr>
<tr>
<td>Limited Alternatives</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>Loyalty &amp; Attachment</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>Contribution of the University</td>
<td>13</td>
<td>48</td>
</tr>
<tr>
<td>Conditions of Service</td>
<td>13</td>
<td>40</td>
</tr>
<tr>
<td>Selection of Students</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>External Examiners</td>
<td>12</td>
<td>35</td>
</tr>
<tr>
<td>Class Size</td>
<td>12</td>
<td>21</td>
</tr>
<tr>
<td>‘Kremlin on the Hill’</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>Living Conditions</td>
<td>11</td>
<td>30</td>
</tr>
<tr>
<td>Publicity Efforts</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Unilateral Declaration of Independence</td>
<td>10</td>
<td>32</td>
</tr>
<tr>
<td>First Mover Advantage</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Grants &amp; Scholarships</td>
<td>9</td>
<td>30</td>
</tr>
<tr>
<td>Opportunities for Research</td>
<td>9</td>
<td>19</td>
</tr>
<tr>
<td>Rhodesian Nationalism</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Curriculum</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>British Influence</td>
<td>7</td>
<td>33</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>Fees</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Rewarding Experience</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Reputation</td>
<td>4</td>
<td>38</td>
</tr>
</tbody>
</table>
Figure 5.1: Frequency Counts for Each Code (Round 1 and Round 2)
**Code Frequencies**

As its name suggests, qualitative enquiry emphasises meanings and quality of data and therefore numbers are not of significant importance. The fact that an issue was mentioned more times than others during research does not necessarily render that particular issue more significant than those mentioned fewer times. It follows therefore, that frequency counts of codes used to categorise data are not necessarily important in the interpretation of qualitative findings. Nevertheless, despite the fact that Round 1 and Round 2 interviews were coded separately, the frequency of prominent themes was almost similar. Thus, the following themes: ‘linkage with UK Universities’, ‘high educational standards’, ‘attraction and retention of eminent staff’, ‘multiracialism’ and ‘Federation’, emerged as some of the prominent themes in both cases. This consistent outcome increases our confidence around the reliability of both the analytic process as well as the findings. Below, the researcher presents these categories/themes in detail, and illustrates with verbatim quotes.

**Initial Conditions**

The University was conceptualised within a context of several initial conditions, some of which had a significant bearing on the manner in which the institution continued to operate as it expanded. These conditions are discussed in turn below:

**Federation**

All interviewees felt that the establishment of the University was inextricably linked to the formation of the Federation of Southern Rhodesia, Northern Rhodesia and Nyasaland. The British Government wanted the Federation to succeed and so it helped the University to succeed. One participant had this to say,

*I think that the founding of the Federation of Rhodesia and Nyasaland may have influenced the founding of the University. Students, after their secondary school in the three territories, used to go to South Africa. I think*
very few went overseas. With the formation of the Federation, it was considered that an educational institution was necessary in the country (SCR2).

Another participant concurred:

*The University College of Rhodesia and Nyasaland was established in order to address higher education needs of the three British colonies making up the Federation of Rhodesia and Nyasaland (ZRR1).*

In fact, the Federation helped to give birth to the University. As one participant elaborated:

*There was a sort of euphoria about the possibilities about this Federation in Central Africa. People put money in it. I think there were a lot of positive vibes going on about the Federation and that spilled over to the University (BRR2).*

Firstly, there was no University in the three countries and inevitably, one had to be established. “*There was no University in the whole area so the motivation was that the Federation needed a University here*” (WPR1).

In addition to addressing the higher education needs of the three countries, the University was also intended to churn out manpower. One participant said, “*The main motivation for the establishment of the University College of Rhodesia and Nyasaland was to serve the Federation of Rhodesia and Nyasaland and to produce manpower for the region*” (MCR1). Others felt that the motivation for establishing the institution was philanthropic.

*The key people were philanthropists but they were also very traditionally British, and so when I joined the University, the Chancellor was the Queen Mother and people who were the first students in this University used to be visited by Her Majesty. She would hold dinners in Swinton Hall. We saw a*
link forming between philanthropists and the head of the colonial vision, the monarchy itself (LBR1).

After its establishment, the University continued to fulfil the purposes for which it was initially established, notably addressing higher education needs and producing educated manpower.

Unilateral Declaration of Independence

The Unilateral Declaration of Independence (UDI) was one of the founding conditions in the evolution of UR. It became a problem during the 1960s and 1970s when the University was seen as a place of dissent – an institution opposed to the Rhodesian Front Government. According to one participant, 

UDI was in 1965. Racism became more open. I was doing my ‘A’ [Advanced] level. In 1966 I was at the University and during the first month we were already throwing stones. There was rebellion at the University against UDI. That was the centre of resistance. Some White lecturers were not happy with this rebellion, so the racism in the classroom and outside intensified (MMR2).

One participant explained the unease at the institution during UDI.

There were a lot of well publicised incidents. Lecturers were arrested and some were deported. That is when the place started to have real problems. The place became more radical. I can remember as a student, I played hockey and we would go to hockey matches in the Salisbury [now Harare] region. People would refer to us as the ‘Kremlin on the Hill’. And so there was political turmoil on the campus (BRR1).

UDI had a negative influence on the development of the University. According to one interviewee,

On the whole, UDI was basically a negative influence. Lots of people, both students and staff were on both extremes of the political spectrum. We had
quite a lot of trouble there. Lots of students and staff left. It probably slowed down the development of the University quite significantly. However, in all fairness, the Rhodesian Front Government, although they were seen as being racist, continued to fund the University. They didn’t stop it from being multi-racial. They didn’t try to stop recruiting non-Whites (BCR2).

Another interviewee elucidated how students reacted to UDI and the state response to the demonstrations:

I arrived here just after deportations had taken place in the 1960s. In Africa Unity Square there were demonstrations. Professor Ranger was part of the demonstrators. One member of the Department of English was deported at that time. There were serious battles on campus. I remember Alsatian dogs and Rhodesian police being involved in door-by-door corridor chases inside the Faculty of Arts building and to their [current government] credit, since Independence we have never seen anything as monstrous as that (LBR1).

**Rhodesian Nationalism**

It should be understood that the White Rhodesian government wanted to divorce itself from what was happening in South Africa. This Rhodesian nationalism provided the impetus for the establishment of the University College of Rhodesia and Nyasaland. A former lecturer said,

I think we have to remember that in 1923 Rhodesia almost became a sixth province of South Africa. But the Whites in Rhodesia said, “No, we have to be a distinct Rhodesian nation”. In establishing the University, they wanted an institution which would be a mirror or reflection of British traditions as distinct from the South African tradition, which by 1948 was going for separate development, separate institutions and facilities (ZRR2).

Another participant echoed the above sentiments.
You had settler nationalism going back to the referendum of 1923 in which Rhodesia had rejected becoming the sixth province of South Africa. Rhodesians were keen to divorce themselves from the political direction of South Africa. What better way than to invest in an educational institution which would be liberal (ZMR2).

**British Influence**

Discussions suggested that the British were significantly influential in pushing for the establishment of the University in line with their policy. One participant said, “It was the British Government’s policy to set up University Colleges right across the continent” (HAR1).

Another participant said that the establishment of the University was a way of transitioning out of colonialism:

They [British] realised that the colonial empire was waning and couldn’t survive and this was a transition, as I saw it, of trying to create what they would call a dominion, a bit like Australia and New Zealand, rather than having a colonial institution that the British no longer had the will, the power or money to sustain. So they wanted to get it off their hands, but politically, it had to be multi-racial because there was no way they could agree to a shade of dominion under minority rule (HAR2).

One interviewee felt that the establishment of the University was an extension of British philanthropic initiatives: “The British authorities were trying to continue what the missionaries had started” (KGR1). The University greatly benefitted by being modelled along the British system.

The fact that both the administration of the University and its whole academic structure were modelled and determined in the British way had the advantage that the British academic system is a very strong one, and one which the quality of higher education is outstanding (BCR1).
Another interviewee concurred:

One of the most important decisions was that the founding fathers had the foresight to know that Independence would come and they made this University subject to a Royal Charter, which meant that even the outrageous interference that was planned had to be tampered with. I was excited to watch the [current] Chairman of Council sitting on the throne that was created for the Queen Mother. That’s part of tradition. That’s not colonialism. This institution has cherished traditions (LBR1).

In addition to the quality of education, adopting British standards right from the start had several other far-reaching and sustainable benefits, which will be discussed later. Suffice it to say that the adopted high standards continued to be maintained for the duration of the period under discussion.

**Multi-racialism**

One of the reasons why the Federation had a strong influence on the University was so that the University would accommodate all races and especially Black students who were intelligent but poor, and who would otherwise not be able to get University education outside the Federation.

...the decision at its [University] establishment was that it would be multi-racial, and that was radical under the circumstances ... and that it therefore would be open to anybody specifically to Blacks. That really made it to be different at a time when in South Africa, which was a dominant influence, things were moving in the opposite direction (BCR1).

One participant gave credit to the advocates of the multi-racial experiment for being forward-looking in their thinking at the time.

*I think to its credit the fact that it [the University] dared to make itself multi-racial at a time when things were really hard, when the Government couldn’t even brook that kind of thing, let alone all the die-hards and the rules of the*
country… I think they were advanced in thought. When I look back at what used to happen ...You struggled to come with your White friend in Salisbury [now Harare] and have a cup of tea. That kind of thing we were practising already at the University campus. I really give them credit for being pioneers. It was not perfect but they tried it and it worked (KSR1).

Another interviewee explained the main motivation for establishing a multi-racial University: “The main reason for establishing a multi-racial institution was that you could not have a Federal University that was segregated because there was already enough mistrust of the Federation among Black academics in Northern Rhodesia and Nyasaland’ (RR2).

The multi-racial nature of the University contributed to the institution’s uniqueness: “The University was an oasis in a totally racist environment” (FJR1). The institution’s multi-racial nature meant that students of different races could learn together, share ideas and socialise, as revealed by a current lecturer,

I am sure there were some White students who had never sat at a table or next to somebody in the lecture theatre who is Black and had never had the opportunity to treat them as people... Black students had to realise that they could talk to White people and go through all the social adjustments, not necessarily the academic ones (PFR1).

Multi-racialism was crucial in the growth and development of the University. For example, it was able to attract academics and students of all races.

I think for quite a number of people, the fact that it was a distinctly multi-racial University was probably a very attractive pulling card (SJR1).

This also reinforced the concept of social capital (connections within and between social networks) as academics and students felt like one family. Above all, multi-racialism resulted in collaborative research endeavours which
produced optimum results such as “revolutionary methods of controlling the tsetse-fly [which causes sleeping sickness]” (MCR1). The University leadership continued to defy all odds and promoted multi-racialism at the institution. As one former Vice-Chancellor revealed:

The leaders of this institution kept on saying that eventually we want to become a multi-racial institution in a society which didn't accept that initially. But they did not deviate... other Colleges and Universities in the region were not multi-racial. We kept on saying that was not our route (CGR1).

However, the promotion of multi-racialism brought about other challenges to the institution. One interviewee revealed that,

There was also the problem of racially motivated anti-social behaviour by extreme right-wing White students, especially beating up Black students at the Students’ Union (SU) on Saturday nights. No Black male student would dare go to the toilet alone at the SU on such nights! (ZRR1).

Another interviewee concurred:

I joined the University in 1966 just after UDI. The number of Blacks on campus was very small. In fact, it was not even safe to move around campus at night alone. You could get into serious trouble. We moved in threes and fours, sometimes with weapons, especially during the weekend. There were these White army guys who would come to campus to ‘beat up a kaffir’ for the fun of it (MMR2).

As if this was not enough,

The Land Apportionment Act prohibited Black students from staying in a White area, Mount Pleasant. Parliament had to debate the issue and pass enabling legislation. The halls of residence were segregated by race on campus. A problem arose about what to do with the only Black female
student on campus (Sarah Chavunduka), who ended up staying alone in the corridor of a Black male residence before the White warden’s family took her into their warden’s residence (ZRR1).

Below, we allow the victim of the above incident to say what she felt about the incident:

There was Manfred Hodson Hall [hall of residence] for men, White men; Carr Saunders for Black men, but there were not that many Blacks, and then Swinton which was the ladies’ hostel. Swinton was not even full because the University had just opened. The debate hadn’t been concluded as to where I was going to stay in a land of apartheid and I was the only Black woman. There was the opinion that if the whole of Swinton is not full, “Why does she not go there?” It was a big issue. One journalist wrote that you can’t have an African woman in a White women’s hostel because you will find these African boys who will be coming and going all over the place. You get these exaggerated stories which just upset you (KSR1).

Racism raised its ugly head in many places including the classroom. One participant observed that,

There was a belief that Africans can’t do Science, that Black people could not draw three dimensional figures because their mental make-up was sub-standard. I wrote an essay as part of an assignment and I was awarded 25 marks out of 100. I didn’t question it because I thought maybe that is what it was worth. When it came to the seminar and I participated in the discussions, the [White] lecturer challenged me whether I had written the essay. When I said, ‘Yes’; she said, ‘You have to convince me. I don’t believe you wrote it because that is worth at least 95%’ (MCR1).

Another interviewee had this to say about some of the effects of the multi-racial experiment,
In the classroom there were some lecturers who did not like the idea of a Black person asking a question. If you raised your hand, the lecturer would just ignore you. There was racism. Multi-racialism meant that as a Black person you could also go to University but not to integrate the races. It was very unsafe to be seen in the company of a White girl. Besides, there were very few Black lecturers at that time. It was all White (MMR2).

Another interviewee concurred:

When it came to writing assignments, the professors would invite White students to their homes, have an evening drink and a meal, and discuss the topics coming the following day. I only discovered this when we wrote our second assignment. I got a ‘C’ and I was wondering how I managed to perform so poorly when this White girl had a ‘B’. She told me the whole story. You had this sinking feeling that it was not fair. The marks had to confirm that Blacks were not good enough (RR2).

**Financial Support**

**Government Support**

Since the Federation was a significant factor behind the establishment of the University and also since the University was the only institution serving the three countries, it received generous support from various stakeholders. Substantial support came from the Federal government itself. “The Federal Government itself saw this [University] as an asset and they supported it generously” (MCR1). Yet another interviewee stated that,

Factors that made the UR unique included the fact that it was given moral and financial support by the British government than any of the other colonial institutions (ANR1).

Government funding was by far the University’s lifeline: “Throughout its life the main source of funding for the University has been the state” (RRR2).
Support from the United Kingdom
Additional support came from the United Kingdom (UK).

It was well resourced. I am pretty sure that a great deal of resources was made available by the University of London and the Foreign and Commonwealth Office. That would have boosted its standing. There was a lot of external funding that came in for building facilities, etc. (SAR1).

This was echoed by another interviewee:

One key decision I would mention is the role of the Inter-University Council in the UK, which was responsible for establishing links with, and really assisted, the University Colleges which were all associated initially with the University of London. It continued to support the new University College of Rhodesia and Nyasaland at the time of UDI and assisted by recruiting staff from the UK and internationally (BCR1).

Private Sector Support
Support was availed by several other local, regional and international stakeholders such as the municipality, charitable trusts as well as the private sector. A current lecturer revealed that,

Some firms and businesses started supporting the University. Take Faculties like Medicine and Engineering; they got private financial support. When we started the Commerce Faculty in the late 1970s, we got some support. Law got support from the legal profession (HAR1).

Yet another interviewee mentioned that,

Commerce and industry have always been supportive... Many of them provided scholarships and cadetships. Some of them pumped in money, like the Education building was paid for by Delta Corporation. So they put in money (ZMR2).
The various stakeholders were unwavering in their support such that even in the face of UDI-induced sanctions, the University continued to receive assistance: "Although there were problems in the Rhodesian regime in confronting sanctions and keeping the economy going, the University seemed to be well-funded throughout" (FJR1).

**Increasing Returns**

Due to the factors that we have mentioned earlier on, the University became a successful institution and as a result, it attracted more academics and students. Additional factors which resulted in academics and students alike opting to join the institution include the following:

**First Mover Advantage**

We have already noted that the University was the first and only institution serving the Federation (as well as other countries). Therefore, "the University became prominent because it took off first. It was the flagship" (HAR1). There was no appetite for opening another University because the current one was not fully developed. According to one participant,

It didn’t make economic sense to have another University. We had all the ground available, both for student accommodation and for teaching facilities. The infrastructure was there and to build a second University wouldn’t have made sense because you would also have had to build new infrastructure (RRR2).

One participant was more explicit in his response:

The University was originally designed to cater for the White population. The White population was not very big either. The pressure to start other institutions was never there because when they looked at the population, they saw more of the White needs and not those of Blacks. In any case, there were not many high schools for Blacks in the country. We only had a handful, like Tegwani, St. Augustines, and Goromonzi. The colonial state had
accounted for their own off-springs. It was a cosy, very inward-looking and self-satisfied state. As Blacks, we were at the University more or less like intruders, an unwanted presence (ZRR2).

Since the University was the only institution in the country offering such a service, it received tremendous support, “Because it started first, that is where most of the resources would have been channelled in the early days” (SAR1).

The University’s success scared potential competitors.

This University did so well that it was difficult for any new institutions to develop because it was still growing; it had a lot of prestige and it was able to take anyone who was seeking higher education. Also, standards were high so this frightened other people from trying to compete with this very successful young institution (CGR1).

External Linkages
We have already noted how the University was modelled along the British system. In fact, it took off as an affiliate College of both the University of London and the University of Birmingham [Medical School]. One participant felt that the linkage with British Universities was very important because,

Firstly, it meant that you had internationally recognised qualifications. Secondly, it attracted very good staff and when this University started, it had very good academic staff. Thirdly, it meant that you had an in-built system of external examiners. All the external examiners came from London or Birmingham and that guaranteed the standards, to make sure that the standards were broadly similar to those at London University. It was a very good system that worked very well (HAR2).

Another participant said that this linkage helped to assure the market about the high standards at the University of Rhodesia.
For both students and lecturers there was the fact that the University was attached to a reputable University, the University of London. People don’t want to feel that their degrees are inferior or that they will not make it in the world out there. The University of London as a mother University which measured our standards according to its standards, assured lecturers and students that they were dealing with something that could pass all over the world (KSR1).

Another interviewee concurred:

Undoubtedly the key benefit and incentive was that it was a London University degree. London is very highly regarded. It was an international qualification. When Medicine started, it was a Birmingham degree, then a highly regarded institution. Therefore you attracted students and lecturers (HAR1).

The linkage with UK Universities also contributed to the University’s development.

The special relationship with London and with Birmingham were crucial to the development of the University because that meant that the University had ready access to experience, ways of doing things, structures, the way to design degree programmes and those were almost ‘lifted’ into the University in Salisbury [now Harare] (RRR2).

Even when the institution became the University of Rhodesia, there was perpetuation of the above-mentioned linkages.

We made great efforts as individual heads of departments to maintain the external examinations system basically from Britain, and therefore we were able to reassure the public that standards weren’t falling because we had become the University of Rhodesia and not a part of London. And the external examiners we had in History, for example, were both from London until 1979 (RRR1).
The University therefore remained prominent because of its association with reputable UK institutions. Related to the issue of standards is the University’s ability to attract renowned academics.

**Eminent Staff**

Right from its inception, the University attracted prominent regional and international academic and non-academic staff. One participant’s comment is illustrative:

*There were some wonderful scholars and educational leaders. Professor Gelfand (Medicine), Professor Blackstone (English), Professor Christie (Law), Professor Murphree (Sociology), Professor Roberts (History) and Professor Craig (Theology and Principal/Vice-Chancellor) were all remarkable contributors of international standing (WCR1).*

Thus the presence of a large number of eminent academics was a big factor on the side of the University.

*The ability to recruit staff from outside was maintained for a considerable period. That’s how Ray Roberts came here. At the time when I arrived here, I would say it was like half of the new staff were either people from here [Rhodesia] or from South Africa, and they were linked in some ways. The other half were still British (BCR1).*

The eminent staff boosted the institution’s reputation and this was a major attraction for students and lecturers.

**Lack of Alternatives**

Lack of alternatives refers to aspiring Black students who had no choice but to accept loans from government if they wanted to go to University. After completing their degrees, they were deployed to teach in Black secondary schools. They were unable to get other scholarships and had no financial resources to enable them to go abroad for their studies.
Most Black students managed to attend University because they were placed on the Government’s loan and grant scheme. A former lecturer said:

This scheme did not cover professional fields of study such as Law. The majority of Black students were therefore forced by this limitation to study Arts and Sciences which had teaching subjects, so they could end up becoming teachers in Black secondary schools (ZRR1).

Most Black students had no alternatives.

They [Black students] could go nowhere but come to this University because their chances of getting a scholarship for going abroad were nearly nil. The White students who were enrolled at the University College were those whose parents couldn’t afford to send them out. Very few of them were here by choice. They were here because this was like plan B (BCR1).

Selection of Students

There was no appetite for establishing another University because the current one catered for the needs of the White minority in Rhodesia. They [Whites] did not see the need for building another University. Further, there was a strict screening process when it came to entry into University. The process was meant to discriminate African students from entering University because there was initially only one African Secondary school that offered ‘A’ level, and that was Goromonzi. One participant elaborated:

During our time, in the African Division of Education, only 12.5% of the students writing Grade Seven [examinations] were allowed to proceed to secondary education. When you got to secondary education, there was also the Junior Certificate examination which you had to pass in order to do Matric. That also reduced the number of students who went to high school. When you got to ‘O’ level, you had also to qualify to get into ‘A’ level. The system was controlled. When you compared with ‘White’ education, these restrictions were not there. After all, those [Whites] who did not want [to go to University]
had alternatives. They could go to either Harare or Bulawayo Polytechnic Colleges, and these were not open to Blacks (CER1).

These restrictions narrowed alternatives available to Blacks, who wanted to pursue University education, only to the University of Rhodesia.

**Educational Standards**

The University also attracted local, regional and international students due to its high standards which were in part due to its meticulous enrolment process and student selection. One interviewee revealed that,

> For its entrance requirements, the University used the model of the UK. The model was not the same as that of South Africa ... and because it insisted on ‘A’ [Advanced] levels, this made the University special. It gave the University and themselves [students] a status (DDR1).

One participant revealed how the University built its reputation by allowing students to engage in independent thinking.

> I remember we had a terrible Physics lecturer, and as students, in our arrogance, we went to the Prof. [Principal of the University] to talk about this terrible lecturer. The Prof. just looked at us and asked, “Do you have a syllabus?” We said, “Yes”. He asked again, “Is there a library on the campus?” The answer was “Yes”. He said, “So what are you complaining about?”. That was the attitude. We were there to learn not to be taught, and for the academic staff, research was very important (DRR1).

Standards were so crucial that even when alternatives were eventually available within the Federation, students from other countries still chose to enrol at the Southern African institution.
Even when Zambia and Malawi started their own Universities, they were second rate relative to this one, so a lot of Zambians and Malawians would rather have come here [UR] (HAR1).

The high standards that were set in the beginning continued to be maintained. Some interviewees felt that the standards have not gone down significantly: “Up to date [2010], I don’t believe that the actual quality of education has suffered much” (KSR1).

**Fees**

Low tuition fees also attracted students to the University. It was indeed ‘value for money’ since they received quality education at an almost insignificant cost.

*There is no doubt that all throughout its life, the University has been a very affordable place. The fees in the old days were almost negligible. That was a powerful factor in attracting students to the University. It became a balance between low fees and quality, and in the early days those two things came together (BRR2).*

One participant echoed the above sentiment:

*I know students enjoyed good benefits. The fees were not prohibitive. They were affordable to students. A lot was provided by the University itself. Good meals, balanced. Good accommodation in the hostels. At that time each individual student could occupy their own room. It looked like a hotel situation (KSR1).*

The University cemented its prominence because it was an affordable institution. Thus more and more students joined the institution as part of the characteristic of increasing returns.
Self-reinforcement
There were several factors that contributed towards the University’s self-reinforcement, including:

Curriculum
That the University curriculum was modelled along the British one was itself a positive aspect as this meant that reference works were already available. “We used some of the University of London syllabi and books. This was a big advantage” (CG R1). However, University staff further enhanced the curriculum in addition to tailoring it to suit local needs and priorities for example, by setting up the Department of African Languages and Literature which focused on indigenous languages. In addition, practical components were included in the curriculum.

Events that consolidated the University as a successful institution were the extension of the Faculties in the Sciences, the Medical School and the Veterinary School. It [the University] was viewed as a very good place to come to because you had a lot of hands-on training, particularly in the Medical School. Students got experience that they would never have got anywhere else and they had truly excellent teachers (WVR1).

This contributed to the University’s self-reinforcement as a prominent institution.

Infrastructure
The overwhelming support that the University received resulted in well-developed infrastructure which not only attracted students but also contributed to the self-reinforcement of the institution as a successful organisation. According to one interviewee, “Factors that contributed to the success of UR were... a good library and study facilities, very pleasant halls of residence ...” (AFR1). These facilities were also mentioned by other interviewees.
It [the University] had residential facilities that were very good in those days. There was a library that by any standard was good in those days. There were very good facilities. There were excellent sporting facilities. There were lots of social activities. The Student Union building was built in about 1964 (BRR1).

One interviewee added a rather interesting dimension to the issue of infrastructure: “It was just an amazing place to be. When I joined the University as a first year student, we had more toilets on campus than we had staff and students put together” (DRR1).

The University did not have to battle for capital equipment as illustrated by one current lecturer:

I remember that an application came from Professor Annan for a piece of instrumental Phoenics equipment that was going to denude the entire budget. It was called a k-sonigraph. I don’t think it has ever been used either by Annan or anyone else. But the stalwarts of the Research Board said if the Professor of Linguistics wants a k-sonigraph, it’s our duty to provide it. Sadly, it’s a luxury we no longer have (LBR1).

**Class Size**
Small classes helped to reinforce the image of the University as an institution with high standards.

We were small in number. We knew every student personally. And even in the early ‘80s when we began to expand, our classes were still not so big that we didn’t know virtually everybody by name. So that creates a very friendly atmosphere, an atmosphere conducive to teaching (DDR1).

Another participant concurred:
Academics weren’t overwhelmed by huge numbers. It was only in the 1980s that we started to build 400-seater lecture theatres. So they [academics] had relatively few numbers and that meant that they could be involved in the tutorial system. So you had lots of things with four or five students in a lecture, and that kind of got lost as the volumes just overwhelmed the system (BRR1).

Publicity Efforts
As exemplified by one interviewee, publicity efforts contributed to self-reinforcement.

All throughout the ‘70s, apart from the annual production of the Prospectus, we did extensive visits to all the schools. It was a major exercise. Academics and administrators would go out all over the place. I also remember a trip I made on my own because nobody else could come. We would go to Gokomere School with photographic slides to show to the students. We talked and answered their questions. So there was quite an extensive outreach programme. That was to try to persuade them [students] to come [to the University] (BRR1).

Another participant concurred:

We were under great pressure to reach out to the wider community and make it clear what we had to offer and respond to their criticisms, needs and suggestions. We had a very important public lecture series, many of which were repeated in places like Bulawayo. The Summer School was developed in the 1970s and that was a resounding success (RRR2).

According to another interviewee, open days were a significant part of the publicity agenda.

We used to have an open day when I was a student here, which was a yearly event. The community was very much involved with stakeholders from
business and commerce. This was very important because we knew what the community was getting from us and what they wanted from us (WVR1).

Another interviewee concurred:

We developed a Summer School so the public could come in and listen to lectures on something topical, not really academic, but nevertheless serious, with some intellectual content. They were very popular. We organised an Open Day once a year where various exhibits were made in scientific Departments, which showed experiments and they were incredibly popular. The attendance was in the thousands (RRR1).

The Summer Schools and Open Days helped the University to build its image and to facilitate some interaction between the institution and society at large.

People would come here for a week and have lectures on whatever, whether it was gardening. I gave a series of lectures on Enstein. Open Days and Summer Schools were tremendous for the public to come and see what a University does, because it was a new University when the population, both Black and White, didn't really know what the University was unless they had been to University themselves (PFR1).

The Rag Day provided another avenue for the University's publicity efforts and this helped to reinforce society's image of the University as a good institution.

There was also Rag Day, something which has fallen away. Most of the Universities have a charity where they want to raise money for good causes. We used to have processions in town, social functions of that kind and I am sure that brings the University into the public eye, provided the students are well behaved (PFR1).

The media also played an important part in the institution's publicity efforts.
We made sure that the newspapers knew if there was any particular honours earned by members of staff, say elected to this or prize for that... People were encouraged to participate in radio and television broadcast. I did that for a while. People were involved in panel discussions, or giving their opinions on current developments, or brought in as an expert to talk about an outbreak of disease. This was part of the public relations agenda (PFR1).

**Grants and Scholarships**

Grants and scholarships that were offered to students assisted them to attend University. This helped to reinforce the image of the University as a dominant institution of higher education. One interviewee illustrated the role of grants and scholarships:

*The grants system that was operated for students to come here [to University] was quite efficient. The problem with it in many ways was that the bonding of students meant that a lot of people came here to be school teachers. They [students] didn’t want to be school teachers but that is the only way they could come because they were paid some grants for that... I don’t see any other way of doing it in a country like this one where you have a huge number of poor people who cannot afford [to pay fees] (HAR2).*

The question of financial support for White students was not a problem but for Blacks it imposed some limitations. For Black students it tended to eat into the numbers of those who could go to University, whereas for Whites, even if they had poor ‘A’ level results, they still had opportunities for sponsorship. In his reminiscences, one interviewee said,

*I remember in 1973 we were in a queue to register at the University. I had managed to get two ‘A’s and a ‘B’. An ‘A’ in English, an ‘A’ in History and a ‘B’ in Geography. In front of me was a White female student who had a ‘D’ and two ‘E’s. She was very proud to show me that she had two scholarships. One was worth £600 and another work £1 000. Meanwhile, I was only entitled to a £600 scholarship. For Black students, unless you got a scholarship, it was a*
big problem [to go to University] in the sense that you had to get some funding somewhere. That is what limited the intake of Blacks into the University (ZRR2).

Reputation
The University also gained a good reputation.

I think the biggest factor [that contributed to the reputation of the University] was probably the quality of the graduates. When they went out they proved themselves on the world stage that they were up to it. I think that is still the case today. Educated Zimbabweans are priced all over the world and are recognised for being able and hard working (RRR2).

One participant explained why the reputation of the University helped to reinforce its position as a prominent institution:

The reputation of the University improved as more students attended. I think we got the brightest students from all over the country. We got the cleverest students from the Black schools because they were hand-picked and the competition to get places at UR was cut-throat. The White students didn’t face the same competition but even then they tended to come from backgrounds where people wanted to learn (ANR1).

All of these factors resulted in self-reinforcement to the extent that several other institutions looked up to the University to provide academic leadership.

The University had another kind of effect on existing institutions – your tertiary or post-school training institutions – education, agriculture, technical, and theology were issuing diplomas – the whole range now had the opportunity and incentive to establish a link with, and come under the wings of this institution, and that is the most significant [development], not new, but the advancing of existing institutions which could now benefit in many ways and develop or upgrade their training (BCR1).
Another interviewee noted that,

*The Institute of Mining Research, for example, was funded from outside partly by big companies like Anglo-American, but the only obvious place to put it [money] was the University, and that is why there was a Department of Geology. The School of Social Work was another one. When Accountancy was created as a degree course, it was funded by the Accountants. The only place to put it [money] was then the University. It was a fairly natural progression* (RRR1).

The University also established its reputation partly through the efforts of individuals.

*There was a chap like Dr Mitchell who did a lot of work in Kariba, on the Kariba weed, and became a world expert on this problem. Unfortunately he went off to Australia. There were others in medicine who were doing the same thing. The historians, starting with Ranger and others – these guys put us on the map. The reputation of the University was established mainly by individuals rather than by the corporate institution. In the field of sport at one stage the University was high in hockey. It had a lot to do with Rob Blair who was a hockey fanatic and he drove it. It was these sorts of things that established the reputation of the institution* (RRR2).

**Contribution of the University**

The University’s contribution to the development of the Rhodesian society and economy helped to reinforce its image as a prominent institution. In this regard, one participant said,

*The most important contribution of the University to the country and society is that it created a beacon of hope and aspirations for the Black community as an opportunity to become somebody, to improve your status. It raised our consciousness and awareness about possibilities as well as what was happening around us, improving our self-esteem as a people, that you could*
actually become a different kind of person. It elevated a lot of Black people and opened possibilities to things that we thought we would never be able to do (CUR2).

Another interviewee articulated the main contribution of the University to the development of the country:

*The University has contributed [to the development of the country] by providing the pool of politicians, economists, teachers, writers and medical doctors. In a sense, the biggest thing we can say about this University is that it has given opportunities to many to experience the atmosphere of being at University and to become who they want to be in life (ZMR2).*

Some have seen the contribution of the University to the development of the country in terms of multi-racialism and the development of the education system.

*I think the University has made a major contribution to the development of the education system at large. It has in many ways been at the forefront in terms of multi-racialism, whether it worked or not, at least it was there. It was pretty much the only first genuinely multi-racial institution in the country (HAR2).*

**Positive Feedback**

*‘Kremlin on the Hill’*

So outstanding and noticeable was the University’s might that it was seen as *‘the Kremlin on the Hill’* (DDR1). One interviewee said that, *‘I can remember many times playing hockey for the University team and we would go to various sports clubs around Salisbury [now Harare]. People would call us “the Kremlin on the Hill” (BRR2). In an earlier statement, the participant said, ‘We were seen as the ‘Kremlin on the Hill’. So government looked at us with a degree of uh… what are you doing? What are you talking about? What are you whispering about?” (BRR1).*
It was also dubbed by several other names: “The University of Rhodesia was known as the Cambridge of Africa” (LRR1). Positive feedback even came from other institutions that University graduates had gone to.

I remember some people who got 2.2 who went off to some other Universities and did spectacularly well because they had such good grounding (SJR1).

Some participants still feel strongly positive about the institution.

Zimbabwean students are in my view the best students in the world. I have taught in other countries. I have taught in Britain. I have taught in Spain. I have taught in Italy and more recently in France. If I took members of my current English Honours class to Trinity College, Cambridge, and released them amongst the students there, they would out-perform their British counterparts (LBR1). This positive feedback further entrenched the University’s position as a centre of excellence.

**External Examiners**

External examiners were by far the key players who not only kept an eye on the University’s standards, but also provided valuable feedback. One participant explained how this feedback was provided:

Every paper was marked. It wasn’t like external examiners today who just come and dip in. The papers went to London and the London examiner double marked every single paper. If there were any deficiencies, these were brought home to us and we had to repair them either by changing the syllabus or changing the staff and doing what was required (RRR2).

Another participant was more elaborate:

For a start, because money was not an issue, external examiners came for quite a long time. So they would be here for almost two weeks. They would be given specific batches of scripts with a specific brief in mind. I remember
we would give our external examiner four scripts to read because we couldn’t
decide whether they [candidates] were to get distinctions or not. That external
examiner would produce a handwritten report and read it aloud in our Board
with detail and then we would interview all four of the candidates. We had
such distinguished external examiners. We were very blessed. We were very
lucky (LBR2).

External examiners were involved in overseeing the standards of teaching
and examining at the University.

People flew to England because the Examiner Board meetings were held in
London. I attended one myself at one stage. Here were results from Salisbury
being discussed in London, and we had a few explanations of why these
marks were low or why these marks were high. So we depended on the
expertise of others (PFR1).

In this way, external examiners helped to maintain and improve standards at
the University.

It [the University] got a very valuable estimate of its performance from external
examiners’ reports which came all the time. They used to go straight to the
Vice-Chancellor and they provided a regular working description of how
efficient the institution was (ANR1).

One participant said that most of the feedback from external examiners was
informal:

... it wasn’t the reports they wrote that you learnt a lot from. It was for them
being here for 10 days or so and mingling with them socially and talking about
things. And they would say, ‘Well, have you thought of doing this or doing
that, changing your syllabus, or have you seen a new book or that research or
whatever’. The ostensible benefit was to guarantee standards but the real
benefit was the informal contacts (HAR2).
The positive feedback did not only improve existing standards. It also gave some impetus to move forward.

The visits by external examiners were very important and it gave it [the University] the confidence to move ahead to developing new faculties such as Engineering (BR R1).

Through positive feedback, the University grew from strength to strength.

**Lock-in**

**Staff Lock-in**

Due to the aforementioned factors, both staff and students were attached to the University. Below is a discussion of the factors that explain staff attachment to the University and the resultant lock-in:

**Conditions of Service**

Staff members were generously remunerated:

*For the staff, the lecturers, given the context at the time, were relatively well paid. Even when I went to join the UR in Admin in 1971, the salary that UR could give me was good compared to the civil service, or even the private sector (BRR1).*

Salaries for academic staff were comparable to those offered at British Universities:

*Even an Assistant Lecturer in 1969 earned £90. A return ticket to Cape Town (from Rhodesia) by air at that time was £30. So the remuneration was good (LBR2).* An academic staff member recounted with nostalgia:

*The apex of it must have been about 1975 where the local dollar was not only convertible but was worth more than the pound (British pound). I remember that when I was a student at Reading University, which I did when I was on sabbatical shortly after my appointment, I appeared to be earning more than*
lecturers at the University were earning. It looks small by today’s standards. I think I was getting about £220 but they were earning even less and had no sabbatical benefits, no contact benefits (LBR1).

In addition to handsome salaries, staff members enjoyed several benefits.

There was housing. There were housing allowances. If you wanted to build a house you got mortgage assistance. There were sabbaticals and contact visits which were quite generously funded, and families were generously funded to go on contact and sabbatical visits. Dependents of members of staff received free education (SJR1).

Conditions of service were also attractive: “Salaries were comparatively high for lecturers. There was contact and sabbatical leave to the UK. The University enjoyed a high social status in the community” (ZRR1).

Another participant concurred:

One of the work conditions that attracted lecturers was the extraordinarily generous leave conditions, that every third year for ordinary academics you had to go to London. Every six years you had a sabbatical in which you spent a year with your salary and airfares being paid (CAR2).

**Opportunities for Research**

Availability of research opportunities was also an important reason for most lecturers to stay put:

Academics stayed because of research funds that were available most of the time. Whatever research you wanted to do during those years, you got the money because there was a lot of it (CGR1).

Academics were also excited about the possibility and opportunity to conduct research in a new environment.
Lecturers had the opportunity to pursue research interests in virgin territory. The reason why the Physics Department developed expertise in Geophysics was applying physical ideas and concepts towards distinctly local circumstances. That would have been true in Biology and Chemistry, and with animals and plants in Agriculture. But the fact that there were lots of opportunities for research which was brand new, it seemed sensible to pursue things here that you couldn’t do anywhere else. I imagine all the different departments would have heard that it was a wide open virgin research which had really not been tackled before (PFR1).

This interested some academics enough that they had to stay put, further promoting lock-in.

**Rewarding Experience**

To some, just being at the University was rewarding enough.

Many staff stayed an awfully long time because they found it a rewarding place to be. I think people were happy to stay [at the University] because they were treated as academics, with academic rights and freedoms, and the administration believed that the academic staff knew what they were doing (WVR1).

Another participant concurred:

I myself form an example of stickiness because I persuaded my wife that we should come here. We said alright for three to four years, just to experience academic and general [life]. We never intended to stay here. There are many like me who came here just because they thought it was an interesting job to do for three years, and would naturally move on and never did. They stayed here. You put down roots, you make friends, buy a house and have children and they go to school (RRR1).
One former lecturer said, “Lecturers knew that the quality of students they could produce was very good. That makes the job worthwhile. It is very gratifying. Everybody who has been to the University talks fondly of it” (DDR1).

Further evidence of lock-in came from one former administrator: Academics like freedom. It’s not only about the money. But where there is academic freedom, people feel free. They can do their publications. There is opportunity for private remunerative work. There is a certain aura about being at the University. Happiness is not only about cash. It is about a sense of fulfilment. There are certain things that you can’t quantify in terms of remuneration (TLR1).

Others felt that most lecturers stayed at the University in order to advance their careers: “For most it was a way of accumulating experience and that is the way that you get promoted in academia, moving from one institution to another” (HAR2).

**Limited Alternatives**

This refers to how lecturers had limited choice in terms of seeking alternative employment and leaving the University. They could find alternative opportunities but these were limited. Lecturers had been locked-in because they had invested their time at the University. There was no guarantee that they could get alternative employment inside or outside the country.

Some lecturers felt that by being at the University, they had already made an investment and you therefore had to stay put. This further promoted lock-in.

*Lecturers were reluctant to move because if you invest, as most of us did, in a doctorate, and getting yourself a job at the University, you don’t wish to relinquish all the effort you put into the build-up to that job* (SJR1).
Limited opportunities meant that there was no job guarantee if one chose to leave the institution. This was especially true for junior staff members.

For many of the younger staff, they were not able to get the credentials and particularly the research publications which would make them competitive for posts outside [the country]. So again, many of them remained here because they did not have a choice (BCR1).

Loyalty and Attachment

For some, the desire to stay on was due to mere attachment and loyalty.

I have a deep loyalty to this place because it gave me all the breaks and the opportunities of a significant nature that I would not have had in life. I wouldn’t have had the career. I wouldn’t have had the opportunities that I have if I hadn’t landed at this University as a PhD souveniour (SJR1).

Another participant concurred that attachment and loyalty contributed to staff lock-in:

I have developed a deep attachment to the University. I think, like your own high school, you develop a deep attachment. I think there is that pride and attachment to an institution that has brought you up, given you a lot of knowledge and catered for your growing up. You cannot help but be attached to it (KSR1).

Another staff member proclaimed his attachment:

Lecturers and administrators developed a deep and lasting attachment. UR had so much promise and delivered magnificently. My wife and I left [the country] because the situation outside the University began to compromise our presence in the country, but we left the University itself with heart-rending regret and a deep sense of loss of friends, colleagues and a precious environment (WCR1).
One interviewee explained that if you really are dying to leave an institution then there is something inherently wrong with that institution.

*The tendency is that we had developed roots, we had friends, we were familiar with the terrain, and we got attached. I know some lecturers who even when it was hot politically and they were threatened with deportation, they still wanted to stick around and hoped that good times would come back (KSR1)*.

Resultantly, staff members did not see any reason for leaving the institution because it had become a way of life.

*For us it was either you stayed at this University or you left the country. That is basically what it was about. Or you went out of academic life completely. If you wanted to be at a University, this was the only University in Rhodesia (HAR2)*.

Apart from loyalty, some lecturers stayed for a long time at the University because of the sense of achievement and influence that went with the job. A current lecturer revealed that,

*So a sense of achievement, small University like this one and as it was at that time, and the influence that you could have was phenomenal. Perhaps it is a case of hubris but nonetheless you would be consulted about issues that as a junior lecturer, if you were in England, nobody would even be in the slightest bit concerned about your opinion. So you had influence (SJR1)*.

Others stayed just for the comfort offered by the institution: “*For a lot of lecturers, they came into Rhodesia with the intention of staying for a specified period of time and going back home afterwards. They soon found themselves enjoying the comfort levels…” (RRR1)*.

Some stayed because they felt that there was work to be done:
You find that there are things in life that you do for money and there are things where money doesn't matter. Sometimes that is referred to as altruism. It is to do with knowing that there is a job to be done, knowing that in spite of one’s own limitation, that one can do it and standing your ground and doing it (LBR2).

Staff lock-in greatly contributed to staff retention.

**Students Lock-in**

**Living Conditions**

One interviewee said that the University provided a good living and learning environment and this contributed to student lock-in:

For me, coming from the village in the rural areas, it was like I had reached heaven. It didn’t look like there was anything that the University was not able to do for me. We had good facilities, good resources, and good lecturers. Everything seemed to work like clock-work (CUR2).

Another student recounted the quality of life at UR with some nostalgia:

When I grew up in the rural areas, breakfast was a hit or miss affair. We ate left-overs. We never had eggs for breakfast, let alone bacon, sausages and cereal. These were not known to us. Then I walked into this place. At 10am there was fine tea. There were urns all over this place. At lunch time we had a variety of presentations of food. I look at the menus they serve in the hotels now, and I try to convince myself that these hotels are doing better than what used to be [served] at Manfred, Swinton or Carr-Saunders dining halls, and I am not convinced. If the food was not a sufficient inspiration, your had someone making your bed for you. The sheeting was so good and you were meant to feel that you had arrived in a different world, and you belonged to a different class. They changed the linen almost daily. The atmosphere here was just fantastic (ZMR2).
One interviewee also reminisced that,

*When I was there at the University in 1973, the facilities were excellent; from hostels to classrooms. Tea was provided at 10 o'clock in the morning and at 4 o'clock in the afternoon. We would clean our hands using slices of bread. Chicken was served every other day. It was really an elitist establishment (ZRR2).*

Another participant echoed the above sentiments that the University was very elitist in its orientation. Thus good living conditions played a major role in promoting student lock-in.

*They [University authorities] were training us to be like Oxford and Cambridge [students]. We were the elite. We had a five-star hotel residence. We had our own lounge. We had waiters and cleaners. We were being trained to be very elitist. Can you imagine we never cleaned our own rooms or made our own beds or cooked our own food. When we had dinner we had to have a high table in a rotational way. We had to wear gowns to dress up for dinner like they do at Oxford (CFR2).*

A summary of the findings is presented in Figure 5.2 below. It also outlines the working theory.
Figure 5.2: A Framework for Determining Path Dependency in the Evolution of the University of Rhodesia, 1945-1980
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Conclusion
This Chapter discussed the findings of the study and presented the emerging themes. The study modified the framework of path dependency by adding ‘initial conditions’ as a major determinant of the evolution of the University of Rhodesia. The framework of path dependency emerged in the developed world where it has broad application. The gap that was identified in this study was whether this concept could be applied in emerging markets. Developed markets are generally characterised by relative political and economic stability.

Source: Author (The arrows that link the five categories vertically explain the fact that the framework is self-reinforcing).
This can facilitate the isolation and application of elements of path dependency, thus allowing for the use of this framework in the developed markets. However, the researcher felt that this framework would not hold up in emerging economies which are characterised by political and economic instability. The case institution emerged during times of political and economic volatility, risk and uncertainty, and so the researcher felt that the path dependency framework would be difficult to apply in this environment.

The data confirmed the influence of other elements of path dependency. For example, as part of increasing returns, the recruitment of highly qualified staff, external linkages and resultant educational standards, persuaded both staff and students to consider the University of Rhodesia as a destination of choice. Further, the superior curriculum, small class sizes and superb infrastructure at the University, helped to reinforce the positive image and reputation that the University enjoyed. The use of external examiners provided positive feedback and this helped to give a positive image of the University, while the conditions of service for lecturers and opportunities for research helped to suppress the consideration of alternatives by ensuring that lecturers had few choices.

The expanded framework added a new dimension of ‘initial conditions’, as the key determinant in the evolution of organisations, and how it shapes and directs the path and trajectory of their emergence. An improved conceptual framework of path dependency was revealed, that improves our understanding of contextual issues and dynamics shaping the evolution of organisations.

The next Chapter assesses whether UR was a successful organisation and whether UR’s competitive advantage shows the influence of the dynamics of path dependency.
CHAPTER 6: PRESENTING THE EVIDENCE: ORGANISATIONAL SUCCESS AND PATH DEPENDENCY

Introduction
This study examined the evolution of UR in order to clarify patterns of path dependency that emerged, so as to provide an explanation for the foundation of the institution’s competitive advantage. In this regard, it was important to assess whether the case institution was a successful organisation or not.

Chapter 2 provides a history of UR and sets a compelling rationale for the establishment of a unique institution. It is clear from the narrative that what the White Rhodesians wanted to build speaks of what a successful institution looks like. Driven by Rhodesian nationalism, UR was built on the premise that it had to be unique. The founders wanted to create a University that was attractive even to countries in the region. That is why the University attracted the best lecturers and students and used external examiners in their examination system. Given this background, it became imperative in this study, to establish the extent to which this institution met the characterisation of being a successful organisation. If the organisation was not successful, then we would expect to find initial conditions that define lack of success.

This chapter is divided into two sections. The first section makes an assessment of whether the UR was a successful organisation or not. In making this assessment, the researcher used Cameron’s (1978; 1981; 1986) dimensions of measuring organisational effectiveness in institutions of higher learning. These dimensions were modified for purposes of this research. The second section assesses whether the evolution of UR exhibited identifiable characteristics of path dependency.

Two questionnaires were deployed to 80 respondents (former students, current and former academics and administrators) (see Appendices 7 & 8). The purposive sampling technique was used to select respondents who had
knowledge of the history of the University. The complete list of respondents evolved through the use of the snowballing technique (Yin, 1994).

In interpreting the data, the researcher categorised the responses as follows: *Strongly Disagree* and *Partially Disagree* denote respondents who disagreed with the statement, whilst *Strongly Agree* and *Partially Agree* denote respondents who agreed with the statements. Respondents who remained *Neutral* are discussed separately because they were skeptical and did not commit themselves to either category. The researcher used responses from the unstructured interviews to support the positions of respondents.

The researcher checked for the reliability of measures for both questionnaires using the Cronbach’s alpha. This was done using the Statistical Package for Social Scientists (SPSS). In general, reliabilities of less than 0.6 are considered to be poor; those on the 0.7 range are acceptable; and those over 0.8 are good. As shown in the two Tables below, the questionnaire on Organisational Success had 15 items and a measure of 0.84, while that on Path Dependency had 32 items and a measure of 0.88. Thus the reliability of the measures used in this study can be considered to be good.

**Organisational Success**

<table>
<thead>
<tr>
<th>Cronbach’s Alpha</th>
<th>Number of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>.836</td>
<td>15</td>
</tr>
</tbody>
</table>

**Path Dependency**

<table>
<thead>
<tr>
<th>Cronbach’s Alpha</th>
<th>Number of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>.879</td>
<td>32</td>
</tr>
</tbody>
</table>
Questionnaire on Organisational Success

The researcher tried to determine the relationship between any two questions in terms of responses. When the correlation is too high (e.g., 0.8), it means those who are in favour in one question also tend to be in favour in another question. As shown in the Table below, there is a mild positive correlation of 0.509 between Question 1 and Question 2. This means respondents tended to give either high or low rankings for a particular question. There is a very weak positive correlation of 0.018 between Question 2 and Question 7. This means respondents’ views on these two questions were not related.

<table>
<thead>
<tr>
<th></th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q5</th>
<th>Q6</th>
<th>Q7</th>
<th>Q8</th>
<th>Q9</th>
<th>Q10</th>
<th>Q11</th>
<th>Q12</th>
<th>Q13</th>
<th>Q14</th>
<th>Q15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>1.000</td>
<td>.509</td>
<td>.556</td>
<td>.469</td>
<td>.121</td>
<td>.156</td>
<td>.090</td>
<td>.054</td>
<td>.084</td>
<td>.316</td>
<td>.579</td>
<td>.616</td>
<td>.265</td>
<td>.162</td>
<td>.137</td>
</tr>
<tr>
<td>Q3</td>
<td>.556</td>
<td>.685</td>
<td>1.000</td>
<td>.647</td>
<td>.139</td>
<td>.280</td>
<td>.152</td>
<td>.224</td>
<td>.313</td>
<td>.189</td>
<td>.620</td>
<td>.466</td>
<td>.260</td>
<td>.287</td>
<td>.210</td>
</tr>
<tr>
<td>Q4</td>
<td>.469</td>
<td>.660</td>
<td>.647</td>
<td>1.000</td>
<td>.224</td>
<td>.177</td>
<td>.178</td>
<td>.214</td>
<td>.393</td>
<td>.194</td>
<td>.578</td>
<td>.403</td>
<td>.229</td>
<td>.367</td>
<td>.261</td>
</tr>
<tr>
<td>Q5</td>
<td>.121</td>
<td>.187</td>
<td>.139</td>
<td>.224</td>
<td>1.000</td>
<td>.130</td>
<td>.102</td>
<td>.222</td>
<td>.076</td>
<td>.298</td>
<td>.093</td>
<td>.117</td>
<td>-.021</td>
<td>.068</td>
<td>.057</td>
</tr>
<tr>
<td>Q6</td>
<td>.156</td>
<td>.230</td>
<td>.280</td>
<td>.177</td>
<td>.130</td>
<td>1.000</td>
<td>.356</td>
<td>.377</td>
<td>.170</td>
<td>.221</td>
<td>.009</td>
<td>.112</td>
<td>.088</td>
<td>.160</td>
<td>.090</td>
</tr>
<tr>
<td>Q7</td>
<td>.090</td>
<td>.018</td>
<td>.152</td>
<td>.178</td>
<td>.102</td>
<td>.356</td>
<td>1.000</td>
<td>.615</td>
<td>.309</td>
<td>.153</td>
<td>.023</td>
<td>.114</td>
<td>.150</td>
<td>-.090</td>
<td>.022</td>
</tr>
<tr>
<td>Q8</td>
<td>.054</td>
<td>.060</td>
<td>.224</td>
<td>.214</td>
<td>.222</td>
<td>.377</td>
<td>.615</td>
<td>1.000</td>
<td>.267</td>
<td>.260</td>
<td>.090</td>
<td>.081</td>
<td>.159</td>
<td>.022</td>
<td>.090</td>
</tr>
<tr>
<td>Q9</td>
<td>.084</td>
<td>.321</td>
<td>.313</td>
<td>.393</td>
<td>.076</td>
<td>.170</td>
<td>.309</td>
<td>.267</td>
<td>1.000</td>
<td>.184</td>
<td>.217</td>
<td>.248</td>
<td>.182</td>
<td>.338</td>
<td>.420</td>
</tr>
<tr>
<td>Q10</td>
<td>.316</td>
<td>.247</td>
<td>.189</td>
<td>.194</td>
<td>.298</td>
<td>.221</td>
<td>.153</td>
<td>.260</td>
<td>.184</td>
<td>1.000</td>
<td>.062</td>
<td>.222</td>
<td>.173</td>
<td>.282</td>
<td>.426</td>
</tr>
<tr>
<td>Q11</td>
<td>.579</td>
<td>.550</td>
<td>.620</td>
<td>.578</td>
<td>.093</td>
<td>.009</td>
<td>.023</td>
<td>.090</td>
<td>.217</td>
<td>.062</td>
<td>1.000</td>
<td>.735</td>
<td>.440</td>
<td>.381</td>
<td>.299</td>
</tr>
<tr>
<td>Q12</td>
<td>.616</td>
<td>.414</td>
<td>.466</td>
<td>.403</td>
<td>.117</td>
<td>.112</td>
<td>.114</td>
<td>.081</td>
<td>.248</td>
<td>.222</td>
<td>.735</td>
<td>1.000</td>
<td>.564</td>
<td>.426</td>
<td>.422</td>
</tr>
<tr>
<td>Q13</td>
<td>.265</td>
<td>.281</td>
<td>.260</td>
<td>.229</td>
<td>-.021</td>
<td>.088</td>
<td>.150</td>
<td>.159</td>
<td>.182</td>
<td>.173</td>
<td>.440</td>
<td>.564</td>
<td>1.000</td>
<td>.320</td>
<td>.451</td>
</tr>
<tr>
<td>Q14</td>
<td>.162</td>
<td>.338</td>
<td>.287</td>
<td>.367</td>
<td>.068</td>
<td>.160</td>
<td>-.090</td>
<td>.022</td>
<td>.338</td>
<td>.282</td>
<td>.381</td>
<td>.426</td>
<td>.320</td>
<td>1.000</td>
<td>.616</td>
</tr>
</tbody>
</table>

The researcher also tried to determine the consistency of responses.
H1: Responses were consistent
Ho: Responses were not consistent

With a p-value of 0.00, as shown in the Table below, which is less than 5%, we reject Ho and conclude that responses were not consistent, i.e. respondents did not consistently give a high or low ranking for any question.
The researcher also tried to establish whether responses differed by a variable. For purposes of illustration, the researcher used the Faculty variable and the first question. If a confidence interval includes a 0, then we can conclude that there are no differences in our responses between any two Faculties. Since all the p-values are less than 5%, we conclude that responses did not differ by Faculty.

As shown in the Table below, the Faculties of Education and Science have a confidence interval which is negative and does not include a 0. Therefore, the responses in these two Faculties were different.

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>(I) Faculty</th>
<th>(J) Faculty</th>
<th>Mean Difference</th>
<th>Std. Error</th>
<th>Sig.</th>
<th>95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>UR was successful and prominent</td>
<td>Agriculture</td>
<td>Arts</td>
<td>.379</td>
<td>.667</td>
<td>.571</td>
<td>- .95 - 1.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Commerce</td>
<td>.200</td>
<td>.764</td>
<td>.794</td>
<td>-1.32 - 1.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Education</td>
<td>1.000</td>
<td>.713</td>
<td>.165</td>
<td>-.42 - 2.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Law</td>
<td>.500</td>
<td>.913</td>
<td>.585</td>
<td>-1.32 - 2.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medicine</td>
<td>.000</td>
<td>.833</td>
<td>1.000</td>
<td>-1.66 - 1.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Science</td>
<td>.091</td>
<td>.702</td>
<td>.897</td>
<td>-1.31 - 1.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social Studies</td>
<td>.667</td>
<td>.697</td>
<td>.342</td>
<td>-.72 - 2.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Administration</td>
<td>.714</td>
<td>.732</td>
<td>.332</td>
<td>-.74 - 2.17</td>
</tr>
<tr>
<td>Arts</td>
<td>Agriculture</td>
<td>- .379</td>
<td>.667</td>
<td>.571</td>
<td>-1.71</td>
<td>.95</td>
</tr>
<tr>
<td></td>
<td>Commerce</td>
<td>-.179</td>
<td>.442</td>
<td>.686</td>
<td>-1.06</td>
<td>.70</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>.621</td>
<td>.348</td>
<td>.079</td>
<td>-.07</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>Law</td>
<td>.121</td>
<td>.667</td>
<td>.857</td>
<td>-1.21</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>Medicine</td>
<td>-.379</td>
<td>.553</td>
<td>.495</td>
<td>-1.48</td>
<td>.72</td>
</tr>
<tr>
<td></td>
<td>Science</td>
<td>-.288</td>
<td>.323</td>
<td>.375</td>
<td>-.93</td>
<td>.36</td>
</tr>
<tr>
<td></td>
<td>Social Studies</td>
<td>.287</td>
<td>.313</td>
<td>.362</td>
<td>-.34</td>
<td>.91</td>
</tr>
<tr>
<td>Field</td>
<td>Administration</td>
<td>Agriculture</td>
<td>Arts</td>
<td>Education</td>
<td>Law</td>
<td>Medicine</td>
</tr>
<tr>
<td>-------------</td>
<td>----------------</td>
<td>-------------</td>
<td>------------</td>
<td>-----------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>Commerce</td>
<td>.335</td>
<td>.384</td>
<td>.386</td>
<td>-.43</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>-.200</td>
<td>.764</td>
<td>.794</td>
<td>-1.72</td>
<td>1.32</td>
<td></td>
</tr>
<tr>
<td>Arts</td>
<td>.179</td>
<td>.442</td>
<td>.686</td>
<td>-.70</td>
<td>1.06</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>.800</td>
<td>.509</td>
<td>.120</td>
<td>-.21</td>
<td>1.81</td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td>.300</td>
<td>.764</td>
<td>.696</td>
<td>-1.22</td>
<td>1.82</td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>-.200</td>
<td>.666</td>
<td>.765</td>
<td>-1.53</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>-.109</td>
<td>.492</td>
<td>.825</td>
<td>-1.09</td>
<td>.87</td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td>.467</td>
<td>.486</td>
<td>.340</td>
<td>-.50</td>
<td>1.44</td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td>.514</td>
<td>.534</td>
<td>.339</td>
<td>-.55</td>
<td>1.58</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>-1.000</td>
<td>.713</td>
<td>.165</td>
<td>-2.42</td>
<td>.42</td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>-.621</td>
<td>.348</td>
<td>.079</td>
<td>1.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arts</td>
<td>-.800</td>
<td>.509</td>
<td>.120</td>
<td>1.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td>-.500</td>
<td>.713</td>
<td>.486</td>
<td>1.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td>-1.000</td>
<td>.608</td>
<td>.105</td>
<td>2.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>-.909</td>
<td>.410</td>
<td>.030</td>
<td>-1.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>-.333</td>
<td>.402</td>
<td>.410</td>
<td>1.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td>-.286</td>
<td>.460</td>
<td>.536</td>
<td>-1.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td>-.214</td>
<td>.732</td>
<td>.770</td>
<td>-1.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td>-.500</td>
<td>.913</td>
<td>.585</td>
<td>1.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>-.121</td>
<td>.667</td>
<td>.857</td>
<td>1.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arts</td>
<td>-.300</td>
<td>.764</td>
<td>.696</td>
<td>1.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td>.500</td>
<td>.713</td>
<td>.486</td>
<td>1.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>.500</td>
<td>.833</td>
<td>.550</td>
<td>1.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>-.409</td>
<td>.702</td>
<td>.562</td>
<td>.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>.167</td>
<td>.697</td>
<td>.812</td>
<td>1.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td>.214</td>
<td>.732</td>
<td>.770</td>
<td>1.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td>-.214</td>
<td>.732</td>
<td>.770</td>
<td>-1.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>.000</td>
<td>.833</td>
<td>1.000</td>
<td>-1.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>.379</td>
<td>.553</td>
<td>.495</td>
<td>-7.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arts</td>
<td>.200</td>
<td>.666</td>
<td>.765</td>
<td>1.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td>1.000</td>
<td>.608</td>
<td>.105</td>
<td>2.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>.500</td>
<td>.833</td>
<td>.550</td>
<td>1.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>-.409</td>
<td>.594</td>
<td>.879</td>
<td>-1.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>.667</td>
<td>.589</td>
<td>.262</td>
<td>1.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td>.714</td>
<td>.630</td>
<td>.261</td>
<td>1.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td>.914</td>
<td>.702</td>
<td>.897</td>
<td>-1.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>.288</td>
<td>.323</td>
<td>.375</td>
<td>-3.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>.109</td>
<td>.492</td>
<td>.825</td>
<td>-8.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arts</td>
<td>.909</td>
<td>.410</td>
<td>.030</td>
<td>1.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td>.409</td>
<td>.702</td>
<td>.562</td>
<td>-9.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>-.091</td>
<td>.594</td>
<td>.879</td>
<td>-1.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>.576</td>
<td>.381</td>
<td>.135</td>
<td>1.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td>-.623</td>
<td>.441</td>
<td>.162</td>
<td>1.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td>-.667</td>
<td>.697</td>
<td>.342</td>
<td>-2.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td>-.667</td>
<td>.697</td>
<td>.342</td>
<td>.72</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 6: Presenting the Evidence: Organisational Success and Path Dependency

<table>
<thead>
<tr>
<th></th>
<th>Arts</th>
<th>Commerce</th>
<th>Education</th>
<th>Law</th>
<th>Medicine</th>
<th>Science</th>
<th>Administration</th>
<th>Agriculture</th>
<th>Arts</th>
<th>Commerce</th>
<th>Education</th>
<th>Law</th>
<th>Medicine</th>
<th>Science</th>
<th>Administration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arts</td>
<td>-287</td>
<td>.313</td>
<td>.362</td>
<td>-91</td>
<td>.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td>-467</td>
<td>.486</td>
<td>.340</td>
<td>-1.44</td>
<td>.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>.333</td>
<td>.402</td>
<td>.410</td>
<td>-1.47</td>
<td>1.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td>-1.16</td>
<td>.697</td>
<td>.812</td>
<td>-1.56</td>
<td>1.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>-.667</td>
<td>.589</td>
<td>.262</td>
<td>-1.84</td>
<td>.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>-.576</td>
<td>.381</td>
<td>.135</td>
<td>-1.34</td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td>.048</td>
<td>.434</td>
<td>.913</td>
<td>-.82</td>
<td>.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>-.714</td>
<td>.732</td>
<td>.332</td>
<td>-2.17</td>
<td>.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arts</td>
<td>-.335</td>
<td>.384</td>
<td>.386</td>
<td>-1.10</td>
<td>.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td>-.514</td>
<td>.534</td>
<td>.339</td>
<td>-1.58</td>
<td>.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>.286</td>
<td>.460</td>
<td>.536</td>
<td>-.63</td>
<td>1.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td>-.214</td>
<td>.732</td>
<td>.770</td>
<td>-1.67</td>
<td>1.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>-.714</td>
<td>.630</td>
<td>.261</td>
<td>-1.97</td>
<td>.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>-.623</td>
<td>.441</td>
<td>.162</td>
<td>-1.50</td>
<td>.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td>-.048</td>
<td>.434</td>
<td>.913</td>
<td>-.91</td>
<td>.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Questionnaire on Path Dependency**

The researcher tried to determine the consistency of responses. With a p-value of 0.00, as shown in the Table below, which is less than 5%, we conclude that responses were not consistent, i.e. respondents did not consistently give a high or low ranking for any question.

<table>
<thead>
<tr>
<th></th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between People</td>
<td>636.621</td>
<td>79</td>
<td>8.058</td>
<td>16.172</td>
<td>.000</td>
</tr>
<tr>
<td>Within People</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Items</td>
<td>489.428</td>
<td>31</td>
<td>15.788</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>2390.916</td>
<td>2449</td>
<td>.976</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2880.344</td>
<td>2480</td>
<td>1.161</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Grand Mean = 3.64

The researcher also tried to determine the relationship between any two questions in terms of responses. When the correlation is too high (e.g., 0.8), it means those who are in favour in one question also tend to be in favour in another question. As shown in Appendix A, generally there is a mild positive
correlation, i.e., respondents tended to give either high or low rankings for a particular question.

Demographics of Respondents
As shown in Table 6a below, 73.8% of respondents were males and 26.3% were females. Tables 6b and 6c provide profiles of respondents by current and former profession respectively. Table 6b shows that 88.2% of the respondents were current academics with 11.8% being current administrators. Most Universities tend to have more academic than administrative staff because the role of administrative staff at University is that of a supporting nature. The staff composition meant that respondents could give informed responses given their experience working at the University.

Table 6c shows that 69% of the respondents were former students and the rest were former academics and administrators. Respondents who were former students could also have been former and current administrators and academics. Therefore, there could have been double counting on this demographic. However, with 69% of respondents being former students and the rest being academics and administrators, it is evident that there is a balance in the mix of respondents. Responses are therefore representative of the cross-section of the population.

Table 6a: Respondents by Sex

<table>
<thead>
<tr>
<th>Sex of Respondent</th>
<th>Percent Distribution n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>59(73.8)</td>
</tr>
<tr>
<td>Female</td>
<td>21(26.3)</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6b: Respondents by Current Profession

<table>
<thead>
<tr>
<th>Current Profession</th>
<th>Percent Distribution n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td>30(88.2)</td>
</tr>
<tr>
<td>Non-academic(administrators)</td>
<td>4(11.8)</td>
</tr>
<tr>
<td>Total</td>
<td>34</td>
</tr>
</tbody>
</table>
Table 6c: Respondents by Former Profession

<table>
<thead>
<tr>
<th>Former Profession</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td>14(24.1)</td>
<td></td>
</tr>
<tr>
<td>Non-academic (administrators)</td>
<td>4(6.9)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>40(69.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>58</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6d: When did you Join UR?

<table>
<thead>
<tr>
<th>Year joined UR</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1950 to 1959</td>
<td>7(9.8)</td>
<td></td>
</tr>
<tr>
<td>1960 to 1969</td>
<td>36(45.0)</td>
<td></td>
</tr>
<tr>
<td>1970 to 1980</td>
<td>37(46.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 6d above, 54.8% of the respondents joined the University between 1950-1969 and 46.3% joined between 1970-1979. With over half the respondents having so much experience under their belt, we are confident of the reliability of their ratings.

Table 6e: Highest Level of Education

<table>
<thead>
<tr>
<th>Educational Qualification</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctorate Degree</td>
<td>32(40.0)</td>
<td></td>
</tr>
<tr>
<td>Master Degree</td>
<td>26(32.5)</td>
<td></td>
</tr>
<tr>
<td>Bachelor Degree</td>
<td>22(27.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6e above shows the level of education of respondents. With 72.5% having either a Masters or Doctoral degree, this increases our confidence that the submissions of respondents were well thought-out.

Table 6f: Respondents by Faculty

<table>
<thead>
<tr>
<th>Faculty</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>2(2.5)</td>
<td></td>
</tr>
<tr>
<td>Arts</td>
<td>29(36.3)</td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td>5(6.3)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>9(11.3)</td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td>2(2.5)</td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>3(3.8)</td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>11(13.8)</td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td>12(15.0)</td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td>7(8.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6f above shows the Faculties to which respondents belonged. There is an adequate spread by Faculty with Arts having the highest percentage of...
36.3%, followed by Social Studies with 15%, Science with 13.8% and Education with 11.3%. The researcher was able to obtain balanced opinions and perspectives from a representative group of participants.

Below the researcher discusses the major findings from the questionnaire on organisational success.

**Was UR a Successful Organisation?**

Below we present evidence from respondents which seek to establish whether UR was a successful organisation or not.

*Table 6.1: UR was a Successful and Prominent Institution of Higher Education*

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>2(2.5)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>3(3.7)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>2(2.5)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>15 (18.8)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>58(72.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 6.1 above, 91% of the respondents agreed that UR was a successful and prominent institution of higher education. Only 6.2% disagreed with the statement while 2.5% decided to sit on the fence. When interviewed on this issue, most respondents agreed that the University was a successful and prominent institution. Its linkage with London and Birmingham Universities gave it some degree of prestige. It recruited high level internationally qualified academics like Professor Ranger and Roberts. There was also a selective intake of students. The system of external examiners ensured that standards were kept high over time. The University had a well developed physical and administrative infrastructure. One current lecturer had this to say, “The offices were big. The laboratories were good. It was a very attractive place. When visitors from abroad came here, they were always impressed by the physical infrastructure” (RRR2).
Table 6.2: Students at UR were Satisfied With their Educational Experiences at the Institution

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>2(2.5)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>1(1.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>1(1.3)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>40(50.0)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>36(45.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

In response to whether students at UR were satisfied with their educational experiences or not, 95% of the respondents agreed that they were satisfied, while 3.8% disagreed, with 1.3% remaining neutral. In an interview with one former student, she said,

Facilities and learning resources were good. The library was very well stocked. Our lecture rooms were very good. We had not seen anything like it coming from a rural boarding school (CUR2).

Another former student concurred: "The classes were not big. Thirty students would have been an extraordinary number for a class. The lecturers gave very close attention to students" (ZMR2). Yet another student expressed similar sentiments:

The University offered good degrees and affordable tuition. In fact, you knew that if you got your degree you were assured of a job. You didn’t have to spend two years looking for a job if you were a graduate. And also in society, if you are a graduate, it enhanced you economic and social status. Most students from the University have found a place in the world. To me that proves a point that they had sellable degrees (KSR1).

Table 6.3: Students at UR Achieved High Levels of Academic Growth and Development

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>2(2.5)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>3(3.8)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>22(27.5)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>53(66.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>
Table 6.3 above shows results of whether students achieved academic growth and development at UR. The majority (93.8%) of the respondents agreed with the statement, with 2.5% disagreeing and 3.8% remaining neutral. In support of this statement, one former academic commented thus:

I remember we had a terrible Physics lecturer and as students in our arrogance, we went to the Prof. [Principal of the University] to talk about this terrible lecturer. The Prof. just looked at us and asked, “Do you have a syllabus?” We said, “Yes”. He asked again, “Is there a library on the campus?”. The answer was “Yes”. He said, “So what are you complaining about?”. That was the attitude. We were there to learn not to be taught and for the academic staff, research was very important (DRR1).

Table 6.4: Students at UR were Well Prepared for Entry into Occupations and Advancement in their Careers after Graduation

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>2(2.5)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>6(7.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>10(12.5)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>30(37.5)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>32(40.0)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>80</strong></td>
</tr>
</tbody>
</table>

As shown in Table 6.4 above, the majority (77.5%) of respondents agreed that the University prepared students for future careers while 12.5% remained neutral, with 10% disagreeing with the statement. However, we should not lose sight of the fact that most Black students were marginalised in the society. They were forced to enter into occupations which were not of their choice. One former student recounted this experience:

As Africans, we were channelled into teaching jobs. Safely you would go into the Ministry of Education. You were not a threat. Those of us who defied and took Economics, you would never get a job. If you go into industry, you were told that you were over-qualified because if you work here you will tell a White Secretary what to do. That is not the order of things as God ordained. White ladies will not share tea cups with you. We cannot treat you like that
because you are a graduate. So you cannot get a job here because you are over-qualified (CAR1).

Table 6.5: UR put Sufficient Emphasis on Non-academic Areas, Non-career Oriented Areas of Professional Development in their Teaching

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>8(10.0)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>17(21.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>31(38.8)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>19(23.8)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>5(6.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.5 above shows whether UR put sufficient emphasis on non-academic areas. Only 30.1% of the respondents agreed with the above statement, while 31.3% of the respondents disagreed with the statement. The majority of respondents (38.8%) remained neutral. The results show that UR did not put emphasis on non-academic areas in their programmes. One former student revealed that,

Whites could go to Harare and Bulawayo Polytechnic Colleges and the technical colleges, and these were not open to Blacks. So they [Whites] had the opportunity to train as artisans. The University of Rhodesia did not have many professional Faculties. The first lawyers who graduated from the University did not do the fourth year, which allows them to understand how courts operate. We did not have other professional degrees like Business Administration (CER1).

Table 6.6: Faculty and Administrators were Satisfied with their Employment at the Institution

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>3(3.8)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>2(2.5)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>20(25.5)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>36(45.0)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>19(23.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>
### Table 6.7: UR put Sufficient Emphasis on Faculty Publications

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>2(2.5)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>7(8.8)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>27(33.8)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>27(33.8)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>17(21.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

### Table 6.8: UR put Sufficient Emphasis on Attendance at Conferences

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>1(1.3)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>1(1.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>28(35.0)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>27(33.8)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>23(28.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Tables 6.6 to 6.8 above show that the majority (68.8%) of respondents agreed that faculty and administrators were satisfied with their employment, while 55.1% agreed that UR put sufficient emphasis on faculty publications, with 62.6% agreeing that UR put sufficient emphasis on attendance at conferences. To that extent, the majority of respondents confirmed that UR was a successful organisation in these areas.

In an interview, one former student had this to say:

*I think there was a very good community life here. There was theatre, there was a choir – all that sort of thing which builds a community seems to have gone [now]. The staff were very much part of that. There was a great interaction between students and staff, and I think that is something we are really missing now (WVR1).*

Besides the good community life, there were benefits like contact and sabbatical leave. This enabled staff to benefit from academic contacts and exposure abroad. The classes were small so were the Faculties. People knew each other, both staff and students. There were also opportunities to attend conferences and to participate in research seminars. Research funds were available. For administrators the salaries were good and there
were housing and other benefits. There were good facilities at the University of Rhodesia – sports facilities, good library and a generally well developed infrastructure. So both administrators and faculty were satisfied with their employment at the University – evidence that the UR was a successful organisation.

Table 6.9: UR put Sufficient Emphasis on Teaching at the ‘Cutting Edge’

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Partially disagree</td>
<td>4(5.0)</td>
<td>13(16.3)</td>
</tr>
<tr>
<td>Neutral</td>
<td>13(16.3)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>40(50.0)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>23(28.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.9 above reveals that 78.8% of respondents agreed that UR put sufficient emphasis on teaching, with 5% disagreeing with the idea, while 16.3% remained neutral. The statistics provide ample evidence that UR put emphasis on “teaching at the cutting edge”. First, the University creamed the best students from secondary schools in the country. It demanded students to have ‘A’ level qualifications for entry into the institution when South African Universities were contended with Matric qualification to enter University. It also had the money to recruit the best lecturers to teach at the University. Because of its linkage with London and Birmingham and the external examination system, the University College of Rhodesia had to engage in quality teaching.

One current lecturer reminisced:

*The London link was fundamental in keeping standards high. That meant that we had to meet the requirements of London and London standards were, if anything, higher than most British Universities. This University [of Rhodesia] just had the rhythm. There were external examiners. Every paper was marked. It wasn't like external examiners today who just come and dip in. If there were any deficiencies, these were brought home to us and we had to repair them either by changing the syllabus or changing the*
staff and doing what was required (RRR2).

One former student revealed that,

People want to go where they can get maximum attention from their tutors and from the facilities so that when you go to a library, you don’t want to be told that the book has been borrowed and you can’t access it for the next two months. Meanwhile, you have an assignment that is due. The [student] numbers were fairly well matched with the resources and the teaching staff. There were fewer students so that in tutorials, by the time you went through the tutorials, everybody would have had a chance to contribute. You could have a one-on-one session with your lecturer. This enhanced the quality of studies (KSR2).

The quality of teaching at UR was very high – further evidence that the institution was a successful organisation.

Table 6.10: UR was an Open Institution Which Interacted Well with its External Environment

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>8(10.0)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>14(17.5)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>9(11.3)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>32(40.0)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>17(21.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 6.10 above, the majority (61.3%) of respondents were of the opinion that the UR was an open institution which interacted well with its external environment. About a third of the respondents (27.5%) disagreed with the idea, while only 11.3% remained neutral. Further evidence to support this assertion is provided by one former student: “The University was well regarded by the majority of the people. The business community was sympathetic. The Rhodesia Herald sponsored some students to come and study at the University” (CAR1).

A current lecturer concurred with the former student:
We used to have Open Days and Summer School. We used to have opportunities where people came here for a week and have lectures on whatever, whether it was gardening. I gave a series of lectures on Enstein. Open Days and Summer Schools were tremendous for the public to come and see what a University does, because it was a new University when the population, both Black and White, didn’t really know what the University was unless they had been to University themselves. We did have definite intentions to make ourselves understood and show ourselves off in a good light (PFR1).

Departments were encouraged to make themselves known to the community through public lectures: The Faculty of Agriculture was encouraged to talk to the Rhodesia National Farmers’ Union, the research stations, and so on. In History we created a History Association which was run through the Department. Everyone was encouraged to have some sort of connection with the constituency relevant to their discipline. We were greatly encouraged by every Principal [Vice-Chancellor] and by Deans that we should be part of the community (RRR1).

Apart from the above interactions, the backing of the Universities of London and Birmingham was an inestimable positive. Without the backing of these Universities, the University College of Rhodesia and Nyasaland would not have flourished. Although race relations deteriorated on campus as political issues came to the fore, the University became a source of pride rather than suspicion, as it began to feed home-grown professionals into the community.

**Table 6.11: UR was able to Attract High Quality Students**

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>3(3.8)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>3(3.8)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>8(10.0)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>22(27.5)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>44(55.0)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>80</strong></td>
</tr>
</tbody>
</table>
Table 6.12: UR was able to Attract High Quality Faculty

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>2(2.5)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>4(5.0)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>9(11.3)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>29(36.3)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>36(45.0)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td></td>
</tr>
</tbody>
</table>

The majority (82.5%) of the respondents shown in Table 6.11 above agreed that UR was able to attract high quality students. Almost the same percentage of respondents (81.3%) as shown in Table 6.12 above agreed that UR was able to attract high quality Faculty. This provides overwhelming evidence that respondents felt that the UR was a successful organisation.

Because of its reputation, the University was able to attract high quality students and lecturers. Evidence to this effect is provided by one former lecturer: “Universities of South Africa quite bluntly were not of the same class. They were a different order of fish, never trying to achieve comparable standards [compared to University of Rhodesia] until at a very late point” (ANR1).

A former student concurred: “The facilities and learning resources were good. The library was very well stocked. Our lecture rooms were very good. We had not seen anything like it coming from a rural boarding school” (CUR2).

Quality teaching and the reputation that went with it were the hallmark of the University. This provides further evidence of a prominent institution. One former student had this to say:

When you compared with Universities that were further north of us that had been operating under independent governments, the quality was going down. Most of the students trekked down here to what looked like a premier University where things still worked (MMR2).
Table 6.13: UR was able to Attract Financial Support

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>2</td>
<td>2(2.5)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td>7</td>
<td>7(8.8)</td>
</tr>
<tr>
<td>Neutral</td>
<td>22</td>
<td>22(27.5)</td>
</tr>
<tr>
<td>Partially agree</td>
<td>24</td>
<td>24(30.0)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>25</td>
<td>25(31.3)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6.13 above shows that 61.3% of respondents agreed that UR was able to attract financial support. Only 11.3% disagreed with the statement while 27.5% remained neutral.

The University was able to attract financial support because of its reputation as revealed by a former student:

*The diversity of sources of funding meant that not one source could dictate terms and the University maintained its autonomy and academic freedom, making it a marketplace of many contrasting ideas – a fact which made it attractive to both staff and students (ZRR2).*

A former administrator revealed that commerce and industry was very supportive of the University: “*The Government in pre-UDI was very supportive, post-UDI perhaps less supportive, but nevertheless still pumped reasonable money in. Commerce and industry supplied scholarships and cadetships*” (BRR2).

A former lecturer concurred:

*The infrastructure helped to attract lecturers and students to join the University because an enormous amount of money from Britain was poured into the University. There was an enormous amount of money for the development of the Science Faculties and later on the Medical School. There were individuals who gave money and built various halls of residence and Faculties. The University was able to attract a great deal of funding in areas like scientific tropical medicine, agriculture and in fields they knew there were first grade scientists (CAR2).*
Table 6.14: UR had Good Relations with its Students

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>7(8.8)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>19(23.8)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>12(15.8)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>27(33.8)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>15(18.8)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6.14 above shows respondents’ views on whether UR had good relations with students. In response to the question, 52.6% of respondents answered in the affirmative, while 39.8% disagreed with the statement, with 15% remaining neutral. While slightly more than 50% felt that students had good relations with UR, this does not provide an unambiguous endorsement of the statement. Further corroborative evidence by interviewees indicated that not many students were satisfied with the UR’s relations with students. It is very much a reflection of the political polarisation of the society at the time, as it was evidence of an institution operating in a racially divided society.

Black students, especially, had issues with the University administration. A former student revealed this relationship with University authorities:

Some of the areas that would concern me, even now, looking back, are that it [the University] was very Eurocentric in terms of values and culture. There was need to have a cross-cultural process that would allow for the absorption of Africans much more meaningfully. We were forced to internalise some of the European values. The Whites dominated the institutions like student associations because a lot of us had problems with confidence, problems with self-esteem issues, and problems with understanding some of the value systems. We were intimidated by the mixed company. I remember struggling to participate in class because I was not confident with my English (CUR2).

Another former student expressed his displeasure with the issue of accommodation on campus.
I came into the University in 1959. Some of the things that were very disappointing to the Blacks who had been told that this was a multi-racial University were that the halls of residence were separated. You had Blacks in one area and Whites in another. The one girl who came into the University in the first two years lived with Black boys because she couldn’t live with the White girls in Swinton Hall. I think that was ridiculous. If you wanted to have a University which was multi-racial, you stick with the multi-racial University, period. Those who didn’t want it would have to go elsewhere (SCR2).

Yet another former student felt that the University became notorious rather than reputable:

*In practice it [the University] had strong racist elements in its operations. For example, the admissions process was lopsided in favour of Whites. Here was the University of Rhodesia which aspired to be in London which did not take into account, even at curriculum level, the environment in which it was operating. So it was a White University in an African continent (ZRR2).*

A former student provided further evidence to this effect:

*Black students were said to be noisy and mischeavous. They drank beer and brought prostitutes on campus. One of the proposals that caused the 1973 chimukwembe demonstration was that African students should be relocated to Gwelo (now Gweru), and Gwelo [Gweru] Teachers’ College be turned into a campus for Africans, because Africans could not compete academically with Whites, and therefore they should have their own institution (ZMR2).*

The relations between the University and students (especially Blacks) were not very amicable.
Table 6.15: UR had Good Relations with its Faculty

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>1(1.3)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>8(10.0)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>27(33.8)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>31(38.8)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>13(16.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

From the evidence presented by respondents in Table 6.15 above, 55.1% agreed that the UR had good relations with its Faculty, while 11.3% disagreed, with 33.8% remaining skeptical about the statement. Again the statistics do not show an unambiguous endorsement of the good relations. One current lecturer commented thus:

_I had arrived here just after deportations had taken place in the 1960s. In Africa Unity Square there were demonstrations. Professor Ranger was part of those. One member of the Department of English was deported at that time. There were serious battles (LBR1)._

Another concurred: “Political opposition to UDI meant that other staff left because they were deported or made to feel uncomfortable” (RRR2).

Below, the researcher discusses the major findings from the questionnaire on path dependency.

**Did the Evolution of UR Display Characteristics of Path Dependency?**

Below we present evidence from respondents which seek to establish whether UR exhibited characteristics of path dependency in its evolution.

**Initial Conditions**

**Table 6A1: The Establishment and Subsequent Rise to Prominence of UR Started as a Small Idea**

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>10(12.5)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>9(11.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>24(30.0)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>18(22.5)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>19(23.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>
As shown in Table 6A1 above, 46.3% of respondents agreed that the founding of UR started as a small idea while 23.8% disagreed with the statement. Thirty per cent decided to remain neutral. This could have been a result of differences in respondents' understanding of a 'small idea'.

In an interview with a current academic, he revealed that the idea of establishing a University was initially triggered by the need to have “...a University for those three countries [of the Federation] following this policy of partnership between the races” (CAR1). Other reasons revealed by participants included the need to develop manpower for the region, the British influence and the need to establish an institution that would be a departure from the concept of separate development as espoused by South Africa. It would have been difficult in those days to think that an institution with such humble beginnings would grow into a prominent institution that the UR was to become.

Table 6A2: Early Developments in the Founding of UR had a Significant Influence on the Future Success of the Institution

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>1(1.3)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>1(1.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>10(12.5)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>29(36.3)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>39(48.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

The majority (85.1%) of respondents agreed with the statement, while 2.6% disagreed, with 12.5% deciding to remain neutral. Some of the early developments that significantly influenced the future success of the institution include UDI. According to one current lecturer,

... its [UDI] major political and economic consequences were the crisis of 1966 when a number of University lecturers were deported. The University was seen as a hotbed of radicalism and opposition. The University could no longer get the support that it was getting academically internationally (BCR1).

Some of the early developments included the granting of the Royal Charter which ushered in multi-racialism. This meant that there was not going to be
any discrimination on campus. UR’s linkage with London and Birmingham Universities and the use of external examiners also ensured that standards would remain high over time.

**Table 6A3: UR Structure, Processes and Decisions Still Bear Imprints of its Past**

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>4(5.0)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>5(6.3)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>13(16.3)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>39(48.8)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>19(23.8)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

As shown in Table 6A3 above, 72.6% of the respondents agreed that UR’s structure, processes and decisions bear imprints of its past. Only 11.3% disagreed with the statement, while 16.3% remained neutral. In interviews with former students, academics and administrators, it emerged that a number of decisions and processes have had an enduring effect on the development of UR. The decision to remain multi-racial has endured over time. The linkages with London and Birmingham Universities were maintained up until the early 1970s. This helped to give respectability to the programmes that were being offered at the University. The ‘A’ level requirement for University entrance and the use of external examiners have also endured and this has helped to keep standards high.

**Table 6A4: UR was an Institution that was Characterised by Rationality, Formality and Order, Mixed with Intuition, Informality and Disorder**

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>3(3.8)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>5(6.3)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>28(35.0)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>31(38.8)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>13(16.3)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>
Table 6A5: UR was able to find Solutions to its Problems Through Experimentation

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>6(7.5)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>7(8.8)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>27(33.8)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>30(37.5)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>10(12.5)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6A6: UR was able to find Solutions to its Problems through Self-organisation

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>4(5.0)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>6(7.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>22(27.5)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>32(40.0)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>16(20.0)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6A4 to 6A6 ascertain whether the UR was a complex organisation, a concept associated with initial conditions in path dependency. As shown in Table 6A4, 55.1% of the respondents agreed that UR was characterised by both rationality and disorder. In Table 6A5, 50% of the respondents agreed that UR was able to find solutions through experimentation, while 60% of respondents in Table 6A6 agreed that the University was able to find solutions through self-organisation.

One of the experiments which the University embarked upon was to create a “multi-racial island of learning” which was surrounded by an otherwise segregated society. In an interview with a former student, she said,

_Dr Barbara Douglas [warden] decided that she was going to ask every White girl if she objected to having a Brown [girl] or a Black [girl] in her corridor. So a survey was done and some objected and some did not object. We were integrated in such a way that those White girls who didn’t object integrated with us and those who objected had their own ‘White’ corridors. In the men’s residences the same thing happened. Those who would not integrate were put in Manfred Hodson Hall and those who did not object were put in_
Carr-Saunders Hall (CFR2).

While UDI offered a unique challenge to the University, the institution was able to self-organise and emerge from the situation. The first challenge that UDI paused was whether the University of London would continue recognising the degrees of the University of Rhodesia, when the country had disobeyed the Queen Mother by undertaking a rebellion. The second was that UDI questioned the identity of the University and almost threatened its existence by questioning its status and standards. However, no fundamental ruptures took place and the University was able to sail smoothly into the University of Rhodesia in 1970 from the University College of Rhodesia. Further, the Universities of London and Birmingham did not cut off links with the University College of Rhodesia. In fact, the two Universities argued that their presence would dilute the racist strain that was tied to UDI.

**Increasing Returns**

Table 6B1: Students, Faculty and Administrators were Attracted to UR because of its Reputation as an Institution of Higher Education

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>1(1.3)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>3(3.8)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>3(3.8)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>30(37.5)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>43(53.8)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>80</strong></td>
</tr>
</tbody>
</table>

Table 6B1 above shows that 91.3% of respondents agreed that UR’s reputation attracted students, Faculty and Administrators. Only 5.1% disagreed with the statement, while 3.8% elected to remain neutral.

Students and lecturers were attracted to the University because of its reputation as an institution of higher education. First, University authorities managed to attract good lecturers from outside the country. The University also had excellent facilities. One former student said in this regard,

*When I was there at the University in 1973, the facilities were excellent; from hostels to classrooms. Tea was provided at 10 o’clock in the morning and at 4*
o’clock in the afternoon. We would clean our hands using slices of bread. Chicken every other day. It was really an elitist establishment (ZRR2).

The University had small classes. This made it easier to manage and students had quality time with lecturers, thus enhancing the quality of studies. It had good infrastructure and had linkages with external Universities. The linkages enabled the University to benefit from the tradition of depth and scholarship associated with London and Birmingham Universities. All these factors helped the institution to attract staff and students and it was therefore regarded as a successful institution.

Table 6B2: UR acted as a Magnet that Attracted Complementary Organisations and Institutions to Develop a Cluster in the Capital City in Proximity to the Institution

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>8(10.0)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>9(11.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>31(38.8)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>18(22.5)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>14(17.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6B3: As More Organisations and Institutions Developed in the Capital City, the Development of UR as a Successful Institution was Further Boosted

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>6(7.5)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>4(5.0)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>20(25.0)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>28(35.0)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>22(27.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6B2 above shows that 40% of the respondents agreed with the statement that UR attracted complementary organisations, while 21.3% disagreed with the statement, with 38.6% of the respondents remaining neutral. Table 6B3 above shows that 62.5% of the respondents agreed that developments in the city (Salisbury, now Harare) boosted the growth of the University. These statements were meant to assess how the external environment helped UR to
achieve growth. The results in Figure 6B2 above mean that respondents had no immediate recollection of complementary institutions associated with the University hence the high number of skeptical respondents.

Evidence that the University acted as a magnet to attract complementary institutions is provided by one current lecturer:

The University had another kind of effect on institutions, your tertiary or post-school training institutions – education, agriculture, technical, and theology, who were issuing diplomas. The whole range now had the opportunity and incentive to establish a link with, and come under the wings of, this institution [University] and that is the most significant, not new, but the advancing of the growing of existing institutions which could now benefit in many ways and advance or upgrade their training (BCR1).

Further, developments in the city helped to boost the growth of UR. The fact that Salisbury (now Harare) was the capital city of the Federation meant that UR benefitted as well. In an interview, a former lecturer said,

The formation of the Federation in 1953 up to 1963 gave the University College of Rhodesia and Nyasaland an opportunity to develop. Federation was a period characterised by rapid growth and expansion in terms of staffing, buildings and student intake. You might want to know that most of the copper roofing that the University has, the copper came from the Copper Belt of Zambia. During the Federation period the capital city of the Federation, Salisbury (now Harare) became known as bambazonke (acquiring anything and everything) because it was getting cheap labour from Malawi, resources from Zambia, etc. That is when the University grew rapidly, starting off in 1957 with the Faculty of Arts. It moved into Law, Business, etc. (ZRR2).
Table 6B4: As UR Became more Successful as an Institution, the Development of Alternative Institutions of Higher Learning was Further Suppressed

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>18(22.5)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>12(15.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>13(16.3)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>27(33.8)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>10(12.5)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6B4 above shows that 46.3% of the respondents agreed that UR suppressed the development of other institutions. Only 16.3% of the respondents decided to sit on the fence with 37.5% disagreeing with the statement. This can be explained by the fact that UR was a monopoly organisation so respondents felt that there was no basis for making a comparison, hence the skepticism of some respondents. The other challenge was to identify the reasons that could explain why the country had only one University for the period up to independence in 1980. As a result some respondents decided to sit on the fence (16.3%) or to disagree with the statement altogether (37.5%).

The University was the only institution and it received a lot of support, financial and otherwise. In interviews with participants, it was revealed that there were few secondary schools for Africans that offered ‘A’ level classes and so the demand for University education was artificially controlled. This helped to develop the University as an elitist institution with high standards. The University served the needs of a small White minority population. To that extent, it served its purpose, making the introduction of a similar institution unnecessary.

In support of the above statement, a former lecturer said,

*The pressure to start other institutions was never there because when they [Whites] looked at the population, they saw more of the White needs and not those of Blacks. In any case, there were not many high schools for Blacks in the country. That really is the politics and economy of a colonial state. It was*
cosy, very inward-looking and self-satisfied. They had accounted for their own off-spring. As Blacks we were at the University more or less like intruders, an unwanted presence. If the institution had been built with the idea of 6 million Blacks and about 300 000 Whites, naturally they would have thought of another alternative. But in this case, they saw Whites as the primary consideration (ZRR2).

Table 6B5: Students at UR Enjoyed the Prestige of Studying at the Prominent Institution and this Narrowed their Options only to this Institution

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>6(7.5)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>8(10.0)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>15(18.8)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>35(43.8)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>16(20.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

In response to whether students enjoyed the prestige of studying at UR or not, 63.8% agreed with the statement while 17.5% disagreed. Those who remained neutral on this issue constituted 18.8%. This outcome is supported by a former student, who revealed that, The University established its reputation through the quality of teaching. We used to learn a lot. In Science we did practicals. When you compared with Universities that were further north of us, that had been operating under independent governments, the quality was going down. Most of the students trekked down here to what looked like a premier University where things still worked (MMR2).

Table 6B6: Faculty at UR Enjoyed the Prestige of Working at the Prominent Institution and this Narrowed their Options only to this Institution

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>9(11.3)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>10(12.5)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>24(30.0)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>26(32.5)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>11(13.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>
Table 6B7: Administrators at UR Enjoyed the Prestige of Working at the Prominent Institution and this Narrowed their Options only to this Institution

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>4(5.0)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>13(16.3)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>28(35.0)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>21(26.3)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>14(17.5)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6B6 above reveals that 46.3% of the respondents agreed that faculty enjoyed the prestige of working at UR while 23.8% disagreed with the statement. Table 6B7 above shows that 43.8% of the respondents agreed that administrators enjoyed the prestige of working at UR while 21.3% disagreed. A former administrator revealed that both faculty and administrators enjoyed the prestige of working at UR:

*Academics stayed for a long time at the University of Rhodesia because of relatively high salaries, provision of housing, contact and sabbatical leave to UK, working in the only non-racial 'island' in the country, academic freedom and institutional autonomy. For administrators there were relatively high salaries and provision of housing (ZRR2).*

### Self-reinforcement

Table 6C1: Prospective Students Considered the UR the Preferred Institution among Others

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>5(6.3)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>7(8.8)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>15(18.8)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>27(33.8)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>26(32.5)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>
Table 6C2: Other Institutions Failed to Develop in Competition with the UR Because the Latter had Established Itself as the Standard Institution

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>12(15.0)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>16(20.0)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>11(13.8)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>22(27.5)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>19(22.8)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6C1 above shows that 66.3% of the respondents agreed that students considered UR a prominent institution, while 50.3% of the respondents in Table 6C2 above agreed that other institutions failed to compete with UR. The latter statement received a modest endorsement because respondents did not have a basis for comparison. Interviewees pointed out that there was only one University in the country up to 1980, and so there was no institution to compare with the UR. In respect of the experiences of Black students, one current lecturer said, “They [Black students] could go nowhere but come to this University because their chances of getting a scholarship for going abroad were nearly nil” (BCR1).

However, that students considered UR a prominent institution was not in doubt, hence the emphatic endorsement of that idea (66.3%). In an interview, one former student said,

*We had a five star hotel residence. We had our own lounge. We had waiters and cleaners. We were being trained to be very elitist. Can you imagine we never cleaned our own rooms or made our own beds or cooked our own food. When we had dinner we had to have a high table in a rotational way. We had to wear gowns to dress up for dinner like they do at Oxford* (CFR2).

Table 6C3: Students Derived Benefits from Their Association with UR

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>2(2.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>7(8.8)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>42(52.5)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>29(36.3)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>
Table 6C3 above shows that 88.8% of respondents agreed with the statement that students derived benefits from associating with UR, while only 2.5% disagreed with the statement, with 8.8% of the respondents deciding to sit on the fence. Interviews with former students, administrators and faculty provided evidence that students felt that they derived benefits from associating with UR.

A former student revealed that,

_We were coming from the rural areas and for the first time we were able to get into a hall of residence where I could have a room of my own; people doing our beds, our rooms. For the first time we were able to go to a dining room where we had a choice of meals. For breakfast there was a whole array of food. Even facilities and learning resources were good. The library was very well stocked. Our lecture rooms were very good. We had a doctor on site. There were good sporting facilities, e.g. hockey, rugby, and soccer, etc._ (CUR2).

In concurrence with the above student, another revealed what students valued about UR:

_I must say in the early days the infrastructure at the University of Rhodesia was very good. The provisions were good. It was not overcrowded in the hostels. Students who came from far away did not have to look for alternative accommodation in town. There were enough rooms at the University. Nobody complained of being given dirty or torn linen. There was water and electricity every day. You could study throughout the night. There was no talk of dissatisfaction about the quality of food. That was a big attraction_ (KSR2).

Besides the good living conditions, students benefitted from the UR’s linkages with London and Birmingham Universities, and the high academic standards that were the hallmark of the institution.
Table 6C4: Faculty Derived Benefits from their Association with UR

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Partially disagree</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Neutral</td>
<td>15(18.8)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>37(46.3)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>28(35.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6C5: Administrators Derived Benefits from their Association with UR

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Partially disagree</td>
<td>1(1.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>21(26.3)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>38(47.5)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>20(25.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6C4 and 6C5 above reveal whether faculty and administrators derived any benefits from associating with the UR. The results show that both faculty and administrators felt that they benefitted from their association with UR. Table 6C4 reveals that 81.3% of the respondents agreed that faculty benefitted from associating with UR, while in Table 6C5, 72.5% of the respondents felt that they derived benefits from associating with UR.

In an interview with a former academic, he said,

*For a long time it was small classes and opportunities to attend conferences within the country and outside. Research funds were available and there were fringe benefits of contact and sabbatical leave. Faculty benefitted from academic exposure and contacts abroad (BCR2).*

A former administrator concurred with the former academic:

*Academics stayed for a long time at the University of Rhodesia because of relatively high salaries, provision of housing, contact and sabbatical leave to UK, working in the only non-racial 'island' in the country, academic freedom and institutional autonomy. For administrators there were relatively high salaries*
and provision of housing (ZRR2).

**Table 6C6: Once Students Joined UR, it Became Difficult to Disengage from the Institution**

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>14</td>
<td>17.5</td>
</tr>
<tr>
<td>Partially disagree</td>
<td>8</td>
<td>10.0</td>
</tr>
<tr>
<td>Neutral</td>
<td>20</td>
<td>25.0</td>
</tr>
<tr>
<td>Partially agree</td>
<td>25</td>
<td>31.3</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>13</td>
<td>16.3</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td></td>
</tr>
</tbody>
</table>

**Table 6C7: Once Faculty Joined UR, it Became Difficult to Disengage from the Institution**

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>11</td>
<td>13.8</td>
</tr>
<tr>
<td>Partially disagree</td>
<td>9</td>
<td>11.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>27</td>
<td>33.8</td>
</tr>
<tr>
<td>Partially agree</td>
<td>23</td>
<td>28.8</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>10</td>
<td>12.5</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td></td>
</tr>
</tbody>
</table>

**Table 6C8: Once Administrators Joined UR, it Became Difficult to Disengage from the Institution**

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>12</td>
<td>15.0</td>
</tr>
<tr>
<td>Partially disagree</td>
<td>10</td>
<td>12.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>27</td>
<td>33.8</td>
</tr>
<tr>
<td>Partially agree</td>
<td>24</td>
<td>30.0</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>7</td>
<td>8.8</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 6C6 above, 47.6% of the respondents agreed that students found it difficult to disengage from UR, while 41.3% of the respondents in Table 6C7 agreed that faculty found it difficult to disengage from UR. In Table 6C8 above, 38.8% of the respondents agreed that Administrators found it difficult to disengage from UR. The above are really measures of stickiness, that is, the extent to which stakeholders were satisfied with their involvement with UR that they decided to stick with the institution.

In interviews with stakeholders, it was revealed that faculty, students and
administrators found it difficult to disengage from the University because for students there were good living conditions, while for staff there were generous leave conditions, housing allowances and good salaries.

**Table 6C9: UR Capitalised on the Initial Advantage that it Enjoyed as the First Institution to be Established, to Continue Dominating the Market in Higher Education**

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>2(2.5)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>6(7.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>6(7.5)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>28(35.0)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>38(47.5)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>80</strong></td>
</tr>
</tbody>
</table>

Table 6C9 above shows that 82.5% of respondents agreed that UR capitalised on the initial advantage to dominate the market. Ten per cent of the respondents disagreed, while 7.5% decided to remain neutral. These responses are an emphatic endorsement of the statement.

UR indeed capitalised on the advantage of being the first institution to be established in the country. One current lecturer said,

*The University of Rhodesia became prominent because it took off first. It is in a sense self-evident in that it was the only University. It did develop quite well despite the problems. It wasn’t a failure as an institution. No-one could say that. Even the most bitter Rhodesian Front opponent couldn’t say it was a failure. As the only University it was unchallenged (RRR1).*

Being the first and only University in the country meant that whatever support and assistance was provided went to the University. So it was in a privileged position. The provisions of the Royal Charter on which the University was founded, promoted multi-racialism, academic freedom and autonomy. There were small classes, good students and faculty, and an external reference system.
Positive Feedback

Table 6D1: Organisations, Institutions and Individuals Provided Positive Feedback to UR’s Development, thus Further Entrenching it as the Institution of Choice in the Country

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>3(3.8)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>6(7.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>17(21.3)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>33(41.3)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>21(26.3)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6D1 above shows that 67.6% of respondents agreed that organisations provided feedback to UR, while 11.3% disagreed, with 21.3% deciding to remain neutral. Svyantek and Brown (2000) define positive feedback as the supportiveness of an environment for a particular behaviour or outcome. Here, positive does not necessarily mean desirable or pleasing in the popular sense of the term. It refers to the amplification of individual (small) events that have causal significance. Given the racial polarisation during the period under study, the views of stakeholders were widely divergent. One former administrator summed up the feedback from the different stakeholders:

*Racist Whites hated the sense of equality of races the University conferred and vented their anger by accusing Black students of lowering standards in the institution, especially in the halls of residence. Liberal Whites welcomed this experiment on how the races could live together as equals. Blacks regarded the institution with a sense of awe, like a hallowed place which guaranteed all who passed through its portals a new life. The government of the day was divided along the lines of racist and liberal Whites. The media covered events at the institution almost religiously, denigrating the institution and Black students in the main. Commerce and industry were closely involved in the design of curricula and regarded UR as a source of high level manpower (ZRR2).*

External examiners also provided feedback on student academic performance and curricula. To that extent, the University was a microcosm of Rhodesian society, reflective of the wide and diverse spectrum of views and opinions.
Path dependency of institutions is all about complexity of popular action in which individuals make decisions and affect others in their preferences in a reciprocal fashion.

Table 6D2: As More Students, Faculty and Administrators joined UR, this Helped to Improve its Reputation and Prominence as the Institution of Choice

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>3(3.8)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>14(17.5)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>34(42.5)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>29(36.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 6D2 above, 78.8% of respondents agreed that UR’s reputation improved as students, faculty and administrators joined the institution. Only 17.5% of the respondents decided to sit on the fence, while 21.3% disagreed with the statement. The responses are an endorsement of the statement.

Commenting on how the University improved its reputation, one former student said,

*The University established its reputation through the quality teaching. When you compared with Universities that were further north of us that had been operating under independent governments, the quality was going down. Most of the students trekked down here to what looked like a premier University where things still worked. Our association with British Universities had a major impact. Our degrees were University of London degrees (MMR2).*

Table 6D3: Students, Faculty and Administrators Joined UR/UR Because it was the Institution with Which the Market was Familiar

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>1(1.3)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>7(8.8)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>7(8.8)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>41(51.3)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>24(30.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>
Table 6D4: The Choice made by Students to join the UR was Influenced by the Fact that it was Fashionable to do so – it was Influenced by the Decisions of, and Pressures from, Other Students

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>11(13.8)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>7(8.8)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>22(27.5)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>28(35.0)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>12(15.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6D5: UR used its New Found Popularity to Further Entrench itself in the Domain of Higher Education

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>7(8.8)</td>
<td></td>
</tr>
<tr>
<td>Partially disagree</td>
<td>5(6.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>13(16.3)</td>
<td></td>
</tr>
<tr>
<td>Partially agree</td>
<td>31(38.8)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>24(30.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
<td></td>
</tr>
</tbody>
</table>

The above three graphs show that in Table 6D3, 81.3% of respondents agreed that the market was familiar with UR, while 50% of respondents in Table 6D4 agreed that it was fashionable to join UR, with 68.8% of respondents in Table 6D5 agreeing that UR’s popularity enhanced its dominance.

In interviews with former students, administrators and faculty, it was revealed that UR entrenched itself in the field of higher education by developing its infrastructure, for example, adding new Faculties and providing funds to carry out research. It also encouraged lecturers to visit secondary schools and recruit students. The University organised the Summer School and Open Days. The Rag Day [which was about charity] also provided another avenue for the University’s publicity efforts, further helping to entrench the institution’s position. Since there were few schools teaching ‘A’ level to Africans, the University tried to increase the intake of African students to University by having an ‘A’ level pre-University system for African students. These efforts were all part of the feedback that UR received from stakeholders and it helped the institution to entrench its position in the field of higher education.
Lock-in

**Table 6E1: UR became Prominent Because it took off First**

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>2(2.5)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>4(5.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>6(7.5)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>25(31.3)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>43(53.8)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6E1 above shows that 85.1% of respondents agreed that UR became prominent because it took off first, while 7.5% remained neutral, with an equal percentage disagreeing with the statement. The institution enjoyed first mover advantage and this helped to lock-in students, administrators and faculty to stick with the institution.

One former student revealed that, “*The University took off first but it took off well because you can have a first which will flop. It had many challenges but it survived those challenges*” (KSR1). A current lecturer concurred with the former student: “*The University was the only such institution and it was not a failure as an institution. As the only University it was unchallenged, so naturally it was prominent*” (RRR1).

The University was in a monopoly position. As the only institution, whatever support and assistance came from within the country and outside was channeled towards the University. That boosted its standing. It was in a privileged position. As the movement to South African Universities diminished, and as the University became entrenched as an expanding establishment, it became prominent. It also had to do with standards. Although the University enjoyed first mover advantage, if its standards were low, people would have shrugged their shoulders and ignored it. Those who ran the University did their best to make it successful and this success helped to lock-in stakeholders to stick with the institution.
Table 6E2: Over the Years Students, Faculty and Administrators Developed a Deep Attachment to UR thus Ensuring that they Stuck with the Institution

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>4(5.0)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>6(7.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>16(20.0)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>36(45.0)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>18(22.5)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6E3: Once Students, Faculty and Administrators joined UR, they Became Uninterested in Joining other Institutions of Higher Learning

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>10(12.5)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>17(21.3)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>20(25.0)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>25(31.3)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>8(10.0)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6E4: The Rise to Prominence of the UR was Because its Presence Helped to Reduce Uncertainty Regarding the Provision of Higher Education

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>4(5.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>11(13.8)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>42(52.5)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>23(28.8)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6E5: If Another Institution of Higher Education were to be Introduced before 1980, it Would not have Taken Off

<table>
<thead>
<tr>
<th>Responses</th>
<th>Percent Distribution</th>
<th>n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td></td>
<td>22(27.5)</td>
</tr>
<tr>
<td>Partially disagree</td>
<td></td>
<td>13(16.3)</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>17(21.3)</td>
</tr>
<tr>
<td>Partially agree</td>
<td></td>
<td>15(18.8)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td></td>
<td>13(16.3)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
</tr>
</tbody>
</table>

The four tables shown above reveal that 67.5% of respondents in Table 6E2
agreed that faculty, administrators and students developed an attachment to UR, while 41.3% of respondents in Table 6E3 agreed that students, administrators and faculty were uninterested in joining other institutions. Most respondents knew that the UR was the only institution of higher education, so they had difficulties identifying other institutions of similar standing in the country with which to compare. Hence there was skepticism (25%) among respondents and a moderate level of disagreement (33.8%) with the statement as shown in Table 6E3 above.

Table 6E4 above shows that 81.3% of respondents agreed that UR’s prominence helped to reduce uncertainty, while 35.1% of respondents in Table 6E5 agreed that if other institutions of higher education were to be introduced before 1980, they would not have taken off.

Students, faculty and administrators became locked-in because of the low fees, good living conditions, high educational standards, and good conditions of service [for faculty and administrators]. The University had much promise and it delivered magnificently. The ‘A’ level entry requirement was a major decision that was taken in the early days, to make UR degrees comparable to the UK. It gave the University status and encouraged lock-in. Faculty stayed partly because of this dream of a national multi-racial institution. For others, they stayed because their profession was not one that travelled well. In any case, to end up being in a University somewhere else would have diminished their influence.

**Conclusion**

From the above frequencies and supporting evidence from interviews, it is clear that the UR was viewed by respondents as a successful and prominent institution of higher learning. The evidence in this chapter also established that the evolution of UR exhibited characteristics of path dependency, i.e., initial conditions, increasing returns, self-reinforcement, positive feedbacks, and lock-in. The next chapter discusses the contribution and limitations of the study and suggests areas for future research.
Chapter 7: Discussion, Contribution, Limitations and Areas for Further Research

Introduction
The purpose of this chapter is to discuss the results of the study and their implications for theory and management practice. It reveals the limitations of the study and suggests areas for future research. The findings of the study are analysed within the context of the current academic literature on RBV and path dependency.

This study examined the evolution of the University of Rhodesia and established that its evolution was path dependent. It identified the enduring characteristics of UR which reflect a path dependent organisation. The findings revealed patterns and dynamics of path dependency which serve as a source of competitive advantage in organisations.

Below the researcher summarises the key objectives of the study.
1. To provide definitional clarity and raise the level of analytic precision of the concept of RBV and path dependency, by explicating their origins, insights and current status.
2. To refine and solidify the concepts of RBV and path dependency in order to validate their main prescriptions so as to allow their application in organisations.
3. To empirically explore path dependency as a source of competitive advantage.
4. To analyse the University of Rhodesia’s historical development and strategic responses as a case study in order to establish enduring characteristics of an organisation that are a source of competitive advantage.
5. To adapt the concept of path dependency to the study of business management so that managers may be able to understand why conditions of emergence, like initial conditions, self-reinforcement, increasing returns, positive feedbacks and lock-in, can be a source of competitive advantage.
Broadly, the key objectives of the study were to define and trace the origins of path dependency, to empirically verify its prevalence with respect to the evolution of UR, and to show its contribution to management theory and practice. Below the researcher assesses the extent to which these objectives were fulfilled.

**Definition and Status of Path Dependency**

One of the key research objectives of the study was to provide definitional clarity on the concept of path dependency by explicating its origins, insights and current status. This was in response to Zukowski’s (2004) concern that the term ‘path dependency’ has not yet a commonly accepted precise definition. This answer was provided in Chapter 3 under the review of literature. The literature review provided a history of the industrial organisation economics perspective of strategy which has now been overtaken by a new perspective called the resource based view (RBV) of the firm. The researcher discussed the concept of the resource-based view and articulated its characteristics in order to establish the foundation for a definition of path dependency.

Several authors (David, 1985; Mahoney, 2000; Page, 2006; Kay, 2003) define path dependency from a number of perspectives. David (1985) defines path dependency in terms of past events that influence future events. Mahoney (2000) argues that the term means what happened at an earlier point in time will affect the possible outcomes of a sequence of events occurring at a later point in time. Page (2006, p. 88) argues that path dependency conveys the idea that “current and future states, actions and decisions depend on the path of previous states, actions, or decisions”. Kay (2003) suggests that a system is path dependent if initial moves in one direction elicit further moves in that same direction.

According to Teece, Pisano and Shuen (1997), path dependency recognises that ‘history matters’. Page (2006) argues that literature on path dependency reveal four related causes, that is, increasing returns, self-reinforcement, positive feedbacks and lock-in. This study consolidated the definition of path
dependency by including the characteristic of initial conditions. The researcher further explored the concept of chaos theory which is associated with initial conditions, thus bringing clarity to the concept of path dependency. The researcher then articulated diagrammatically (Chapter 3) the concept of path dependency into a framework. The five substantive categories which determine path dependency (initial conditions, increasing returns, self-reinforcement, positive feedbacks, and lock-in) emerged from the review of literature. These were used to categorise qualitative data during the coding process. To this end, the key objective of clarifying, refining and solidifying the concept of path dependency was achieved.

**Empirical Evidence**

Another key objective was to empirically explore path dependency as a source of competitive advantage. Studies (Hermann, 2005; Fahy 2000; Miller & Shamsie, 1996) criticise the RBV concept as being under-theorised and under-served empirically. Fahy (2000) and Hermann (2005) argue that contributions within the RBV have been of a conceptual rather than empirical nature, and that many of the fundamental tenets still remain to be validated in the field. Miller and Shamsie (1996, p. 521) suggest that, “There is need for more systematic empirical studies to examine the conceptual claims of the resource-based scholars”. This study is a response to the call for empirically testing the concept of path dependency by examining the evolution of UR between 1945 and 1980, in order to reveal the institution’s sources of competitive advantage.

**Initial Conditions**

Sensitivity to initial conditions reflects how things were at the time of the founding of the organisation. One of the founding conditions of UR was the formation of the **Federation** of Southern Rhodesia, Northern Rhodesia and Nyasaland in 1953. The British Government wanted the Federation to succeed and so it helped the University succeed.

One participant commented thus: “*The University College of Rhodesia and Nyasaland was a child of the Federation*” (BCR2).
A former student was more elaborate:

*I think that the founding of the Federation of Rhodesia and Nyasaland may have influenced the founding of the University. Students, after their secondary school in the three territories, used to go to South Africa. I think very few went overseas. With the formation of the Federation it was considered that an educational institution was necessary in the country (SCR2).*

The above evidence is consistent with Dopfer’s (1991) definition of an initial condition as constituting some sort of seed that grows by the self-generating dynamics of the process. In this regard, we see evidence of how the UR “did not emerge accidentally” (Schwart, 2004, p. 7). The Federation acted as an attractor (Arrigo & Barret, 2008), because it exerted a magnetic appeal to the idea of a University. One participant said in this regard, “I think there was a lot of positive vibes going on about the Federation and that spilled over to the University” (BRR2).

As an initial condition, the Federation was a source of competitive advantage for UR because there was goodwill on the part of Government and society in general to see the idea of the Federation succeed. The Federation was inextricably linked to that of a multi-racial University and so there was positive foundational support for the UR to succeed.

The **Unilateral Declaration of Independence** (UDI) emerged as one of the founding conditions that influenced the development of UR. With the introduction of UDI in 1965, “We started to have real problems” (BRR1). Another participant was more explicit: “On the whole, UDI was basically a negative influence. It slowed down the development of the University quite significantly” (BCR2).

In a discussion of chaotic systems as part of initial conditions, Rosenhead (1998, p. 3) notes that “a small disturbance leads to a movement away from the starting point, which in turn generates further divergence”. While UDI was
not a small disturbance, it caused UR to change course in its evolution. Thus UDI, a seemingly chaotic event, created a paradigm shift in path dependence. UDI was a ‘critical juncture’ (Mahoney, 2000) which dramatically altered the course of history in the development of UR. It became difficult to return to the initial point when the alternative idea of the Federation was still available.

With the introduction of UDI, UR was seen as an exclusive club where only bright [Black] students and White students could be enrolled. This gave UR an elitist and exclusive status. These characteristics reinforced UR as a successful ivory tower institution even after independence in 1980. This elitism and exclusivity, which was associated with high standards, enhanced UR’s competitive advantage.

A former student had this to say,

Sir Humphrey Gibbs was the Governor and we used to go to Government House as students. As students we didn’t know that we were so privileged. We were really an elite. I remember a group of Oxford students coming and saying, ‘My God, you people are having servants. How much are the cleaners and the waiters paid?’ They were paid about £10. They said, ‘You people are part of the exploitative system’. It is only when I was in England that I realised that we were really being treated like an elite. We were really trained to join the White elite (CFR2).

Rhodesian nationalism also provided the impetus for the establishment of UR and is therefore one of the initial conditions. Rhodesians wanted an institution which was “…distinct from the South African tradition which by 1948 was going for separate development, separate institutions and facilities” (ZRR2).

In that regard, a former lecturer had this to say,
I think we have to remember that in 1923, Rhodesia almost became a sixth province of South Africa. But the Whites in Rhodesia said, “No, we have to be a distinct Rhodesian nation” (ZRR2).

Rhodians built a University that was unique and peculiar to the Rhodesian situation, different from South African Universities. This uniqueness gave the UR competitive advantage because Rhodesian students now attended University at UR rather than go to South African Universities. This allowed UR to compete at a regional level. Barney (1991, p. 102) said in this regard, “A firm has SCA when it is implementing a value-creating strategy not simultaneously being implemented by any current or potential competitors.”

The British influence also constitutes an initial condition in the establishment of UR. The British Government had a policy to set up University Colleges across the continent. This finding is consistent with Teece, Pisano and Shuens’ (1997, p. 522) observation that, “…the current position of a firm is often shaped by the path it has travelled … we cannot understand today’s choices without tracing their evolution through time”.

The British influence was a source of competitive advantage for UR because UR benefitted from the advice, teaching materials, administrative practices, and financial assistance that were provided by Britain. UR did not have to ‘reinvent the wheel’ because it benefitted from the tradition of scholarship provided by an established colonial system. One participant elaborated on the benefit to UR of the British influence:

The fact that both the administration of the University and its whole academic structure were modelled and determined in the British way, had the advantage that the British academic system is a very strong one and one which the quality of higher education is outstanding (BCR1).

The British influence brought benefits to UR. It resembles Liebowitz and Margolis’ (1995) first degree path dependency, where sensitivity to initial conditions exist, but have no implied inefficiency.
Federation, as an initial condition, was inextricably linked to the issue of multi-racialism. Since the Federation was an experiment at multi-racialism, the University had to be multi-racial in outlook. The experiment of bringing students from different races to learn together had a positive side to it. It helped attract academics and students alike because this was a unique development. It was a source of competitive advantage because Rhodesia was building a unique multi-racial institution while neighbouring South Africa was going for separate development. Diversity as reflected in the policy of multi-racialism, enhanced UR’s competitive advantage.

One participant had this to say, “…the fact that it was a distinctly multi-racial University was probably a very attractive pulling card” (SJR1).

Increasing Returns
Pierson (2000) suggests that increasing returns dynamics pinpoint how the costs of switching from one alternative to another will increase over time. UR was the first and only institution to be established in Rhodesia during the period under study (1945 to 1980). The institution enjoyed first mover advantage and a monopoly position in the country. There was no pressure to introduce another University because UR catered for the needs of a small White minority population. As the only institution of higher education in the country during the period under study, this monopoly position gave it competitive advantage.

In an interview, a former lecturer said,

The University was originally designed to cater for the White population. The White population was not very big either. The pressure to start other institutions was never there because when they looked at the population, they saw more of the White needs and not those of Blacks (RRR2).

Another factor that led to increasing returns was the linkage between UR and the Universities of London and Birmingham. UR enjoyed a number of benefits as a result of this relationship. This linkage meant that the UR was able to
offer an internationally recognised qualification. It also meant that UR was able to benefit by having ready access to experience, structures and ways of designing degree programmes. The in-built system of external examiners helped to guarantee standards for UR.

The linkage with London and Birmingham was a source of competitive advantage because UR was able to attract capable staff as a result of this association. As Dyer and Singh (1998, p. 676) suggest, “…collaborating firms can generate relational rents through relation-specific assets, knowledge-sharing routines, complementary resource endowments, and ‘effective governance’”.

The ability to attract eminent academics was a big factor on the side of the University. The eminent staff boosted the institution’s reputation and this was a major attraction for students and lecturers. Pierson (2000, p. 455) argues that, “…increasing returns are evident when established firms attract suppliers, skilled labour… and appropriate physical infrastructure”.

Another factor that brought about increasing returns was the high standards at UR which were a source of competitive advantage. The enrolment process which admitted only the very best ‘A’ level students was meant to guarantee standards at the University and boost the reputation of the institution. The use of external examiners and the attraction of eminent academics ensured that standards at UR remained high over time. Dierickx and Cool (1989, p. 1506) posit that, “…how inimitable an asset is … is the cumulative result of adhering to a set of consistent policies over a period of time…” High standards enabled the UR to attract both high quality lecturers and students, thus securing a competitive advantage.

**Self-reinforcement**

According to Page (2006, p. 88), self-reinforcement means that, “making a choice or taking an action puts in place a set of forces or complementary institutions that encourage that choice to be sustained”. The results of this study show that a well developed curriculum was one such force that
encouraged the UR to be sustained as a successful institution of higher education in Rhodesia. One participant said, “We used some of the University of London syllabus and books. That was a big advantage” (CGR1).

A well developed infrastructure helped to attract students and lecturers and contributed to the reinforcement of UR as a prominent institution. One participant commented thus: “There was a library that by any standard was good in those days. There were very good facilities. There were excellent sporting facilities” (BRR1). Balman, Odeng, Weikard and Brandels (1996) argue that as more people use a facility, this encourages investments in the linked infrastructure which in turn attracts still more users. A well developed infrastructure supported the position of UR as a successful organisation.

Small class sizes also helped to reinforce the image of the UR as an institution with high standards and one with an elitist outlook. One participant said that the small numbers of students, “…created a very friendly atmosphere, an atmosphere conducive to teaching” (DDR1). Mahoney (2000) suggests that where there are self-reinforcing properties, initial steps in a particular direction induce further movement in the same direction, such that over time, it becomes difficult to reverse direction. One participant supported this outcome: “It was only in the 1980s that we started to build 400-seater lecture theatres” (BRR1).

Publicity efforts also contributed to the reinforcement of the UR as a successful organisation. There were open days, summer schools, visits to secondary schools and the Rag Day. One current lecturer commented:

*We developed a Summer School so the public could come in and listen to lectures on something topical, not really academic, but nevertheless serious, with some intellectual content. They were very popular. We organised an Open Day once a year where various exhibits were made in scientific departments, which showed experiments and they were incredibly popular. The attendance was in the thousands* (RRR1).
Grants and scholarships helped to reinforce the UR as a prominent institution because they helped Black students attend University. Other factors that helped to sustain the UR as a successful organisation were its reputation and the fact that it was considered a major contributor to the development of the economy and society.

Positive Feedback
Svyantek and Brown (2000, p. 71) define positive feedback as “the supportiveness of the external environment for a particular outcome”. Positive feedback was evident in the response to the high standards at UR to the extent that even when alternative institutions were eventually available within the Federation, students from other countries still chose to enrol at UR.

Even when Zambia and Malawi started their own Universities, they were second rate relative to this one, so a lot of Zambians and Malawians would rather have come here... (HAR1).

So outstanding and noticeable was the University that it drew a lot of attention from government and society in general. A former administrator revealed that,

I can remember many times playing hockey for the University team and we would go to various sports clubs around Salisbury [now Harare]. People would call us ‘the Kremlin on the Hill’. Government looked at us with a degree of uh… what are you doing? What are you talking about? What are you whispering about?” (BRR1).

UR was dubbed by other names, which reflected a high regard for the institution: “The University of Rhodesia was known as the Cambridge of Africa” (LRR1).

This positive feedback was a source of competitive advantage.
Lock-in

According to Page (2006), lock-in is a hard-to-escape situation. Staff experienced lock-in because UR had very good conditions of service which included housing allowances, sabbatical and contact leave. Pierson (2000) argues that, institutions provide incentives that encourage individuals to act in ways that lock them in.

Staff at the UR were locked-in to the institution because of lack of alternative institutions of higher education. One former lecturer’s comments exemplify this lack of alternatives: “For us it was either you stayed at this University or you left the country. If you wanted to be at a University, this was the only University in Rhodesia” (HAR2).

Staff lock-in also occurred at the University because of the availability of funds and opportunities for research. One participant said, ‘Whatever research you wanted to do during those years, you got money because there was a lot of it’ (CGR1). Lecturers were also motivated to stay at the University because there were opportunities to research in a new environment: ‘Lecturers had the opportunity to pursue research interests in virgin territory’ (PFR1).

Lecturers also exhibited behavioural lock-in to the extent that, “…the influence that you could have [at UR] was phenomenal. You would be consulted about issues…” (SJR1). The lock-in exhibited by lecturers was a reflection of professionals who wanted to remain in their comfort zones. Professionals tend to resist attempts to change the status quo. The results of the study are consistent with Barnes, Gartland and Stacks’ (2004, p. 373) explanation of lock-in: “…once a particular behaviour is embedded in organisations, a strong status quo inertia may discourage other behaviour. It takes tremendous effort to change, and individuals may simply be uninterested”.

Students also experienced lock-in due primarily to high educational standards and good living conditions. One former student said, “We had good facilities, good resources, and good lecturers” (CUR2). Another concurred: “When I
was there at the University in 1973, the facilities were excellent; from hostels to classrooms. It was really an elitist establishment” (ZRR2).

The living conditions were supposed to emulate those of Oxford and Cambridge Universities.

*We had only one University because they were training us to be like Oxford and Cambridge. We were the elite. We had a five-star hotel residence. We had to wear gowns to dress up for dinner like they do at Oxford* (FCR2).

**Contribution of the Study**

There has been some controversy regarding the performance of a literature review at the onset in grounded theory studies (Chen & Boore, 2009). The two main proponents of the grounded theory, Glaser and Strauss (1967), diverged significantly on their beliefs about how its principles and methods should be interpreted and deployed. Strauss, in his later writing with Corbin (Strauss & Corbin, 1990) advanced a ‘different’ version of grounded theory, which they considered to be the result of maturation of the classical approach (Chen & Boore, 2009). They advocated reviewing the literature early in the study for several reasons:

♦ It stimulates theoretical sensitivity.
♦ It provides a secondary source of data.
♦ It stimulates questions.
♦ It directs theoretical sampling.
♦ It provides supplementary validity.
♦ It can identify the current gaps in knowledge (Strauss & Corbin, 1990).

Further, as grounded theory studies often take a new perspective on an old issue, it is important to be familiar with previous knowledge so as to outline the research phenomenon (McGhee *et al.*, 2007), clarify concepts, and define terms (Cutcliffe, 2000). McGhee, Marland, and Atkinson (2007) argue that it is undesirable that a researcher enters the field in an ‘atheoretical’ state and rather should be aware of extant knowledge. In support of reviewing literature
in grounded theory, Walls, Parahoo and Fleming (2010) suggest that the researcher requires some knowledge of the subject to provide orientation and direction. McCallin (2003) argues that reading literature has a place in modern-day grounded theory studies because previous knowledge becomes data to be integrated into a study, using constant comparative analysis in order to refine emerging concepts and categories.

This study used the ‘modified’, or ‘modern interpretation’, of grounded theory as a research study. This study reviewed literature at the beginning of the research and developed a theoretical framework in order to reduce the uncertainty regarding the context and the focus of the topic. Examples of studies that have used this approach include April (1994), who uses a multiple case approach for unearthing specific insights in the South African personal financial services firm, and Shockley (2003), who first reviews literature on education, information technology and the economics of change, before coming up with a ‘model for internet embedded use among teachers’ in California, England and Singapore.

Based on the review of literature, the researcher realised that there was a missing link in the framework of path dependency. The research made an improvement on the existing framework by incorporating ‘initial conditions’ as a major determinant of the emergence of organisations. Both the literature review and empirical data confirmed the influence of other elements of path dependency, i.e., increasing returns, self-reinforcement, positive feedback and lock-in. The expanded framework added initial conditions as a major factor that shapes and directs the path and trajectory in the evolution of organisations. This study has also caused the researcher to improve on the initial framework that emerged from the critical exploration of the literature.

Thus, an important contribution of this study was the development of an expanded conceptual framework (see Figure 7.1 below) which emerged from an empirical application of the concepts of RBV and path dependency. The framework reveals the enduring patterns and dynamics of path dependent organisations. This conceptual framework, as revealed by the UR case study,
articulates the enduring difficult-to-imitate founding conditions which can be sources of competitive advantage. The tool can be used to analyse the development of organisations, especially the dynamic influence and patterns of initial conditions, increasing returns, self-reinforcement, positive feedbacks, and lock-in in path dependency which are highlighted in the case study.

This study sensitises researchers to new areas of research on the evolution of organisations. The conceptual framework can also be used to teach determinants and patterns of path dependency in strategic management.

The conceptual framework is an important contribution to the field of strategic management which reflects how institutions emerge in complex environments. Levy (1994) argues that one of the enduring problems facing the field of strategic management is the lack of theoretical tools available to describe and predict the behaviour of firms and industries. The conceptual framework (Figure 7.1 below) is a partial answer to that call.
This study clarified the definition of path dependency by including initial conditions, as one of the determinants of path dependency. The researcher further explored the concept of chaos theory, which is associated with the characteristic of initial conditions, thus bringing further clarity to the concept of path dependency.

The study provided empirical evidence that the evolution of UR was path dependent. By understanding the sources of competitive advantage of institutions as revealed in the UR case study, the study was able to explain why UR was a successful organisation. The study informs us about the
enduring characteristics and patterns (see Figure 7.1 above) that continue to define competitive advantage in organisations.

**Implications for Management**

The contribution of this study is not limited to strategy in business management, but to the broad area of strategy in organisational analysis as exemplified in the UR case study.

This study will help managers improve their understanding of founding conditions and patterns as highlighted by the UR case study. Further, the study will help managers understand that the particular sequencing of events or processes play a key part in explaining divergent outcomes (Pierson, 2000).

Contrary to the principle of decreasing marginal returns (Pierson, 2000), where economic actions engender negative feedback, this study presented the concept of increasing returns, which reflects how the more an action is taken, with positive feedbacks, the greater are its benefits. This study makes the revision and generation of theory a legitimate enterprise.

**Limitations of the Study**

The conceptual framework provides a useful template for assessing sources of sustainable competitive advantage from a path dependency perspective in institutions of higher education in an emerging economy. This study is based on a case study and therefore has limited generalisability. It might not be applicable to similar organisations in different environments.

Another limitation is that the data sampled in this study was drawn only from former students, current and former administrators and academics. This could have introduced some bias. Respondents drawn from a different sample could come up with different themes. Also, some of the core categories that emerged might have simply explained generic factors that determine institutional success. However, the study unpacked the sources of competitive advantage of an institution in an emerging economy.
Further Research

Researchers who are interested in the verification of research can use this conceptual framework to assess the durability or resilience of the founding conditions and patterns in shaping the University of Zimbabwe post-1980 to date, to ascertain whether its development was path dependent. This will help us understand how the founding conditions and patterns play out in a post-colonial situation.

Future research can also use the proposed framework in other contexts in order to verify its empirical relevance.
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Inter-Item Correlation Matrix
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Appendix 1: Research Letter of Introduction

11th October 2009

Dear Sir/Madam

RESEARCH LETTER OF INTRODUCTION

We would like to introduce to you, Maurice Mutowo, Acting Director of the Graduate School of Management at the University of Zimbabwe. Maurice is currently completing a PhD (doctoral studies) at the University of Cape Town (South Africa).

He is beginning the phase of research interviews during his studies, which is entitled: A Resource-Based View of the Firm: A Path Dependency Investigation into the Sources of Sustainable Competitive Advantage – An Empirical Study of the University of Zimbabwe, 1945-1980. The main thrust of this doctorate being the understanding of the role of path dependency (loosely defined as “what has happened at an earlier point in time will affect the possible outcomes of a sequence of events occurring at a later point in time”) in the competitive advantage of the University of Zimbabwe as an educational institution, and the long-term sustainability of that advantage over time.

We are writing to you because, as Research Supervisor and Director of the Graduate School of Business at the University of Cape Town (South Africa), Maurice has assured us that you are able to provide good insight into the topic under research.

Please understand that the University of Cape Town upholds high levels of confidentiality and ethical standards in conducting research – and which Maurice will discuss with you, as introduction to his research.

We would like to thank you for your cooperation and consideration in this regard.

Sincerely

Prof. Kurt April
(Research Supervisor)

Prof. Walter Baets
(Director: GSB)
Appendix 2: Release Form

Release Form

The information gathered from me will be held in strictest confidence, and its primary use is in completion of a PhD at the Graduate School of Business of the University of Cape Town (South Africa). It is understood by myself that the results hereof will be used for research purposes only.

I also [DO / DO NOT *(circle choice)*] give permission to Maurice Mutwuo and Prof. Kurt April (his PhD supervisor) to conduct secondary research on trend data and key themes, in pursuit of a more robust and empirically-based understanding of the human condition and organisational dynamics through research, and subsequent publication for debate.

Please circle one choice out of the two possibilities below (if research permission has been given):

- Maurice Mutwuo and Prof. April may conduct such research, drawing out trends and themes from our interview/questionnaire, and **MAY** use my name and appropriate quotations to highlight key areas/themes in the research, and in publication.
- Maurice Mutwuo and Prof. April may conduct such research, drawing out trends and themes from our interview/questionnaire, but **MAY NOT** use my name, and any other information that can uniquely identify me in the research, or in publication.

I agree to hold the University of Cape Town, Maurice Mutwuo and Prof. Kurt April, harmless from any liability, loss or damage caused by my statements or materials furnished by me.

[Signature]

14.10.09

[Name]

Date

[Name]

Research Director

[Name] GSB UCT ACZ

Graduate School of Business

[Email]

Telephone

[University of Cape Town]

[Website]
Appendix 3: One-to-One Interviews: Round One

Participant Demographics

1. Gender

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. Profession

<table>
<thead>
<tr>
<th></th>
<th>Current</th>
<th>Former</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administrator</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. When did you join the UCRN/UCR/UR?

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1950-1960</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1960-1970</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1970-1980</td>
<td></td>
</tr>
</tbody>
</table>

4. Highest level of education

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctoral Degree</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masters Degree</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelors Degree</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Faculty

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engineering</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Veterinary Studies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The University was established first as the University College of Rhodesia and Nyasaland (UCRN), then it became the University College of Rhodesia (UCR) after Federation, then the University of Rhodesia (UR) and finally the University of Zimbabwe (UZ)
1. Initial Conditions
1. What was the main motivation for the establishment of the University College of Rhodesia and Nyasaland (UCRN) in the 1950s?
2. What other options were available to prospective students who wanted to pursue higher education during those years?
3. During your period of involvement with University of Rhodesia, what in your opinion, were some of the key players, events, decisions and processes that influenced the institution’s early development?
4. What were some of the initial challenges in the early days of UR: people challenges, decision challenges, process challenges and political challenges?
5. What factors mainly contributed to the success of the UR (up to 1980) as an institution of higher education? And what about those factors that made it significant or even unique?
6. How did these factors impact on the further development of UR?

2. Increasing Returns
1. Where did the UR draw its students from prior to 1980 and why?
2. What were some of the factors that attracted students and lecturers to the UR?
3. As a result of the location of the UR in the capital city, did this help to attract complementary institutions and organisations to develop around the UR?
4. What were some of these organisations and institutions?
5. How did their development help to further consolidate the UR as a successful institution?
6. What were some of the events that suppressed the establishment of alternative institutions of higher learning?
7. What were some of the benefits and incentives that were enjoyed by students and lecturers at the UR?

3. Self-Reinforcement
1. What were some of the factors that influenced prospective students to consider the UR as the destination of choice for higher education?
2. What were some of the positive and negative attributes of the UR that influenced students to choose the institution for their higher education?

3. In what ways did the UR maintain itself (politically, in the public eye, financially, and with other stakeholders) as the preferred institution of higher learning?

4. What benefits did other organizations, institutions and individuals gain by associating with UR?

5. How did the benefits enjoyed by students, administrators and lecturers help then to stick with UR between 1955-1980?

6. Once lecturers, administrators and students joined the UR, it became difficult to disengage from the institution because........

4. Positive Feedback

1. Did the UR receive any feedback from stakeholders about its performance? What type of feedback did it receive? How? Any evidence of this feedback?

2. How did the UR use the feedback to help improve its status as an academic institution?

3. As more and more students attended the UR, did this help to improve the institution’s reputation and image? How? Any evidence of this reputation?

4. How were prospective students influenced to join the UR?

5. How did society view those prospective students who failed to get a place at the UR? What pressures did the students have to endure, if any?

5. Lock-In

1. The UR became prominent because it took off first. Do you agree? Please explain.

2. What positive changes have occurred in the life of the institution?

3. What contributed most to this change [or continuity]?

4. As the UR became established as an institution of choice, were there other alternative institutions that students could have chosen to attend?
5. Did students develop a deep attachment to UR? Why? Any evidence of this deep attachment?

6. What made the lecturer jobs “sticky”, so that lecturers did not want to leave UR?

7. Were students uninterested in attending other institutions and decide to stay with UR? Why?

8. What ensured that other external stakeholders continued to work with the UR?

9. Are there decisions that you took in the early development of the institution that took you along a particular path?

10. What were these decisions and how do they account for what the UZ is today?
Appendix 4: One-to-One Interviews: Round Two

1. Initial Conditions
   1. What motivated and attracted the founders of the University of Rhodesia to establish such an institution?
   2. As a lecturer, why was the idea of a new University a compelling “future”/”vision” to put your energy behind?
   3. What was the main motivation for the establishment of a multi-racial institution in a racist society? Positive and negative attributes of this experiment?
   4. What did multi-racial mean in the early days, today in Zimbabwe, and for the future?
   5. How did the special relationship (with London and Birmingham) influence the development of the University of Rhodesia?
   6. What was the main influence of the Federation and the Unilateral Declaration of Independence (UDI) on the development of the University?

2. Increasing Returns
   1. Do you think that the developed infrastructure helped attract students and lecturers to join the University?
   2. What is the legacy of that infrastructure? How is it viewed today?
   3. To what extent was affordability a major consideration in making the University of Rhodesia the destination of choice in higher education?
   4. What role did finance play at the University – endowments, state sponsorship, grants, etc. And in which ways did this make it easier for students to attend?
   5. Were student numbers a factor in attracting lecturers at the institution and what did it mean in terms of research output?
   6. What was the appetite for opening more institutions at the time?
   7. Did “new research areas” help to attract lecturers to the institution?
3. Self-reinforcement
1. Besides publicity efforts, what else was done to establish the reputation of the University?
2. How did the quality of teaching standards influence the development of the University?
3. What was put in place to ensure that such standards were kept over time?
4. What were some of the benefits for the University of Rhodesia and for London and Birmingham as a result of the linkages?
5. What work conditions for lecturers made it conducive to work at the University?

4. Positive Feedback
1. What type of feedback did external examiners provided to the University of Rhodesia?
2. How did the University use this feedback to improve its operations?
3. What were the views of the White community, Black community, government, the media, commerce and industry, about the University?
4. How did these views influence the path and direction in which the University developed?

5. Lock-in
1. What motivated academics to stay for such a long time at the University of Rhodesia?
2. What motivated administrators to stay for such a long time at the University of Rhodesia?
3. What has been the contribution of the University of Rhodesia to the development of society and the country as a whole?
Appendix 5: Questionnaire on Organisational Success: Pilot Study

Participant Demographics

1. Gender

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
</table>

2. Profession

<table>
<thead>
<tr>
<th></th>
<th>Current</th>
<th>Former</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administrator</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. When did you join the UZ?

<table>
<thead>
<tr>
<th>Year Range</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1950-1960</td>
<td></td>
</tr>
<tr>
<td>1960-1970</td>
<td></td>
</tr>
<tr>
<td>1970-1980</td>
<td></td>
</tr>
</tbody>
</table>

4. Highest level of education

<table>
<thead>
<tr>
<th>Degree</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctoral Degree</td>
<td></td>
</tr>
<tr>
<td>Masters Degree</td>
<td></td>
</tr>
<tr>
<td>Bachelors Degree</td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td></td>
</tr>
</tbody>
</table>

5. Faculty

<table>
<thead>
<tr>
<th>Faculty</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td></td>
</tr>
<tr>
<td>Arts</td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Engineering</td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td></td>
</tr>
<tr>
<td>Veterinary Studies</td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td></td>
</tr>
</tbody>
</table>
### How to Answer the Questionnaire

For your answers, make use of the five (5) point Scale which varies from: Strongly Disagree (1), Disagree (2), Neutral (3), Agree (4), Strongly Agree (5) as illustrated below. Please note that the questions cover the period 1953-1980

1. The UZ was a successful and prominent institution of higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. Students at UZ were satisfied with their educational experiences at the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. Students at UZ achieved high levels of academic growth and development.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

4. Students at UZ were well prepared for entry into occupations and advancement in their careers after graduation.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

5. The UZ put sufficient emphasis on non-academic, non-career oriented areas of professional development in their teaching.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
6. The UZ Faculty and Administrators were satisfied with their employment at the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7. The UZ put sufficient emphasis on Faculty publications, attendance at professional conferences and teaching at the ‘cutting edge’.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8. The UZ was an open institution which interacted well with its external environment, such as the community and professional service organisations.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

9. Because of its reputation as an institution, the UZ was able to attract high quality students, faculty and financial support.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

10. The UZ had very good relations with its students and faculty.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Appendix 6: Questionnaire on Path Dependency: Pilot Study

### Participant Demographics

#### 1. Gender

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
</tr>
</tbody>
</table>

#### 2. Profession

<table>
<thead>
<tr>
<th>Current</th>
<th>Former</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td></td>
</tr>
<tr>
<td>Administrator</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td></td>
</tr>
</tbody>
</table>

#### 3. When did you join the UZ?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1950-1960</td>
</tr>
<tr>
<td>1960-1970</td>
</tr>
<tr>
<td>1970-1980</td>
</tr>
</tbody>
</table>

#### 4. Highest level of education

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctoral Degree</td>
</tr>
<tr>
<td>Masters Degree</td>
</tr>
<tr>
<td>Bachelors Degree</td>
</tr>
<tr>
<td>High School</td>
</tr>
</tbody>
</table>

#### 5. Faculty

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
</tr>
<tr>
<td>Arts</td>
</tr>
<tr>
<td>Commerce</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Engineering</td>
</tr>
<tr>
<td>Law</td>
</tr>
<tr>
<td>Medicine</td>
</tr>
<tr>
<td>Science</td>
</tr>
<tr>
<td>Social Studies</td>
</tr>
<tr>
<td>Veterinary Studies</td>
</tr>
<tr>
<td>Administration</td>
</tr>
</tbody>
</table>


How to Answer the Questionnaire

For your answers, make use of the five (5) point Scale which varies from: Strongly Disagree (1), Disagree (2), Neutral (3), Agree (4), Strongly Agree (5) as illustrated below. Please note that the questions cover the period 1953-1980

(A). Initial conditions

1. The establishment and subsequent rise to prominence of the UZ started as a small idea.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. Early developments in the founding of UZ had a significant influence on the future success of the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. UZ structure, processes, and decisions still bear imprints of its past.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

4. UZ was an institution characterised by rationality, formality and order, mixed with intuition, informality and disorder.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

5. UZ was able to find solutions to its problems through experimentation.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
6. UZ was able to find solutions to its problems through self-organisation

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
</tr>
</thead>
</table>

(B). Increasing returns

1. Students, faculty and administrators were attracted to the UZ because of its reputation as an institution of higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
</tr>
</thead>
</table>

2. The UZ acted as a magnet that attracted complementary organisations and institutions to develop a cluster in the capital city in proximity to the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
</tr>
</thead>
</table>

3. As more organisations and institutions developed in the capital city the development of the UZ as a successful institution was further boosted.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
</tr>
</thead>
</table>

4. As the UZ became more successful as an institution, the development of alternative institutions of higher learning was further suppressed.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
</tr>
</thead>
</table>
5. Students, faculty and administrators at UZ enjoyed the prestige of working and studying at UZ as a prominent institution and this narrowed their options only to this institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

(C). Self-reinforcement

1. Prospective students considered the UZ the preferred institution among others.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. Other institutions failed to develop in competition with the UZ because the latter had established itself as the standard institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. Students, faculty and administrators derived some benefits from their association with UZ.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

4. Once students, faculty and administrators joined the UZ it became difficult to disengage from the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
5. The UZ capitalised on the initial advantage that it enjoyed as the first institution to be established to continue dominating the market in higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

(D). Positive Feedback

1. Organisations, institutions and individuals provided positive feedback to UZ’s development thus further entrenching it as the institution of choice in the country.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. As more students, faculty and administrators joined the UZ, this helped to improve its reputation and prominence as the institution of choice.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. Students, faculty and administrators joined the UZ because it was the institution with which the market was familiar.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

4. The choice made by students to join the UZ was influenced by the fact that it was fashionable to do so – it was influenced by the decisions of, and pressures from, other students.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
5. The UZ used its new found popularity to further entrench itself in the domain of higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

(E). Lock-in

1. The UZ became prominent because it took off first.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. Over the years students, faculty and administrators developed a deep attachment to UZ thus ensuring that they stuck with the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. Once students, faculty and administrators joined the UZ, they became uninterested in joining other institutions of higher learning.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

4. The rise to prominence of the UZ was because its presence helped to reduce uncertainty regarding the provision of higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

5. If another institution of higher education were to be introduced before 1980, it would not have taken off.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
Appendix 7: Questionnaire on Organisational Success

Participant Demographics

1. Gender

<table>
<thead>
<tr>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
</table>

2. Profession

<table>
<thead>
<tr>
<th>Current</th>
<th>Former</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td></td>
</tr>
<tr>
<td>Administrator</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td></td>
</tr>
</tbody>
</table>

3. When did you join the UCRN/UCR/UR?

<table>
<thead>
<tr>
<th>1950-1960</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1960-1970</td>
<td></td>
</tr>
<tr>
<td>1970-1980</td>
<td></td>
</tr>
</tbody>
</table>

4. Highest level of education

<table>
<thead>
<tr>
<th>Doctoral Degree</th>
<th>Masters Degree</th>
<th>Bachelors Degree</th>
<th>High School</th>
</tr>
</thead>
</table>

5. Faculty

<table>
<thead>
<tr>
<th>Agriculture</th>
<th>Arts</th>
<th>Commerce</th>
<th>Education</th>
<th>Engineering</th>
<th>Law</th>
<th>Medicine</th>
<th>Science</th>
<th>Social Studies</th>
<th>Veterinary Studies</th>
<th>Administration</th>
</tr>
</thead>
</table>
How to Answer the Questionnaire

For your answers, make use of the Five (5) point Scale which varies from: Strongly Disagree (1), Partially Disagree (2), Neutral (3), Partially Agree (4), Strongly Agree (5) as illustrated below. Please note that the questions cover the period 1953-1980.

The University was established first as the University College of Rhodesia and Nyasaland (UCRN), then it became the University College of Rhodesia (UCR) after Federation, then the University of Rhodesia (UR) and finally the University of Zimbabwe (UZ)

1. The UCRN/UCR/UR was a successful and prominent institution of higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. Students at UCRN/UCR/UR were satisfied with their educational experiences at the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. Students at UCRN/UCR/UR achieved high levels of academic growth and development.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

4. Students at UCRN/UCR/UR were well prepared for entry into occupations and advancement in their careers after graduation.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
5. The UCRN/UCR/UR put sufficient emphasis on non-academic, non-career oriented areas of professional development in their teaching.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

6. The UCRN/UCR/UR Faculty and Administrators were satisfied with their employment at the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

7. The UCRN/UCR/UR put sufficient emphasis on Faculty publications.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

8. The UCRN/UCR/UR put sufficient emphasis on attendance at professional conferences.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

9. The UCRN/UCR/UR put sufficient emphasis on teaching at the ‘cutting edge’.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

10. The UCRN/UCR/UR was an open institution which interacted well with its external environment, such as the community and professional service organizations.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
11. Because of its reputation as an institution, the UCRN/UCR/UR was able to attract high quality students.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

12. Because of its reputation as an institution, the UCRN/UCR/UR was able to attract high quality faculty.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

13. Because of its reputation as an institution, the UCRN/UCR/UR was able to attract financial support.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

14. The UCRN/UCR/UR had very good relations with its students.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

15. The UCRN/UCR/UR had very good relations with its faculty.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
Appendix 8: Questionnaire on Path Dependency

Participant Demographics

1. Gender

<table>
<thead>
<tr>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
</table>

2. Profession

<table>
<thead>
<tr>
<th>Current</th>
<th>Former</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td></td>
</tr>
<tr>
<td>Administrator</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td></td>
</tr>
</tbody>
</table>

3. When did you join the UCRN/UCR/UR?

<table>
<thead>
<tr>
<th>1950-1960</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1960-1970</td>
<td></td>
</tr>
<tr>
<td>1970-1980</td>
<td></td>
</tr>
</tbody>
</table>

4. Highest level of education

<table>
<thead>
<tr>
<th>Doctoral Degree</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Masters Degree</td>
<td></td>
</tr>
<tr>
<td>Bachelors Degree</td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td></td>
</tr>
</tbody>
</table>

5. Faculty

<table>
<thead>
<tr>
<th>Agriculture</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Arts</td>
<td></td>
</tr>
<tr>
<td>Commerce</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Engineering</td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td></td>
</tr>
<tr>
<td>Social Studies</td>
<td></td>
</tr>
<tr>
<td>Veterinary Studies</td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td></td>
</tr>
</tbody>
</table>
How to Answer the Questionnaire

For your answers, make use of the Five (5) point Scale which varies from: Strongly Disagree (1), Partially Disagree (2), Neutral (3), Partially Agree (4), Strongly Agree (5) as illustrated below. Please note that the questions cover the period 1953-1980.

The University was established first as the University College of Rhodesia and Nyasaland (UCRN), then it became the University College of Rhodesia (UCR) after Federation, then the University of Rhodesia (UR) and finally the University of Zimbabwe (UZ).

(A). Initial Conditions
1. The establishment and subsequent rise to prominence of the UCRN/UCR/UR started as a small idea.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. Early developments in the founding of UCRN/UCR/UR had a significant influence on the future success of the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. UCRN/UCR/UR structure, processes, and decisions still bear imprints of its past.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

4. UCRN/UCR/UR was an institution characterised by rationality, formality and order, mixed with intuition, informality and disorder.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
5. UCRN/UCR/UR was able to find solutions to its problems through experimentation.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

6. UCRN/UCR/UR was able to find solutions to its problems through self-organisation (the ability of an organisation to discover, through experimentation and local interactions, answers to its problems).

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

(B). Increasing Returns

1. Students, faculty and administrators were attracted to the UCRN/UCR/UR because of its reputation as an institution of higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. The UCRN/UCR/UR acted as a magnet that attracted complementary organisations and institutions to develop a cluster in the capital city in proximity to the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. As more organisations and institutions developed in the capital city the development of the UCRN/UCR/UR as a successful institution was further boosted.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
4. As the UCRN/UCR/UR became more successful as an institution, the development of alternative institutions of higher learning was further suppressed.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

5. Students at UCRN/UCR/UR enjoyed the prestige of studying at the prominent institution and this narrowed their options only to this institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

6. Faculty at UCRN/UCR/UR enjoyed the prestige of working at the prominent institution and this narrowed their options only to this institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

7. Administrators at UCRN/UCR/UR enjoyed the prestige of working at the prominent institution and this narrowed their options only to this institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

(C). Self-reinforcement

1. Prospective students considered the UCRN/UCR/UR the preferred institution among others.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
2. Other institutions failed to develop in competition with the UCRN/UCR/UR because the latter had established itself as the standard institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. Students derived good benefits from their association with UCRN/UCR/UR.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

4. Faculty derived good benefits from their association with UCRN/UCR/UR.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

5. Administrators derived good benefits from their association with UCRN/UCR/UR.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

6. Once students joined the UCRN/UCR/UR it became difficult to disengage from the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

7. Once Faculty joined the UCRN/UCR/UR it became difficult to disengage from the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
8. Once Administrators joined the UCRN/UCR/UR it became difficult to disengage from the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

9. The UCRN/UCR/UR capitalized on the initial advantage that it enjoyed as the first institution to be established to continue dominating the market in higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

**D. Positive Feedback**

1. Organisations, institutions and individuals provided positive feedback to UCRN/UCR/UR’s development thus further entrenching it as the institution of choice in the country.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. As more students, faculty and administrators joined the UCRN/UCR/UR, this helped to improve its reputation and prominence as the institution of choice.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. Students, faculty and administrators joined the UCRN/UCR/UR because it was the institution with which the market was familiar.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
4. The choice made by students to join the UCRN/UCR/UR was influenced by the fact that it was fashionable to do so – it was influenced by the decisions of, and pressures from, other students.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

5. The UCRN/UCR/UR used its new found popularity to further entrench itself in the domain of higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

(E). Lock-in

1. The UCRN/UCR/UR became prominent because it took off first.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

2. Over the years students, faculty and administrators developed a deep attachment to UCRN/UCR/UR thus ensuring that they stuck with the institution.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

3. Once students, faculty and administrators joined the UCRN/UCR/UR, they became uninterested in joining other institutions of higher learning.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
4. The rise to prominence of the UCRN/UCR/UR was because its presence helped to reduce uncertainty regarding the provision of higher education.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>

5. If another institution of higher education were to be introduced before 1980, it would not have taken off.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Partially Disagree</th>
<th>Neutral</th>
<th>Partially Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
</table>
Appendix 9: Frequencies for Organisational Success Questionnaire

FREQUENCIES VARIABLES=D1 D2.1 D2.2 D3 D4 D5 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15 /ORDER=ANALYSIS.

Frequencies

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Gender</th>
<th>Current profession</th>
<th>Former profession</th>
<th>When did you join UCRN</th>
<th>Highest level of education</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Valid</td>
<td>80</td>
<td>33</td>
<td>59</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>Missing</td>
<td>0</td>
<td>47</td>
<td>21</td>
<td>0</td>
</tr>
</tbody>
</table>
## Statistics

<table>
<thead>
<tr>
<th>Faculty</th>
<th>UCRN was successful and prominent</th>
<th>Students were satisfied with UCRN</th>
<th>Students at UCRN achieved high academic growth</th>
<th>Students at UCRN were well prepared for industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UCRN put sufficient emphasis on non-academic</th>
<th>Staff were happy at UCRN</th>
<th>UCRN put emphasis on faculty publication</th>
<th>UCRN put emphasis on attendance at conferences</th>
<th>UCRN put emphasis on teaching</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UCRN interacted well with community</th>
<th>UCRN attracted high quality students</th>
<th>UCRN attracted high quality faculty</th>
<th>UCRN attracted financial support</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UCRN had very good relation with students</th>
<th>UCRN had very good relation with its faculty</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>80</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
</tr>
</tbody>
</table>

### Frequency Table

**Respondents by Sex**

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td>Male</td>
<td>59</td>
<td>73.8</td>
<td>73.8</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>21</td>
<td>26.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>
### Respondents by Current Profession

<table>
<thead>
<tr>
<th>Valid Profession</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td>29</td>
<td>36.3</td>
<td>87.9</td>
<td>87.9</td>
</tr>
<tr>
<td>Administrator</td>
<td>4</td>
<td>5.0</td>
<td>12.1</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>33</td>
<td>41.3</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Missing System</td>
<td>47</td>
<td>58.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Respondents by Former Profession

<table>
<thead>
<tr>
<th>Valid Profession</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td>15</td>
<td>18.8</td>
<td>25.4</td>
<td>25.4</td>
</tr>
<tr>
<td>Administrator</td>
<td>4</td>
<td>5.0</td>
<td>6.8</td>
<td>32.2</td>
</tr>
<tr>
<td>Student</td>
<td>40</td>
<td>50.0</td>
<td>67.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>59</td>
<td>73.8</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Missing System</td>
<td>21</td>
<td>26.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### When did you Join UR?

<table>
<thead>
<tr>
<th>Year Range</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1950 – 1959</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>8.8</td>
</tr>
<tr>
<td>1960 – 1969</td>
<td>36</td>
<td>45.0</td>
<td>45.0</td>
<td>53.8</td>
</tr>
<tr>
<td>1970 - 1979</td>
<td>37</td>
<td>46.3</td>
<td>46.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### Highest Level of Education

<table>
<thead>
<tr>
<th>Valid Education</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctoral</td>
<td>31</td>
<td>38.8</td>
<td>38.8</td>
<td>38.8</td>
</tr>
<tr>
<td>Masters</td>
<td>26</td>
<td>32.5</td>
<td>32.5</td>
<td>71.3</td>
</tr>
<tr>
<td>Bachelors</td>
<td>23</td>
<td>28.8</td>
<td>28.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>
**Respondents by Faculty**

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Arts</td>
<td>29</td>
<td>36.3</td>
<td>36.3</td>
<td>38.8</td>
</tr>
<tr>
<td>Commerce</td>
<td>5</td>
<td>6.3</td>
<td>6.3</td>
<td>45.0</td>
</tr>
<tr>
<td>Education</td>
<td>9</td>
<td>11.3</td>
<td>11.3</td>
<td>56.3</td>
</tr>
<tr>
<td>Law</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>58.8</td>
</tr>
<tr>
<td>Medicine</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
<td>62.5</td>
</tr>
<tr>
<td>Science</td>
<td>11</td>
<td>13.8</td>
<td>13.8</td>
<td>76.3</td>
</tr>
<tr>
<td>Social Studies</td>
<td>12</td>
<td>15.0</td>
<td>15.0</td>
<td>91.3</td>
</tr>
<tr>
<td>Administration</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

**UR was a Successful and Prominent Institution of Higher Education**

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
<td>6.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>8.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>15</td>
<td>18.8</td>
<td>18.8</td>
<td>27.5</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>58</td>
<td>72.5</td>
<td>72.5</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

**Students were Satisfied With Educational Experiences**

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>1</td>
<td>1.3</td>
<td>1.3</td>
<td>3.8</td>
</tr>
<tr>
<td>Neutral</td>
<td>1</td>
<td>1.3</td>
<td>1.3</td>
<td>5.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>40</td>
<td>50.0</td>
<td>50.0</td>
<td>55.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>36</td>
<td>45.0</td>
<td>45.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>
### Students Achieved Academic Growth and Development

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
<td>6.3</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>33.8</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>53</td>
<td>66.3</td>
<td>66.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### Students were well Prepared for Careers

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
<td>10.0</td>
</tr>
<tr>
<td>Neutral</td>
<td>10</td>
<td>12.5</td>
<td>12.5</td>
<td>22.5</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>30</td>
<td>37.5</td>
<td>37.5</td>
<td>60.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>32</td>
<td>40.0</td>
<td>40.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### UR put Sufficient Emphasis on Non-academic Areas

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>8</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>17</td>
<td>21.3</td>
<td>21.3</td>
<td>31.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>31</td>
<td>38.8</td>
<td>38.8</td>
<td>70.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>19</td>
<td>23.8</td>
<td>23.8</td>
<td>93.8</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>5</td>
<td>6.3</td>
<td>6.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>
## Faculty and Administrators were Satisfied with their Employment

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Strongly Disagree</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
<td>3.8</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>6.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>20</td>
<td>25.0</td>
<td>25.0</td>
<td>31.3</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>36</td>
<td>45.0</td>
<td>45.0</td>
<td>76.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>19</td>
<td>23.8</td>
<td>23.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

## UR put Sufficient Emphasis on Faculty Publications

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>11.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>27</td>
<td>33.8</td>
<td>33.8</td>
<td>45.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>27</td>
<td>33.8</td>
<td>33.8</td>
<td>78.8</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>17</td>
<td>21.3</td>
<td>21.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

## UR put Sufficient Emphasis on Attendance at Conferences

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Strongly Disagree</td>
<td>1</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>1</td>
<td>1.3</td>
<td>1.3</td>
<td>2.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>28</td>
<td>35.0</td>
<td>35.0</td>
<td>37.5</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>27</td>
<td>33.8</td>
<td>33.8</td>
<td>71.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>23</td>
<td>28.8</td>
<td>28.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

## UR put Sufficient Emphasis on Teaching

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Partially Disagree</td>
<td>4</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Neutral</td>
<td>13</td>
<td>16.3</td>
<td>16.3</td>
<td>21.3</td>
</tr>
</tbody>
</table>
### UR was an Open Institution

<table>
<thead>
<tr>
<th>Valid</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>8</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>14</td>
<td>17.5</td>
<td>17.5</td>
<td>27.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>9</td>
<td>11.3</td>
<td>11.3</td>
<td>38.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>32</td>
<td>40.0</td>
<td>40.0</td>
<td>78.8</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>17</td>
<td>21.3</td>
<td>21.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### UR was able to Attract High Quality Students

<table>
<thead>
<tr>
<th>Valid</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
<td>3.8</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
<td>7.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>8</td>
<td>10.0</td>
<td>10.0</td>
<td>17.5</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>45.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>44</td>
<td>55.0</td>
<td>55.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### UR was able to Attract High Quality Faculty

<table>
<thead>
<tr>
<th>Valid</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>4</td>
<td>5.0</td>
<td>5.0</td>
<td>7.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>9</td>
<td>11.3</td>
<td>11.3</td>
<td>18.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>29</td>
<td>36.3</td>
<td>36.3</td>
<td>55.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>36</td>
<td>45.0</td>
<td>45.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>
### UR was able to Attract Financial Support

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>11.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>38.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>24</td>
<td>30.0</td>
<td>30.0</td>
<td>68.8</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>25</td>
<td>31.3</td>
<td>31.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### UR had Good Relations with its Students

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>8.8</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>19</td>
<td>23.8</td>
<td>23.8</td>
<td>32.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>12</td>
<td>15.0</td>
<td>15.0</td>
<td>47.5</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>27</td>
<td>33.8</td>
<td>33.8</td>
<td>81.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>15</td>
<td>18.8</td>
<td>18.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### UR had Good Relations with its Faculty

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>1</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>8</td>
<td>10.0</td>
<td>10.0</td>
<td>11.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>27</td>
<td>33.8</td>
<td>33.8</td>
<td>45.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>31</td>
<td>38.8</td>
<td>38.8</td>
<td>83.8</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>13</td>
<td>16.3</td>
<td>16.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>
Appendix 10: Frequencies for Path Dependency Questionnaire

GET
FILE='F:\MUTOWO\Path Dependency.sav'.
DATASET NAME DataSet1 WINDOW=FRONT.
FREQUENCIES VARIABLES=Q1 Q2.1 Q2.2 Q3 Q4 Q5 A1 A2 A3 A4 A5 A6 B1 B2 B3 B4 B5 B6 B7 C1 C2 C3 C4 C5 C6 C7 C8 C9 D1 D2 D3 D4 D5 E1 E2 E3 E4 E5 /ORDER=ANALYSIS.

Frequencies

Frequency Table

<table>
<thead>
<tr>
<th>Respondents by Sex</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Male</td>
<td>59</td>
<td>73.8</td>
<td>73.8</td>
<td>73.8</td>
</tr>
<tr>
<td>Female</td>
<td>21</td>
<td>26.3</td>
<td>26.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Respondents by Current Profession

<table>
<thead>
<tr>
<th>Respondents by Current Profession</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Academic</td>
<td>30</td>
<td>37.5</td>
<td>88.2</td>
<td>88.2</td>
</tr>
<tr>
<td>Administrator</td>
<td>4</td>
<td>5.0</td>
<td>11.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>34</td>
<td>42.5</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Missing System</td>
<td>46</td>
<td>57.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Respondents by Former Profession

<table>
<thead>
<tr>
<th>Respondents by Former Profession</th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Academic</td>
<td>14</td>
<td>17.5</td>
<td>24.1</td>
<td>24.1</td>
</tr>
<tr>
<td>Administrator</td>
<td>4</td>
<td>5.0</td>
<td>6.9</td>
<td>31.0</td>
</tr>
<tr>
<td>Student</td>
<td>40</td>
<td>50.0</td>
<td>69.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>58</td>
<td>72.5</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Missing System</td>
<td>22</td>
<td>27.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## When did you Join UR?

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1950 - 1959</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>8.8</td>
</tr>
<tr>
<td>1960 - 1969</td>
<td>36</td>
<td>45.0</td>
<td>45.0</td>
<td>53.8</td>
</tr>
<tr>
<td>1970-1980</td>
<td>37</td>
<td>46.3</td>
<td>46.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

## Highest Level of Education

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>32</td>
<td>40.0</td>
<td>40.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Masters Degree</td>
<td>26</td>
<td>32.5</td>
<td>32.5</td>
<td>72.5</td>
</tr>
<tr>
<td>Bachelors Degree</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

## Respondents by Faculty

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Arts</td>
<td>29</td>
<td>36.3</td>
<td>36.3</td>
<td>38.8</td>
</tr>
<tr>
<td>Commerce</td>
<td>5</td>
<td>6.3</td>
<td>6.3</td>
<td>45.0</td>
</tr>
<tr>
<td>Education</td>
<td>9</td>
<td>11.3</td>
<td>11.3</td>
<td>56.3</td>
</tr>
<tr>
<td>Law</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>58.8</td>
</tr>
<tr>
<td>Medicine</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
<td>62.5</td>
</tr>
<tr>
<td>Science</td>
<td>11</td>
<td>13.8</td>
<td>13.8</td>
<td>76.3</td>
</tr>
<tr>
<td>Social Studies</td>
<td>12</td>
<td>15.0</td>
<td>15.0</td>
<td>91.3</td>
</tr>
<tr>
<td>Administration</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

## Rise to Prominence of UR Started as a Small Idea

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>10</td>
<td>12.5</td>
<td>12.5</td>
<td>12.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>9</td>
<td>11.3</td>
<td>11.3</td>
<td>23.8</td>
</tr>
<tr>
<td>-------------------</td>
<td>---</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Neutral</td>
<td>24</td>
<td>30.0</td>
<td>30.0</td>
<td>53.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>18</td>
<td>22.5</td>
<td>22.5</td>
<td>76.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>19</td>
<td>23.8</td>
<td>23.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Early Developments had Influence on Future Success of UR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Valid</td>
</tr>
<tr>
<td>Strongly Disagree</td>
</tr>
<tr>
<td>Partially Disagree</td>
</tr>
<tr>
<td>Neutral</td>
</tr>
<tr>
<td>Partially Agree</td>
</tr>
<tr>
<td>Strongly Agree</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UR Structure and Processes Bear Imprints of its Past</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Valid</td>
</tr>
<tr>
<td>Strongly Disagree</td>
</tr>
<tr>
<td>Partially Disagree</td>
</tr>
<tr>
<td>Neutral</td>
</tr>
<tr>
<td>Partially Agree</td>
</tr>
<tr>
<td>Strongly Agree</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UR was Characterised by Rationality and Disorder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Valid</td>
</tr>
<tr>
<td>Strongly Disagree</td>
</tr>
<tr>
<td>Partially Disagree</td>
</tr>
<tr>
<td>Neutral</td>
</tr>
<tr>
<td>Partially Agree</td>
</tr>
<tr>
<td>Strongly Agree</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>
### UR was able to find Solutions through Experimentation

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>16.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>27</td>
<td>33.8</td>
<td>33.8</td>
<td>50.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>30</td>
<td>37.5</td>
<td>37.5</td>
<td>87.5</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>10</td>
<td>12.5</td>
<td>12.5</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### UR was able to find Solutions through Self-organisation

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>4</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
<td>12.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>40.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>32</td>
<td>40.0</td>
<td>40.0</td>
<td>80.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>16</td>
<td>20.0</td>
<td>20.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### UR’s Reputation Attracted Students, Faculty & Administrators

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>1</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
<td>5.0</td>
</tr>
<tr>
<td>Neutral</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
<td>8.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>30</td>
<td>37.5</td>
<td>37.5</td>
<td>46.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>43</td>
<td>53.8</td>
<td>53.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>
## Appendices

### UR Attracted Complementary Organisations

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>8</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>9</td>
<td>11.3</td>
<td>11.3</td>
<td>21.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>31</td>
<td>38.8</td>
<td>38.8</td>
<td>60.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>18</td>
<td>22.5</td>
<td>22.5</td>
<td>82.5</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>14</td>
<td>17.5</td>
<td>17.5</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### Developments in the City Boosted the Growth of UR

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>4</td>
<td>5.0</td>
<td>5.0</td>
<td>12.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>20</td>
<td>25.0</td>
<td>25.0</td>
<td>37.5</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>28</td>
<td>35.0</td>
<td>35.0</td>
<td>72.5</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### UR Suppressed the Development of other Institutions

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>18</td>
<td>22.5</td>
<td>22.5</td>
<td>22.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>12</td>
<td>15.0</td>
<td>15.0</td>
<td>37.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>13</td>
<td>16.3</td>
<td>16.3</td>
<td>53.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>27</td>
<td>33.8</td>
<td>33.8</td>
<td>87.5</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>10</td>
<td>12.5</td>
<td>12.5</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>
### Students Enjoyed the Prestige of Studying at UR

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree Valid</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>8</td>
<td>10.0</td>
<td>10.0</td>
<td>17.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>15</td>
<td>18.8</td>
<td>18.8</td>
<td>36.3</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>35</td>
<td>43.8</td>
<td>43.8</td>
<td>80.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>16</td>
<td>20.0</td>
<td>20.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### Faculty Enjoyed the Prestige of Working at UR

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree Valid</td>
<td>9</td>
<td>11.3</td>
<td>11.3</td>
<td>11.3</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>10</td>
<td>12.5</td>
<td>12.5</td>
<td>23.8</td>
</tr>
<tr>
<td>Neutral</td>
<td>24</td>
<td>30.0</td>
<td>30.0</td>
<td>53.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>26</td>
<td>32.5</td>
<td>32.5</td>
<td>86.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>11</td>
<td>13.8</td>
<td>13.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### Administrators Enjoyed the Prestige of Working at UCRN

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree Valid</td>
<td>4</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>13</td>
<td>16.3</td>
<td>16.3</td>
<td>21.3</td>
</tr>
<tr>
<td>Neutral</td>
<td>28</td>
<td>35.0</td>
<td>35.0</td>
<td>56.3</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>21</td>
<td>26.3</td>
<td>26.3</td>
<td>82.5</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>14</td>
<td>17.5</td>
<td>17.5</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>
### Students Considered UR the Preferred Institution

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Strongly Disagree</td>
<td>5</td>
<td>6.3</td>
<td>6.3</td>
<td>6.3</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>15.0</td>
</tr>
<tr>
<td>Neutral</td>
<td>15</td>
<td>18.8</td>
<td>18.8</td>
<td>33.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>27</td>
<td>33.8</td>
<td>33.8</td>
<td>67.5</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>26</td>
<td>32.5</td>
<td>32.5</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### Other Institutions Failed to Compete with UR

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Strongly Disagree</td>
<td>12</td>
<td>15.0</td>
<td>15.0</td>
<td>15.0</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>16</td>
<td>20.0</td>
<td>20.0</td>
<td>35.0</td>
</tr>
<tr>
<td>Neutral</td>
<td>11</td>
<td>13.8</td>
<td>13.8</td>
<td>48.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>76.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>19</td>
<td>23.8</td>
<td>23.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### Students Derived Benefits from Associating with UR

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Partially Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>11.3</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>42</td>
<td>52.5</td>
<td>52.5</td>
<td>63.8</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>29</td>
<td>36.3</td>
<td>36.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

### Faculty Derived Benefits from Associating with UR

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid Neutral</td>
<td>15</td>
<td>18.8</td>
<td>18.8</td>
<td>18.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>37</td>
<td>46.3</td>
<td>46.3</td>
<td>65.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>28</td>
<td>35.0</td>
<td>35.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>
### Administrators Derived Benefits from Associating with UR

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td>Partially Disagree</td>
<td>1</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>21</td>
<td>26.3</td>
</tr>
<tr>
<td></td>
<td>Partially Agree</td>
<td>38</td>
<td>47.5</td>
</tr>
<tr>
<td></td>
<td>Strongly Agree</td>
<td>20</td>
<td>25.0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### Students found it Difficult to Disengage from UR

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td>Strongly Disagree</td>
<td>14</td>
<td>17.5</td>
</tr>
<tr>
<td></td>
<td>Partially Disagree</td>
<td>8</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>20</td>
<td>25.0</td>
</tr>
<tr>
<td></td>
<td>Partially Agree</td>
<td>25</td>
<td>31.3</td>
</tr>
<tr>
<td></td>
<td>Strongly Agree</td>
<td>13</td>
<td>16.3</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### Faculty found it Difficult to Disengage from UR

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td>Strongly Disagree</td>
<td>11</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td>Partially Disagree</td>
<td>9</td>
<td>11.3</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>27</td>
<td>33.8</td>
</tr>
<tr>
<td></td>
<td>Partially Agree</td>
<td>23</td>
<td>28.8</td>
</tr>
<tr>
<td></td>
<td>Strongly Agree</td>
<td>10</td>
<td>12.5</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>80</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### Administrators found it Difficult to Disengage from UR

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td>Strongly Disagree</td>
<td>12</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td>Partially Disagree</td>
<td>10</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>27</td>
<td>33.8</td>
</tr>
</tbody>
</table>
### UR Capitalised on the Initial Advantage to Dominate the Market

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>28</td>
<td>35.0</td>
<td>35.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>38</td>
<td>47.5</td>
<td>47.5</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### Organisations Provided Feedback to UR

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>17</td>
<td>21.3</td>
<td>21.3</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>33</td>
<td>41.3</td>
<td>41.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>21</td>
<td>26.3</td>
<td>26.3</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### UR’s Reputation was Improved as Stakeholders Joined

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>3</td>
<td>3.8</td>
<td>3.8</td>
</tr>
<tr>
<td>Neutral</td>
<td>14</td>
<td>17.5</td>
<td>17.5</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>34</td>
<td>42.5</td>
<td>42.5</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>29</td>
<td>36.3</td>
<td>36.3</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### The Market was Familiar with UR

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

Partially Agree | 24 | 30.0 | 30.0 | 91.3
Strongly Agree  | 7  | 8.8  | 8.8  | 100.0
Total            | 80 | 100.0| 100.0|
### It was Fashionable to Join UR

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>11</td>
<td>13.8</td>
<td>13.8</td>
<td>13.8</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>22.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>50.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>28</td>
<td>35.0</td>
<td>35.0</td>
<td>85.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>12</td>
<td>15.0</td>
<td>15.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### UR’s Popularity enhanced its Dominance

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>4</td>
<td>5.0</td>
<td>5.0</td>
<td>7.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
<td>15.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>25</td>
<td>31.3</td>
<td>31.3</td>
<td>46.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>43</td>
<td>53.8</td>
<td>53.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### UR became Prominent because it took off First

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>2</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>4</td>
<td>5.0</td>
<td>5.0</td>
<td>7.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
<td>15.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>25</td>
<td>31.3</td>
<td>31.3</td>
<td>46.3</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>43</td>
<td>53.8</td>
<td>53.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>
It was Fashionable to Join UR

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>11</td>
<td>13.8</td>
<td>13.8</td>
<td>13.8</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>7</td>
<td>8.8</td>
<td>8.8</td>
<td>22.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>50.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>28</td>
<td>35.0</td>
<td>35.0</td>
<td>85.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>12</td>
<td>15.0</td>
<td>15.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Stakeholders Developed an Attachment to UR

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>4</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>6</td>
<td>7.5</td>
<td>7.5</td>
<td>12.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>16</td>
<td>20.0</td>
<td>20.0</td>
<td>32.5</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>36</td>
<td>45.0</td>
<td>45.0</td>
<td>77.5</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>18</td>
<td>22.5</td>
<td>22.5</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Stakeholders were Uninterested in Joining Other Institutions

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>10</td>
<td>12.5</td>
<td>12.5</td>
<td>12.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>17</td>
<td>21.3</td>
<td>21.3</td>
<td>33.8</td>
</tr>
<tr>
<td>Neutral</td>
<td>20</td>
<td>25.0</td>
<td>25.0</td>
<td>58.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>25</td>
<td>31.3</td>
<td>31.3</td>
<td>90.0</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>8</td>
<td>10.0</td>
<td>10.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

UR’s Prominence Helped to Reduce Uncertainty

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percent</th>
<th>Valid Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>4</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Neutral</td>
<td>11</td>
<td>13.8</td>
<td>13.8</td>
<td>18.8</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>42</td>
<td>52.5</td>
<td>52.5</td>
<td>71.3</td>
</tr>
<tr>
<td></td>
<td>Frequency</td>
<td>Percent</td>
<td>Valid Percent</td>
<td>Cumulative Percent</td>
</tr>
<tr>
<td>----------------</td>
<td>-----------</td>
<td>---------</td>
<td>---------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>22</td>
<td>27.5</td>
<td>27.5</td>
<td>27.5</td>
</tr>
<tr>
<td>Partially Disagree</td>
<td>13</td>
<td>16.3</td>
<td>16.3</td>
<td>43.8</td>
</tr>
<tr>
<td>Neutral</td>
<td>17</td>
<td>21.3</td>
<td>21.3</td>
<td>65.0</td>
</tr>
<tr>
<td>Partially Agree</td>
<td>15</td>
<td>18.8</td>
<td>18.8</td>
<td>83.8</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>13</td>
<td>16.3</td>
<td>16.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>
Appendix 11: Photographs of Some of the Interviewees and Respondents