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Dissertation Abstract

Study of the Indian Ocean has lagged behind that of the Atlantic and Pacific, with large knowledge gaps remaining in our understanding of regional or basin-scale controls on productivity and higher trophic levels. A lack of in situ data, especially for mid and upper trophic-level organisms, has commonly limited to small spatio-temporal scales, investigations into environmental control of biological systems. These data gaps are increasingly being filled by coupled bio-physical ocean models. Throughout this thesis, outputs from such a coupled ocean model (NEMO-PISCES) were employed to provide hindcast (1961-2001) records of three-dimensional environmental fields in the Indian Ocean.

In the first of two research chapters, the Indian Ocean basin-wide patterns caused by dominant interannual climatic modes, the El Nino Southern Oscillation (ENSO) and the Indian Ocean Zonal or Dipole Mode (IOZM), were investigated for sea surface temperature (SST), depth of the 20°C isotherm (Z20; as a proxy of thermocline depth) and depth-integrated chlorophyll (CHL). As was shown before, the dominant interannual mode of variability in SST was an ENSO-related basin-wide signal, while Z20 and CHL revealed a similar dipolar zonal pattern across equatorial regions. The thermocline depth (as estimated by Z20) strongly regulates chlorophyll concentrations across most of the Indian Ocean, by limiting the amount of nutrients reaching sun-bathed surface waters and thereby causing almost mirror-image anomalies of these two variables.

Composite averages were employed to describe the distinct anomaly patterns among different combinations of positive and negative ENSO and IOZM events, as well as those that occur on their own ('pure' ENSO and 'pure' IOZM events). Results presented here are perhaps most interesting and novel in their description of large-scale phytoplankton responses to interannual climatic extremes. In some regions, such as the southern tropical Indian Ocean, the integrated chlorophyll fields reveal Rossby Wave-induced interannual anomalies that are seemingly not well detected by SeaWiFS sensors. The diagnostic anomalies shown in composite averages, have important implications for predicting physical or ecosystem responses to ENSO/IOZM events and should be considered during any investigations of Indian Ocean variability.
In the second research chapter, historical (1981-2001) purse-seine catches of skipjack (Katsuwonus pelamis) and yellowfin tuna (Thunnus albacares), from French and Spanish fleets operating in the Indian Ocean, were compared to gridded environmental variables using Generalised Additive Models (GAMs). A delta approach was employed as the data had a large proportion of zero catches: Presence-absence models were evaluated, whereafter catch-per-unit-effort (CPUE) was modelled on condition that catches were positive (present). Important differences were revealed between relationships obtained from catches associated with fish aggregating devices (FADs) and those of free-swimming schools. FADs apparently act to reduce catchability effects, allowing relationships that are interpreted in terms of tuna abundances or habitat, to come to the fore. This allowed interesting interpretations of tuna ecology, including that deeper thermocline depths translate to greater skipjack and yellowfin tuna abundances, and that tuna densities seem to react to a proxy of prey concentrations, by a Holling type II functional response, which has been assumed in modelling attempts, but not shown empirically before. The non-linear tuna-environment relationships described here, are valuable in their potential application to data and/or simulations, in order to map tuna habitats: Applied to quasi real-time data or simulated fields, they could provide habitat maps to inform the spatial adjustments of mobile no-take zones. In addition, if applied to forecast models, forced for example by predictions emanating from IPCC SRES scenarios, they could provide best estimates of how tuna habitat might respond to global climate change during the coming century.

In the concluding chapter, the interpretations from research chapters are summarised and put into context of their value to aiding fisheries management and in predictions of ecosystem responses to climate variability. It is argued that understanding environmental controls on biological systems and resources is of critical importance for their sustainable management in a changing world.
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Chapter 1

General Introduction

Bottom-up Control and Climate Impacts on Ocean Ecosystems and Tuna

The importance of climatic effects on marine ecosystems is well established (e.g. Chavez et al., 1999; Parsons and Lear, 2001; Stenseth et al., 2002; Lehodey et al., 2006), although perhaps not always well understood. Interactions between the atmosphere and ocean impact heavily on the upper layers of the ocean, changing for example, heat content, current flows, mixing dynamics and stratification (e.g. Chavez et al., 1999; Murtugudde et al., 2000). While these processes impact many populations directly, perhaps more importantly, they commonly control the trophic base of the ecosystem, by affecting nutrient transfers from deeper fertile waters to photosynthetically-active surface layers, and also by governing the retention or loss of autotrophs from those sunlit layers (e.g. Polovina et al., 1995). Well-stratified tropical waters are commonly nutrient-starved and especially sensitive to climatic disturbances that affect mixed-layer depths and nutrient entrainment into surface layers (e.g Murtugudde et al., 1999). In addition, these food-starved environments are likely to be strongly controlled by bottom-up forcing (White, 2008), forming a strong link between climatic perturbations and population dynamics (e.g. Lehodey et al., 2003, 2006). The difficulty in describing and understanding these linkages is due to a number of reasons, including a) our inability to accurately measure mid- or upper-trophic level populations or ecosystem indices in such wide-ranging environments; b) the complexity caused by different levels of biological organisation being impacted by climate in different ways (Lehodey et al., 2006); and c) the fact that the biotic responses are commonly non-linear (Ottersen et al., 2010).

In a variable and rapidly changing climate, understanding the impacts of climatic changes on species and ecosystems, and gaining predictability of them, is of central importance to the conservation of biodiversity and sustainable management of resources. However feedbacks between many different physical, chemical and biological parts of the entire ocean-atmosphere system, make this a challenging task. Attempts at a simplified, yet holistic view of this complexity, and assessment of interactions between different parts, have become increasingly possible in recent
decades through the use of coupled bio-physical numerical models. Great strides have been made in this domain, allowing the development of realistic models that are resolving increasingly accurate and higher-resolution simulations of physical, biogeochemical and ecosystem processes, including mid and upper trophic levels in recent years (e.g. Maury, 2010). Such models are able to provide hindcast records of environmental variables at spatio-temporal scales often not attainable in the observational records. Throughout this dissertation, outputs from such a coupled bio-physical ocean model (NEMO-PISCES; Aumont and Bopp, 2006) are employed to provide long-term, three-dimensional hindcasts of environmental measures in the Indian Ocean (IO). NEMO-PISCES consists of an ocean general circulation model based on OPA version 8.2 (Madec et al., 1998), coupled to the biogeochemistry/foodweb model 'Pelagic Interaction Scheme for Carbon and Ecosystem Studies' (PISCES; Aumont and Bopp, 2006; Aumont et al., 2008).

Tuna are apex predators that occupy large ranges in tropical and subtropical waters around the globe and are strongly impacted by climate variability (e.g. Lehodey et al., 1998, 2003; Marsac and Le Blanc, 1998). Their catches are characterised by high variability over space and time (e.g. Fonteneau et al., 2008), most probably resulting from a combination of climate-driven fluctuations in ecosystem productivity, as well as changes in distribution and catchability of the tuna populations (Miller, 2007). Being fast-swimming predators, whose high metabolic rates require consistent and large food intake (Stéquert and Marsac, 1989; Dickson, 1995), even though they live in relatively food-sparse environments, means that tuna are likely constantly on the search for prey. Therefore regional and temporal changes in food resources, as well as vital physiological parameters such as temperature and oxygen concentration, affect the behaviour and distribution of these highly mobile predators (Stéquert and Marsac, 1989; Sharp, 2001).

Although we know that climate perturbations and oceanographic features affect tuna behaviour and thereby their distribution and/or catchability (e.g. Lehodey et al., 1997; Bertrand et al., 2002), our understanding of the relationships between tuna and their environment remains fairly rudimentary. Moreover, the erratic nature of tuna catches (e.g. Fonteneau et al., 2008), together with the challenges posed by the fact that the ranges of these highly mobile predators commonly cover international waters as well as several countries’ exclusive economic zones, has made effective management of
stocks extremely challenging (Miller, 2007). In order to coordinate the data collection and cooperation necessary among many stakeholders, regional fisheries management organisations (RFMOs) were created throughout the global oceans, in an attempt to overcome a 'tragedy of the commons' and take up the difficult task of sustainably managing high seas fisheries. Yet despite the formation of RFMOs, evidence suggests that the application of traditional fisheries management approaches to tuna stocks have been falling short (e.g. Safina, 1993; Polacheck, 2002; Fromentin and Ravier, 2005). As a result of this failure, alternative approaches need to be considered and the implementation of pelagic marine protected areas (MPAs) has been called for (e.g. Mills and Carlton, 1998; Sumaila et al., 2007; Game et al., 2009). Game et al. (2009) suggest that moving (as opposed to traditionally static) MPAs are likely more effective in the dynamic pelagic environment, where intraseasonal, seasonal and interannual changes in oceanography alter the spatio-temporal ecosystem structure. The authors point out that necessary tools to implement and manage such closed areas have recently become a reality. The management of a mobile protected area in the pelagic environment is already in practice off the East coast of Australia, effectively decreasing the bycatch of southern bluefin tuna in the local longline fishery (Hobday and Hartmann, 2006).

Conservation of sustainable stocks could therefore potentially be achieved by protecting a proportion of suitable habitat in a network of protected areas, and/or in certain cases, smaller isolated time-space closures that protect specific regions or oceanographic features where the stock becomes especially sensitive to overexploitation (localised spawning aggregations for example; Game et al., 2009). However to most effectively apply such spatial protection, there is an urgency to improve our understanding of the environmental relationships which affect the distributions or catchability of target species. Disentangling the relationships between the target species and environmental parameters, is vital for designing MPAs in the variable pelagic realm. Furthermore, application of such relationships to quasi real-time environmental data, or forecast simulations, could allow rapid responses in the positioning (or shape) of closed areas, allowing effective real-time management of a mobile no-take zone, that constantly protects a proportion of favourable habitat in the dynamic open ocean.
Indian Ocean Tuna Fisheries

Tropical tuna species are targeted by a collection of commercial and artisanal fisheries throughout their ranges. The largest proportion of commercial catches are made up of those from long-lining and purse-seine fleets, while relatively smaller contributions are made from gill-net, pole-and-line (baitboat) and other minor fishing operations (Anon, 2009). While global longline activity expanded rapidly from the fifties onwards, tuna targeting purse-seine fleets were slower to develop and expand, becoming established in the eastern Pacific and Atlantic Oceans in the sixties, while notable catches in the Indian Ocean were only recorded from the early eighties onwards. Longliners target mostly mature fish and deeper-swimming species such as albacore, bigeye, bluefin and mature yellowfin tuna (as well as swordfish), while purse-seiners are limited to surface catches (down to about 250-300 m), as is reflected by their larger proportion of young/smaller individuals (of yellowfin and bigeye tuna) and skipjack catches (Fonteneau, 1997). Significant catches of adult yellowfin are made by purse-seiners in certain regions however, a large proportion of which are likely surface aggregations of spawning adults, as spawning activity makes them far more vulnerable to surface fishing gears (Itano, 2000). A development which greatly increased the efficiency of purse-seiners was the rapid adoption and wide-spread use of artificial fish aggregating devices (FAD) during the eighties (Fonteneau et al., 2000; Moreno et al., 2007). These raft-like structures act to concentrate parts of the ecosystem, including skipjack and mostly immature individuals of some larger tuna species, greatly reducing the time spent by vessels searching for surface schools and increasing the success rate of seine sets (Bromhead et al., 2000). The intensity and wide-spread implementation of FADs has likely contributed towards recruitment overfishing, over-exploitation (Bromhead et al., 2000), as well as raising concerns over the potential detrimental effects of altered fish behaviour on the ecosystem (e.g. Marsac et al., 2000; Hallier and Gaertner, 2008).

Exploitation of Indian Ocean tuna stocks by commercial fleets lagged behind that of the other oceans (Stéquert and Marsac, 1989), likely due to their remoteness from traditionally tuna-fishing countries and major tuna markets. As a result, the tropical tuna stocks are generally considered to be less-exploited and in a more robust state than their counterparts in other oceans (A. Fonteneau, personal comment). The dominant tropical tunas in the Indian Ocean, namely bigeye, yellowfin and skipjack tuna, have all shown a levelling-off trend of total IO catches in the recent decade,
although with considerable variability between years (Anon, 2009). Total catches and catch rates peaked in 2004-2005 for yellowfin; in the early 2000s for skipjack; and in the late nineties for bigeye tuna (Anon, 2009). Tag and recapture results have supported the notion of a single stock throughout the Indian Ocean for all three species (Anon, 2009). While longlining fleets fish most of the Indian Ocean, down to about 40°S, purse-seine effort occurs mainly in warmer surface waters north of 20°S and is concentrated in the western regions of the IO, as the deep thermocline of the eastern basin allows tuna to escape the vertical reach of the nets, effecting relatively poor surface catches in this area (A. Fonteneau, personal comment). Oceanographic variability plays a large role in tuna catchability, and likely regional distribution, so that climatic perturbations such as ENSO events, cause notable variability in the success and geographic distribution of catches (e.g. Lehodey et al., 1997; Marsac and Le Blanc, 1999). The main species making up purse-seine targets in the IO are skipjack and yellowfin tuna, although (mostly juvenile) bigeye are also caught on FAD-associated sets (Fonteneau, 1997). Bigeye, yellowfin, albacore and southern bluefin tuna, together with swordfish, make up the majority of IO longline catches.

**Indian Ocean Oceanography**

Knowledge of Indian Ocean variability and its interaction with atmospheric dynamics has historically lagged behind those of the other major oceans. However in recent decades, the IO has increasingly been recognised as playing a strong role in far-reaching tropical atmosphere-ocean interactions and concerted research effort has greatly progressed such knowledge (Schott et al., 2009). As a coupled system, it is unique in many ways, largely due to the Asian landmass-affected seasonally-reversing monsoon circulation, which dominates atmospheric surface flows northwards of about 10°S (Schott and McCreary, 2001). Northeast surface winds blow during the boreal winter, while southwest winds (or mostly southeast winds in the southern hemisphere) blow during the summer months, changing over the spring and fall Intermonsoon seasons. The lack of sustained easterlies along the equator means there is no consistent climatological upwelling in eastern equatorial areas and the thermocline slants downwards from west to east, unlike other tropical oceans.

The changing winds translate to seasonally-varying surface ocean circulations, fuel regions of seasonal upwelling, change Ekman convergence and divergence patterns and control thermocline depths, thereby impacting heavily on productivity and
ecosystems at a variety of scales. Cool, productive waters upwell in the western Arabian Sea and either side of the southern tip of India during the southwest monsoon (Schott et al., 2009). A permanent doming of the thermocline in the southwest Indian Ocean between 5° and 10°S (Seychelles-Chagos thermocline ridge; Hermes and Reason, 2008), identifies another region of open-ocean upwelling and enhanced productivity, which is influenced by wind-driven Ekman pumping, wind-stress curl caused by the interaction of southern hemisphere trade winds and the equatorial westerlies, and remotely triggered Rossby waves (Jury and Huang, 2004; Hermes and Reason, 2008; Schott et al., 2009). The equatorial westerly winds that peak during either Intermonsoon, also fuel the semi-annual Wyrtki Jets (Wyrtki, 1973), which transport warm western surface waters into the eastern Indian ocean, deepening the thermocline and thereby dampening the effect of upwelling-favourable winds in this region. Besides impacting equatorial thermocline depths, productivity and ecosystems, these jets also impact off-equatorial regions by north and southward propagating coastal Kelvin Waves, as well as westward-propagating off-equatorial Rossby Waves, after colliding with the Sumatran landmass (Schott et al., 2009).

South of about 10°S, southeast trade winds govern surface circulation and fuel a south Indian gyre, similar to those of other ocean basins. The southern Indian Ocean flow is dominated by the westward South Equatorial Current, which is partly fed by waters from the Indonesian Throughflow and splits north- and south-wards when it hits Madagascar (Schott et al., 2009). A return flow is found south of this in the form of a diffuse northeastward surface flow, but also in the form of a narrow South Indian Countercurrent between 22° and 26°S (Siedler et al., 2006). Flows around the equator are mostly eastwards, with the main zonal flow shifting from south of the equator in boreal winter to north of the equator in summer, either side (in space and time) of the the strong equatorial Wyrtki Jet of the Intermonsoon seasons. Counterclockwise circulation patterns are evident in the Bay of Bengal and Arabian Sea during northeast monsoons, while those of the southwest monsoon are largely clockwise.

**Environmental Controls in the Indian Ocean: Goals of the Dissertation**

Via its role in tropical atmosphere-ocean interactions, the Indian Ocean affects local, regional and remote weather patterns (e.g. Saji et al., 1999; Saji and Yamagata, 2003; Meyers et al., 2007). At the same time, these interactions modify the structure of surface waters and thereby must transfer a signal through to productivity and
ecosystems. This dissertation consists of two chapters that address separate disciplines, but which are inextricably linked, firstly by the same geographic region of the Indian Ocean, and secondly by the strong interaction between climate, ocean and biosphere, and the environmental control of biology by bottom-up impacts. The first of two research chapters will address and compare the basin-scale signature of the two dominant climatic modes in the IO, namely ENSO and the Indian Ocean Dipole or Zonal Mode, on surface ocean variables and with an emphasis on phytoplankton productivity. The second research chapter then shifts to top predators, in the form of tuna, using historical purse-seine fishery catches and attempting to best describe the environmental relationships that have impacted on these.

Although different tools are used to address different questions in the Indian Ocean system, both investigations similarly endeavour to build upon our knowledge of how a specific variable, or resource, will react to perturbations of its surrounding environment (environment in the broad sense of the word). Such knowledge is urgently needed in the rapidly-changing anthropocene world (Crutzen, 2002), where predictability of how systems or resources will respond to perturbations or inputs, becomes increasingly more important in our efforts to sustainably manage resources, biodiversity and functionality of ecosystems.
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Chapter 2

ENSO and Zonal Mode Signals in the Upper Indian Ocean: Insights from a Coupled Bio-Physical Ocean Model

Abstract

Indian Ocean effects of ENSO and the Indian Ocean Dipole or Zonal Mode (IOZM) were investigated in 1961-2001 hindcasts from a coupled bio-physical ocean model, NEMO-PISCES. The basin-wide patterns were investigated for gridded fields of sea surface temperature (SST), depth of the 20°C isotherm (Z20; as a proxy of thermocline depth) and integrated chlorophyll (CHL). Empirical orthogonal functions analyses (EOFs) confirmed that the dominant interannual mode of variability in surface temperature is an ENSO-related basin-scale warming signal, while those in Z20 and CHL are a dipolar zonal pattern across equatorial regions. The thermocline depth (as estimated by Z20) is inversely related to chlorophyll productivity across most of the Indian Ocean, due to its important role in controlling the amount of nutrients reaching sun-bathed surface waters. As a result, the strong IOZM effects on thermocline depths via Rossby Waves, Kelvin Waves and changes in Wyrtki Jet flow, translate to mirror-image patterns in chlorophyll anomalies across much of the basin. Composite averages were used to describe these patterns, differentiating among distinct combinations of positive and negative ENSO and IOZM events, as well as those that occur on their own ('pure' ENSO and IOZM events). ENSO and IOZM do have distinct anomaly expressions in the Indian Ocean, with SST being under predominantly ENSO control, but Z20 and CHL anomalies being affected mainly by IOZM dynamics when the two climate modes co-occur, as in 1997. Results presented here compare well to previous studies based on a range of data sources, and are perhaps most valuable and novel in their description of large-scale phytoplankton responses to interannual climatic extremes. In addition, the integrated chlorophyll fields reveal Rossby Wave-induced interannual anomalies in the southern tropical Indian Ocean, that are not well detected by SeaWiFS sensors. Such diagnostic anomalies have important implications for predicting physical or ecosystem responses.
to interannual climate modes and need to be considered during descriptions or interpretations of interannual variability in the Indian Ocean.

**Introduction**

Climatic modes such as the El Niño Southern Oscillation (ENSO) interact with Ocean surface waters on a range of scales, resulting in two-way ocean-atmosphere feedbacks, impacting surface water thermodynamics and modifying horizontal and vertical flows in the upper oceans (e.g. Bjerknes, 1969; Alexander et al., 2002; Wang and Fiedler, 2006). Such perturbations affect water-column structure and control the distribution of nutrients in surface waters, thereby driving phytoplankton community dynamics (e.g. Cermeño et al., 2008) and fuelling spatio-temporal changes in productivity (Murtugudde et al., 1999). Thus climatic variability steers the flow of carbon through the ecosystem, affecting the biological carbon pump (De La Rocha and Passow, 2007) as well as upper trophic levels via bottom-up control of marine food webs (White, 2008). A better understanding of the impacts of climatic modes on the dynamics and primary productivity of surface oceans is much needed for developing predictive capabilities on future impacts of global warming, and to aid effective management of ecosystems and marine resources in light of climate variability and long-term change.

**ENSO Signals in the Indian Ocean**

ENSO is well-known as the dominant interannual climatic mode affecting tropical atmosphere-ocean variability globally (McPhaden et al., 2006). Besides its prominent expression in the Pacific (e.g. Wang and Fiedler, 2006), significant atmospheric and surface-ocean impacts of ENSO have been documented within the Indian basin (e.g. Reason et al., 2000; Su et al., 2001). Surface temperatures in the Indian basin are for example largely driven by ENSO variability via atmospheric teleconnections, due to changing cloud cover and wind patterns that relate to changes in ascending and descending branches of the Walker circulation (Venzke et al., 1997, 2000, Reason et al., 2000). Heat content in the south Indian Ocean (IO) is also affected by westward-propagating Rossby Waves, which are seemingly related to ENSO variability (Jury and Huang, 2004). Such physical perturbations in turn affect the biology: Murtugudde et al. (1999) investigated SeaWiFS chlorophyll concentrations from the Indo-Pacific region and noted a strong chlorophyll bloom associated with the anomalous cool
upwelled water in the eastern Indian Ocean in late 1997 and early 1998, coinciding with a strong El Niño and subsequent switch to La Niña. Applying empirical orthogonal functions (EOF) analyses to four years of global SeaWiFS data, Yoder and Kennelly (2003) identified two interannual modes of variability, both of which they ascribed to ENSO control. Both of these spatial modes displayed opposing signals in the eastern versus central and western Indian Ocean, with enhanced productivity in the eastern area during the strong 1997-1998 event.

**Indian Ocean Dipole or Zonal Mode**

Much interest on ocean-atmosphere dynamics in the Indian Ocean was sparked after the recognition of an additional climatic mode in the Indian Ocean (Saji et al., 1999, Webster et al., 1999). It appears to be a natural mode of coupled variability within the Indian Ocean (Yamagata et al., 2004), which intensifies in some years due to external forcing (Annamalai et al., 2003; Li et al., 2003). Often referred to as the Indian Ocean Dipole (e.g. Saji et al., 1999, Abram et al., 2008), this name is avoided by some authors, as it is argued that 'dipole' is an inaccurate description due to the absence of a consistent zonal SST 'see-saw' (Hastenrath, 2002). In the rest of this thesis, it will be referred to as the Indian Ocean Zonal Mode (IOZM), as in Annamalai et al. (2003).

A positive IOZM event is characterised by cold sea surface temperature (SST) anomalies in the eastern equatorial Indian Ocean (EEIO), warm SST anomalies in the western IO and easterly zonal wind anomalies along the equator (Saji et al., 1999; Webster et al., 1999). A negative event features opposite anomalies in the same regions (e.g. Vinayachandran et al., 2002). Similar patterns of zonal anomalies are concurrently seen in sea surface height and subsurface temperature structures (e.g. Rao et al., 2002; Feng and Meyers, 2003). Such an event typically starts along the south coast of Java in boreal spring, grows during the summer to peak in fall, before disintegrating rapidly in winter (Annamalai et al., 2003), although SST anomalies in the western basin may be seen as late as boreal summer in the following year (e.g. Wiggert et al., 2009). Some recent research has pointed towards the fact that eastern SST anomalies might be a better measure of IOZM events, as western anomalies seen in composite averages may be largely a signal of (co-occurring) ENSO teleconnections rather than a purely IOZM diagnostic (Chowdary and Gnanaseelan, 2007; Drbohlav et al., 2007).
Ocean-atmosphere feedbacks in the area surrounding the west and south coasts of Sumatra and Java are critical to the initiation and growth of IOZM events and it is here where anomalous SSTs first appear (Annamalai et al., 2003). Although not always sufficient or necessary, the main external force identified as a trigger to IOZM events is an El Niño event in the Pacific (e.g. Cai et al., 2005, Zhong et al., 2005). Annamalai et al. (2003) identify boreal spring/early summer as the critical period when eastern equatorial Indian Ocean dynamics are sensitive to such triggers and concluded that El Niño-like conditions in the west Pacific Ocean and the resultant changes in Walker Circulation initiate positive IOZM events.

**Separating ENSO and IOZM Effects**

The fact that ENSO dynamics are able to initiate IOZM events and thereby commonly co-occur with them, has led to debate over the independence of the IOZM from ENSO (e.g. Allan et al., 2001; Hastenrath, 2002; Yamagata et al., 2003). Although significant correlations are found between their indices (e.g. Allan et al., 2001; Yamagata et al., 2004), there are several examples of IOZM events that take place without a corresponding ENSO event in the Pacific and vice versa (e.g. Meyers et al., 2007; Song et al., 2007). These circumstances have led some authors to examine the differences between 'pure' IOZM events and those co-occurring with El Niño or La Niña. Yamagata et al. (2004) compare IO SST and global rainfall anomalies between 'pure' and 'all' IOZM and ENSO events ('all' including pure and co-occurring events). Their composite results show a zonal dipole SST pattern for pure and all IOZM events, which is however not as pronounced for all ENSO composites and virtually absent for those of pure ENSO events. The same authors also use longer time-series of SST, wind stress and sea surface height from a coupled general circulation model to show the absence of IOZM characteristics in pure ENSO anomalies, supporting their conclusion that the IOZM is independent of ENSO. Meyers et al. (2007) examine June-November average Indo-Pacific SST anomalies as well as Australian rainfall anomalies for pure and co-occurring events. They note that unexpectedly, both negative and positive 'pure' IOZM composites display cool anomalies in the Pacific cold tongue, suggestive that the latter develop in the absence of El Niño conditions. Song et al. (2007) similarly investigate composites of ENSO and IOZM events from a 250-year simulation of a coupled global general circulation model. They conclude that ENSO and IOZM are independent large-scale ocean-atmosphere phenomena, which can occur on their own, but are both triggered by similar anomalies in the West Pacific warm pool.
and thus frequently co-occur.

Both climate modes are seasonally phase-locked. ENSO events typically start in boreal spring or summer (March-September), peak in winter and then dissipate the following spring to summer (Trenberth, 1997). IOZM events are perhaps even more strongly locked to seasons due to the strong monsoon influence, with anomalous easterly winds and associated SSTs first seen off Indonesia in boreal spring, peaking in September or October and then quickly dissipating at the end of the calendar year with the start of the northeast monsoon. SST and biological anomalies are however slower to erode than wind, and so can persist into the first half of the following calendar year (e.g. Wiggert et al., 2009).

Climate Impacts on Phytoplankton Productivity
The great majority of research into past Indian Ocean variability has focused on physical fields such as SST, sea height anomalies, ocean-atmosphere dynamics and surface flow fields, undoubtedly due to the availability of physical datasets for analyses and the development of realistic numerical models. In comparison, fewer studies have focused on biological or biogeochemical variability, which are critical to ecosystems and natural resources. With the launch of SeaWiFS at the end of 1997 and the concurrent progression of realistic coupled bio-physical models, biogeochemical and biological fields at resolutions necessary to investigate basin-wide seasonal and interannual variability have recently become available (e.g. Yoder and Kennely, 2003; Wiggert et al., 2006; Rodgers et al., 2008). Within the Indian Ocean, most of these efforts have been focused on biogeochemical effects of the reversing monsoon winds in the Arabian Sea (Murtugudde et al., 1999, see Wiggert et al., 2005 and references therein), while few studies have focused on basin-wide responses to physical controls.

Murtugudde et al. (1999) made use of the initial SeaWiFS period to investigate Indo-Pacific chlorophyll dynamics during late-1997 and 1998. Although without an extended SeaWiFS record for comparison, they point out some obvious chlorophyll features and relate them to the physical anomalies forcing them. A strong phytoplankton bloom off the west coast of Sumatra in October-December 1997 coincided with the anomalously strong upwelling signal of the 1997 positive IOZM event. The authors also note an area north-east of Madagascar (10°S, 60°E) characterised by high variability of wind-stress curl and associated Ekman pumping, as well as a zonal band along 5°-10°S
with shallow mixed layer depths and enhanced mixed layer entrainment, which displayed higher biological productivity than surrounding waters during the austral winter of 1998. The latter regions in the southern tropical Indian Ocean (STIO) coincide with the Seychelles-Chagos thermocline ridge (Hermes and Reason, 2008); a region that plays an important role in ocean-atmosphere dynamics due to Rossby Wave variability linked to ENSO and IOZM perturbations (Xie et al., 2002; Jury and Huang, 2004).

Wiggert et al. (2006) used a coupled bio-physical ocean general circulation model to investigate biogeochemical variability across the Indian Ocean. They reason that the semi-annual Wyrtki Jet (Wyrtki, 1973) largely controls equatorial biogeochemical variability by affecting thermocline (and nutricline) depths along the equator, causing a downward slant from west to east, which allows for prominent phytoplankton blooms in western areas but low productivity in the eastern basin. Chlorophyll concentrations in the STIO are noted to show variability due to the influence of westward-propagating Rossby Waves and local Ekman pumping, with greater productivity seen during austral winter and spring (Wiggert et al., 2006).

Wiggert et al. (2009) used SeaWiFS data to investigate basin-wide chlorophyll and productivity changes in response to the two most recent positive IOZM events (1997 and 2006). They show a substantial increase in eastern tropical IO chlorophyll, especially in the area south and west of Sumatra, while most western areas exhibited below normal productivity during the events. The 1997 anomalies were stronger in most regards, with below-average chlorophyll concentrations in the Arabian Sea and prominent positive anomalies in the east spreading further west than in 2006, due to a reversal (as opposed to a weakening) of the Wyrtki Jet in the boreal fall Intermonsoon (Murtugudde et al., 1999, Wiggert et al., 2009). Employing a primary production algorithm, Wiggert et al. (2009) point out that there seems to be minimal net primary productivity impact at the basin-wide IO scale for the two events investigated, even though the spatial distribution of productivity is substantially affected.

Although the SeaWiFS period now provides a decade of data at high spatial and temporal resolution, this period is still restrictive in addressing interannual cycles and long-term changes with confidence. Moreover, there are problems associated with
remotely sensed chlorophyll in some oligotrophic regions (e.g. Claustre et al., 2002; Dandonneau et al., 2003) and sensors miss a large proportion of depth-integrated chlorophyll when chlorophyll maxima are deeper than the first attenuation depth or 'penetration depth' (on the order of 20m; Gordon and McCluney, 1975). Wiggert et al. (2009) recently made use of the coverage of two positive IOZM events by SeaWiFS (1997 and 2006), to address basin-wide biological implications of these events. A sample size of two is however limiting and furthermore these two (positive IOZM - El Niño) events represent only one of a number of potential IOZM-ENSO configurations. Fortunately longer-term biogeochemical and biological hindcasts are becoming available from state-of-the-art coupled bio-physical models, which are resolving seasonal and interannual variability to a very good (and ever-improving) degree (e.g. Wiggert et al., 2006; Rodgers et al., 2008; Koné et al., 2009; Maury et al., 2010). Given that they resolve the variability of interest sufficiently accurately, model outputs can provide long time-series of three-dimensional high-resolution hindcasts, often including variables for which in situ datasets may be inadequate (or completely lacking) to answer questions of interest.

Knowledge Gaps and Objectives
Although the work of Murtugudde et al. (1999) and Wiggert et al. (2009) provide some useful descriptions of basin-scale biological signals that follow a positive IOZM - El Niño event, and explain their physical control, only a narrow understanding of the overall consequences of these climatic modes on Indian Ocean phytoplankton productivity exists. Even physical properties which have been more extensively covered in the literature, are not completely understood and differences amongst results and interpretations are evident. It is well-known that both pure IOZM and pure ENSO events occur, however the majority of evidence and interpretations emanate from the last two positive events (1997, 2006), which were both co-occurring positive IOZM - El Niño events. Few studies have separated pure events from co-occurring ones (e.g. Yamagata et al., 2004, Saji and Yamagata, 2003a) and similarly few authors have included or addressed negative IOZM or La Niña effects in the Indian Ocean (e.g. Vinayachandran et al., 2002; Meyers et al., 2007). We are therefore still lacking a good understanding of the basin-wide signals for the various configurations of ENSO and IOZM events. How do such events affect the primary trophic level across the Indian Ocean and are there predictable basin-wide or regional responses to such events?
This chapter attempts to address such questions, aiming to identify the role that ENSO and IOZM play in interannual fluctuations of surface temperatures, thermocline depths and depth-integrated chlorophyll concentrations. Using 41 years of Indian Ocean outputs from a coupled bio-physical ocean model, NEMO-PISCES (Aumont and Bopp, 2006), and employing a combination of correlations, EOFs, composite averages and linear models, an attempt will be made to characterise the main regional and basin-scale responses of the above variables, to different combinations of ENSO and IOZM. The novel part of this work will be to include long-term chlorophyll hindcasts to better resolve the effects of these climate modes on spatio-temporal patterns in biological productivity. An improved understanding of such dynamics should contribute towards making constructive hypotheses about, and interpretations of, ecosystem links to climate variability and thereby contribute towards attaining predictability of impacts from similar events in future. Such predictability is vital to effective resource management and is what climate-change scientists strive to achieve in an ever-changing world.

Methods

Areas of relevance to this study are shown in Figure 1. Indian Ocean longitudinal limits were defined as 25°E and 120°E. As tropical dynamics and their control on permanently-stratified waters are the focus of this study, latitudinal limits were restricted to surface waters >15°C (as in Behrenfeld et al., 2006). However empirical orthogonal function and composite analyses require a fixed geographic area and were thus restricted to the area north of 30°S. The depth of the 20°C isotherm (hereafter Z20) had to be treated differently, as it seasonally outcrops to the surface in the southern IO. Therefore the average Z20 time-series was calculated from those cells where Z20 remained below the uppermost depth level (5m), whereas EOF and composite analyses were restricted northwards of 22°S. In addition to the EEIO box (commonly used in calculating the dipole mode index; 0-10°S, 90-110°E; Saji et al., 1999), two tropical regions of interest were identified and were investigated in more detail. They are the southwestern IO (SWIO; 50-70°E, 0-15°S) and southeastern IO (SEIO; 85-105°E, 0-15°S; Figure 1).
Model Outputs and Data

Outputs from the coupled physical-biogeochemical ocean model, NEMO-PISCES, were used as hindcast datasets for the period of 1961-2001. The oceanic global circulation model (NEMO-OPA8.2) simulates ocean physics and dynamics on a global numerical grid (ORCA2) based on OPA version 8.2 (Madec et al., 1998). The model has 31 depth levels, separated by 10-m layers in the upper ocean (below 150 m depth) and with thicker layers (up to 500 m thick) deeper down. The zonal resolution is about 2°, with the meridional resolution 0.5° at the equator and larger at higher latitudes. The simulation used here was forced using daily ERA40 surface wind data (Uppala et al., 2005), while surface heat fluxes were calculated by bulk formulae. For further details of the physical model, see Lengaigne et al. (2004), Rodgers et al. (2008) and references therein.

Figure 1. Map of Indian Ocean, indicating the regions of interest referred to in the study. EEIO: East equatorial Indian Ocean; SEIO: Southeast Indian Ocean; SWIO: Southwest Indian Ocean;

The biogeochemical model (PISCES; Aumont and Bopp, 2006; Aumont et al., 2008) simulates chemical fluxes through 24 compartments including Fe, Si, PO$_4$, NO$_3$, NH$_4$, two phytoplankton and two zooplankton groups. The outputs used here are exactly
the same as those of the "PISCERA" simulation used by Rodgers et al. (2008). Details on the Red-Green-Blue model by which light penetration profiles (and thus photosynthetically available radiation levels) are calculated, are given in Lengaigne et al. (2007). Phytoplankton chlorophyll and carbon are modelled by a method based on Geider et al. (1998). Further details of PISCES can be found in Aumont and Bopp (2006) and Aumont et al. (2008), while manuals for NEMO and PISCES are available online (http://www.nemo-ocean.eu/About-NEMO/Reference-manuals). Outputs were available on an interpolated 1° by 1° grid and were arranged in global fields of 15 time-steps per year. The first three years (1958-1960) were not included in analyses, so as to avoid potential bias due to drift after model spin-up (Aumont, personal comment).

**Analyses**

All analyses in this study were performed using R programming language (R Development Core Team, 2009). The three oceanographic variables included in analyses were sea surface temperature (SST), depth of the 20°C isotherm as a proxy of thermocline depth (hereafter Z20; Masumoto and Meyers, 1998; Vinayachandran et al., 2002; Annamalai et al., 2003), and total chlorophyll concentration integrated over the euphotic zone (hereafter CHL). The former two variables were extracted from the temperature field: Surface temperature was taken as the uppermost (5 m) level, while Z20 was estimated by linear interpolation of the fixed depth levels. The euphotic zone was estimated from the photosynthetically available radiation (PAR) outputs: Surface PAR was estimated by linear extrapolation of the gradient between the two uppermost depth levels (5 m and 15 m), after which the depth of 1% of the surface value was estimated by linear interpolation of the fixed levels below. Total chlorophyll-a concentrations were calculated by adding diatom and nano-phytoplankton chlorophyll fields, which were separate outputs. The derived chlorophyll field was then integrated over the euphotic zone depth to attain the mg/m$^2$ concentrations used in analyses.

To verify that interannual signals were well represented in the simulations, monthly time-series from HadISST1 (Hadley Centre's sea ice and sea surface temperature data set, version 1.1; Rayner et al., 2003) were compared to the model outputs. To do so, the land-mask used for model outputs was applied to the HadISST1 data, to ensure corresponding ocean/land boundaries. The higher temporal resolution model outputs (15 time-steps per year) were interpolated onto 12 regular calendar 'months' using a cubic spline, to allow computation of correlation coefficients.
Correlation Analyses
Most environmental time-series contain serial autocorrelation (Bakun, 1996), which violates the assumption of statistically independent replicates that most classical inference tests subscribe to (Hurlbert, 1984). As a consequence, a sample correlation will produce a Type I error rate higher than the prescribed level, due to fewer degrees of freedom (or a larger variance) than is assumed (Pyper and Peterman, 1998). Pearson's product-moment correlations have been employed here, with adjusted degrees of freedom as described in Bonhommeau et al. (2008), who use modifications suggested by Pyper and Peterman (1998) on the method of Chelton (1984). Cross-correlations were performed to attain appropriate lags between time-series.

Empirical Orthogonal Functions (EOFs)
Dominant spatio-temporal modes of variability in the Indian Ocean were explored by EOF analyses. These were performed by singular-value decomposition of the space-time matrix (e.g. Lawson and Hanson, 1974). Before application of the SVD, the fields were prepared in the following way: For each grid point, a six-year running mean was subtracted, as well as the average seasonal cycle for the entire time-series (1961-2001), to produce interannual anomalies without a trend component. A linear trend, as opposed to the high-pass filter applied here, is often removed in EOF analyses (e.g. Rao et al., 2002). However decadal oscillations and sudden shifts in mean state, such as are documented in climate records (e.g. Fiedler, 2002), would not be as well accounted for by removal of a linear trend line, which resulted in the choice of a multi-year running mean instead. As interannual signals are of interest and to avoid noise EOFs, anomalies were then smoothed using a five-month (six-timestep) running mean, before a latitudinal weight (square root of the cosine of latitude) was applied to account for the converging longitudes and greater density of cells polewards (Hannachi et al., 2007).

Composite Analyses
To characterise effects of the dominant climate modes in the tropical IO, composite maps and spatially-averaged temporal plots of SST, Z20 and CHL were prepared for different events (and combinations thereof). To isolate positive and negative ENSO and IOZM events, SST indices were employed from ocean regions that represent upwelling dynamics related to those events, as upwelling is an essential controlling process in the growth and development of both tropical climate modes (Meyers et al.,
The dipole mode index (DMI; Saji et al., 1999) has commonly been used in identifying IOZM years and is calculated as the SST difference between a western equatorial box and the EEIO. While eastern upwelling-related SST changes are a robust feature of IOZM events, western SST anomalies are variable amongst events (e.g. Huang and Kinter, 2002) and may in fact be controlled by ENSO dynamics (Chowdary and Gnanaseelan, 2007, Drbohlav et al., 2007). Several authors have preferred to emphasize SST dynamics in the eastern IO as a measure of IOZM activity (e.g. Xie et al., 2002; Annamalai et al., 2003, Rao and Behera, 2005; Meyers et al., 2007) and such a strategy is followed here.

The Niño-3 index was used as a measure of ENSO activity. The index is calculated as the average SST within a box located in the eastern equatorial upwelling region of the Pacific Ocean (5°S-5°N, 90°W-150°W) and is commonly employed as a proxy of ENSO variability (e.g. Jury and Huang, 2004; Meyers et al., 2007). Similarly, average SST in the eastern equatorial Indian Ocean box (EEIO; 0-10°S, 90-110°E; Figure 1) was used as the IOZM index. SST dynamics in this region are largely driven by upwelling activity off Sumatra and Java, which is central to the development of IOZM events (Annamalai et al., 2003).

Before identifying event years, a six-year running mean as well as the average seasonal signal were removed from indices, in order to focus on interannual anomalies, without the effects of low-frequency trends or seasonal fluctuations. ENSO events were identified as periods when five-month running means were outside of ±0.5°C for six consecutive months, similar to the method of the Japan Meteorological Agency (JPA; Trenberth, 1997). IOZM events were identified as years when five-month running means were beyond ±0.5 standard deviation for six consecutive months, after the IOZM index had been normalised to a variance of one. Note that the IOZM SST index has been inverted in plots and correlations, so that an anomaly peak corresponds to a positive IOZM event and a trough to a negative event.

As the thresholds used here are sensitive to identifying weaker events relative to those used in several other reported cases (e.g. Saji et al., 1999; Annamalai et al., 2003; Meyers et al., 2007; Saji and Yamagata, 2003a, b), each identified year was carefully inspected, including June-November and December-May averaged spatial anomalies, to check whether a coherent and representative spatial SST signature was
evident in the prescribed region. The spatio-temporal anomalies, together with their classification in the literature, were used to remove any falsely identified years.

In this way, composite groups of 'pure' and co-occurring climatic events were distinguished. 'Pure' negative or positive IOZM (ENSO) groups were made up of years in which there is no concurrent ENSO (IOZM) event in the Pacific (Indian) Ocean, while co-occurring composites were made up of distinct combinations of coinciding IOZM/ENSO events. Within these categories, spatial anomalies were averaged over two seasons, namely ~June-November of the years identified (JJASON; eight timesteps) and the following ~December-May (DJFMAM; seven timesteps). This choice of seasons was due to the strong seasonal phase-locking of IOZM dynamics (Annamalai et al., 2003), as well as an attempt to capture effects of ENSO events, which typically peak in between November and January in the Pacific Ocean (Trenberth, 1997), but whose IO signal lags about four months behind that in the Pacific (e.g. Yamagata et al., 2004). Along with the maps, area-averaged anomaly plots (+- standard deviation) for the IO, SWIO and SEIO areas were drawn for ~June (identified year) to May (following year).

As opposing events (e.g. pure El Niño versus pure La Niña) provided strikingly symmetrical spatial anomalies in most cases, 'positive' and 'negative' events were combined ((positive-negative)/2) in the interest of space, as has been done elsewhere (e.g. Yamagata et al., 2004). A one sample Student's t-test (Sokal and Rohlf, 1995) was applied to each grid cell containing the spatial composites, to provide an indication of anomalies that were significantly different from zero (p<0.05). For the temporal line plots, the positive and inverted negative anomalies were combined into an 'average' anomaly in black, although both the former are also represented separately in red and blue respectively.

**Linear Regressions**

To add statistical weighting and explore predictability behind some of the effects interpreted from composite analyses, the significance of ENSO and IOZM indices in predicting variability in the IO basin were investigated by the use of linear regression models. The models investigated were of the form:

\[
\text{RegionVar}_t = \beta_1 \cdot \text{IOZM}_{t-i} + \beta_2 \cdot \text{ENSO}_{t-n} + \beta_3 \cdot (\text{IOZM}_{t-i} \cdot \text{ENSO}_{t-n}) + \epsilon_t
\]
with $\text{RegionVar}_t$, representing the variable of interest (SST, Z20 or CHL) in the specific region under consideration (SEIO, SWIO or IO) at time $t$, while $\text{IOZM}_{t-i}$ and $\text{ENSO}_{t-n}$ represent the indices of these climate modes, appropriately lagged as identified by cross-correlation. The same area-averaged SST indices of ENSO/IOZM were used as in composite analyses, with their average seasonal signal removed and having been normalised to a variance of one. The $\text{RegionVar}$ time-series had only their average seasonal signal removed. If model coefficients were non-significant ($p>0.05$), they were removed in search of the simplest model that related ENSO/IOZM indices to Indian Ocean environmental variables. As the IOZM index was derived from SST within the IO, it is not independent of IO SSTs and so only the ENSO (Niño-3) index was included in regressions of SST.

The inherent serial autocorrelation within the environmental time-series and indices similarly complicates this procedure (as with correlation analyses). Linear regressions, like most classical inference tests, assume that all samples are independent of one another (Hurlbert, 1984). To account for the potential lack of independence caused by autocorrelation in the dependent variable, autoregressive-correlated residuals were modelled during generalised least squares (GLS) fitting of the regressions, using the Linear and Nonlinear Mixed Effects Models (nlme) library in R (Pinheiro et al., 2010). Results were investigated using residual correlation structures of autoregressive order one, two and three (AR1, AR2, AR3) models. The Akaike Information Criterion (AIC; Akaike, 1974) was used to choose the most suitable model. To demonstrate the difference in results obtained if autocorrelation considerations were not taken into account, unadjusted linear models were additionally fitted. Normality and homoscedastic variance structures were visually checked, both before fitting and in the residuals resulting from fitted models.

**Results**

At both ocean-basin and regional scales, SST time-series correspond well to those of the HadISST1 dataset (Figure 2), with the mean state, seasonality and interannual variability well captured by the model outputs. At global and basin scales, model SSTs are on average slightly higher (~0.1-0.3°C) and the 1976 shift is slightly exaggerated relative to HadISST1 (Figure 2c, d). Additionally, there is an upward trend in the latter half of the HadISST1 time-series, which is not as evident in the model outputs. The
lacking trend, superimposed on the exaggerated 1976 shift, account for an apparent decadal-scale variability in the goodness-of-fit between the two time-series.

**Figure 2.** Comparison of model output (black) and HadISST (red) SST indices for a) ENSO (Niño-3), b) IOZM (EEIO), as well as average SST for c) the Global Ocean and d) the Indian Ocean (bounded latitudinally by waters >15°C and 25° to 120°E for the latter). The indices have had their average seasonal signal removed and are normalised to unit variance. The EEIO index has been inverted to have positive peaks corresponding to positive IOZM events. All Pearson correlation coefficients are highly significant (p<0.01; with adjusted degrees of freedom for serial autocorrelation).

As ENSO and IOZM indices used here are representative of SST in a confined region, they are not strictly independent of basin or global-scale SST variability and therefore results of correlations with SST need to be treated with caution. Bearing this in mind,
results suggest that globally averaged SST as well as chlorophyll concentrations of permanently stratified waters are tightly coupled to ENSO variability (Figure 3). El Niño peaks in the Niño-3 index generally correspond to warmer average surface waters and lower average chlorophyll concentrations, while La Niña troughs correspond to cooler surface waters and higher chlorophyll concentrations, as indicated by the positive and negative correlation coefficients with SST (r=0.80; p<0.01) and chlorophyll (r=-0.67; p<0.01) respectively (Figure 3).

**Figure 3.** Globally averaged SST (top) and CHL concentrations (bottom) are strongly correlated to ENSO variability (Niño-3 index in red). The time-series have had their average seasonal cycle removed, while the Niño-3 index was additionally normalised to unit variance.

Indian Ocean variables are also correlated with major climate indices (Table 1), although to a lesser degree than ENSO control on globally averaged SST and chlorophyll (Figure 3). While IO SST is more highly-correlated with the Niño-3 than IOZM index, average chlorophyll and Z20 are more highly-correlated with the IOZM at regional and basin scales. According to the correlations (Table 1), positive IOZM events are associated with higher chlorophyll concentrations and a shallower thermocline in the IO basin and especially the SEIO, while in the SWIO region they are associated with lower chlorophyll and a deeper thermocline. El Niño events are associated with lower CHL in the Indian Ocean and SWIO, as well as deeper
thermocline depths in the SWIO area. At the IO basin scale, average CHL is inversely correlated to thermocline depth ($r=-0.51$, $p<0.001$), with this correlation substantially stronger in the SWIO and SEIO subregions ($r=-0.87$ and $r=-0.77$ respectively; $p<0.001$).

Table 1. Correlations between climate indices (Niño-3 and IOZM) and 1961-2001 time-series of average SST, CHL and Z20 from the Indian Ocean areas of interest. The time-series have had their average seasonal signal removed, while indices were additionally normalised to unit variance. * $p<0.05$; ** $p<0.01$; NS=not significant

<table>
<thead>
<tr>
<th>Area</th>
<th>Variable</th>
<th>Nino3</th>
<th>IOZM</th>
<th>lag</th>
<th>lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indian Ocean</td>
<td>SST</td>
<td>0.63**</td>
<td>-0.50**</td>
<td>SST lagging ~4 months</td>
<td>none</td>
</tr>
<tr>
<td></td>
<td>Chl</td>
<td>-0.3**</td>
<td>0.4**</td>
<td>Chl lagging ~5 months</td>
<td>IOZM lagging ~1 month</td>
</tr>
<tr>
<td></td>
<td>Z20</td>
<td>NS</td>
<td>-0.35**</td>
<td>--</td>
<td>IOZM lagging ~2 months</td>
</tr>
<tr>
<td>SWIO</td>
<td>SST</td>
<td>0.61**</td>
<td>NS</td>
<td>SST lagging ~2 months</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Chl</td>
<td>-0.39**</td>
<td>-0.42**</td>
<td>Chl lagging ~5 months</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Z20</td>
<td>0.34**</td>
<td>0.39**</td>
<td>T20 lagging ~4 months</td>
<td>T20 lagging ~7 months</td>
</tr>
<tr>
<td>SEIO</td>
<td>SST</td>
<td>0.28**</td>
<td>NS</td>
<td>SST lagging ~6 months</td>
<td>not independent</td>
</tr>
<tr>
<td></td>
<td>Chl</td>
<td>NS</td>
<td>0.70**</td>
<td>Chl lagging ~1 month</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Z20</td>
<td>-0.2*</td>
<td>-0.46**</td>
<td>Nino3 lagging ~1 month</td>
<td>T20 lagging ~1 month</td>
</tr>
</tbody>
</table>

In terms of EOF analyses, the dominant mode explaining 34% of interannual SST variability in the IO, is an almost basin-wide monopole highly correlated with ENSO variability (Figure 4a). For CHL and Z20 (Figure 4b, c), a zonal dipolar mode explains the highest amount of interannual variability (32% and 36% respectively). The latter modes are significantly correlated to both Niño-3 and IOZM indices, implying that the two climatic modes are not orthogonal. A significant correlation of -0.3 ($p<0.01$; Niño-3 leading by ~7 months) between Niño-3 and IOZM indices supports this conclusion.
Figure 4. Dominant EOFs and their respective principal component (PC) time-series for a) SST, b) CHL and c) Z20. The Z20 EOF was restricted to northwards of 22°S to exclude latitudes at which the 20°C isotherm surfaces seasonally. The percentage of interannual variance explained by each EOF is included in the figures and significant correlations (p<0.01) of PC time-series with Niño-3 and IOZM indices are reported. The values of c) have been inverted in order to facilitate visual comparison with b).
Composite Analyses
By inspecting spatio-temporal anomalies of each identified (event) year, two categories of 'falsely identified' years were dealt with: Firstly, in some years a rapid change from El Niño to La Niña conditions (or vice versa) takes place within the same calendar year. Secondly, some particularly strong events cause prevailing SST anomalies to persist into the following year, even though there is no development of a new event. The latter case is easily recognised and such years were removed. The former, however, is more troublesome, as a changeover from one extreme to the other potentially complicates both local and remote impacts within that year. With such cases, their classification in the literature as well as relative strength and duration of anomalies were examined, in order to assign them as one event or the other. Using this rationale, years removed from La Niña events were 1968, 1983 and 1989, while 1998 was removed from El Niño years.

Table 2. Years of ENSO and IOZM events used in the composite analyses. Those marked with an asterisk and in bold are 'pure' events.

<table>
<thead>
<tr>
<th>El Niño</th>
<th>La Niña</th>
<th>Positive IOZM</th>
<th>Negative IOZM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1963</td>
<td>1964</td>
<td>1961*</td>
</tr>
<tr>
<td>2</td>
<td>1965*</td>
<td>1966</td>
<td>1963</td>
</tr>
<tr>
<td>5</td>
<td>1972</td>
<td>1971*</td>
<td>1972</td>
</tr>
<tr>
<td>7</td>
<td>1979*</td>
<td>1975</td>
<td>1977*</td>
</tr>
<tr>
<td>8</td>
<td>1982</td>
<td>1978*</td>
<td>1982</td>
</tr>
<tr>
<td>13</td>
<td>1992</td>
<td>1988*</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>1997</td>
<td>1995</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>1996</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>-</td>
<td>1998</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>-</td>
<td>1999*</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2 lists the years defined as IOZM and ENSO events. Composite anomalies plotted in Figure 5 include both 'positive' and inverted 'negative' events ((positive-negative)/2). Although they are described and discussed mostly in the 'positive' sense as seen in Figure 5, the opposite or inverted colour scale would equally represent the 'negative' event states.
IOZM Events
During the peak season of June-November, positive (negative) IOZM events are characterised by an anomalous cool (warm) SST plume off the west coasts of Java and Sumatra, which coincides with a strong positive (negative) chlorophyll anomaly along these coasts, stretching northwards into the Bay of Bengal (Figure 5a-b; note that 'posIOZM' and 'negIOZM' refers to positive and negative IOZM events respectively). Relative to average conditions, cool (warm) surface temperatures, a shallow (deep) thermocline and positive (negative) CHL anomalies are seen in much of the eastern Indian Ocean. Over the same season of JJASON, warmer (cooler) surface temperature, positive (negative) thermocline depths and low (high) CHL anomalies are present over much of the western and southern Indian Ocean, although most of these anomalies are not statistically significant in pure IOZM composite group (Figure 5b). The western and southern anomalies generally spread eastwards, especially near the equator, and tend to intensify in the subsequent season of DJFMAM, while those on the eastern side become less intense, less extensive and more fragmented to varying degrees (Figure 5a-b). The development of a warm (cool) patch of water with a relatively intense negative (positive) CHL anomaly and deeper (shallower) than normal thermocline depths, is notable during this second season in the south-western Indian Ocean (around 10°S, 65°E). Most features are more clearly defined and more significant (lower p-value) in all IOZM event composites (Figure 5a) than in those of pure events (Figure 5b). CHL and Z20 spatial anomalies coincide notably well during both seasons, but with opposite sign.

ENSO Events
ENSO events display some similar anomaly patterns to IOZM events, although eastern anomalies are smaller in spatial extent and less intense (or even absent), whereas western anomalies seem more dominant (Figure 5c-d). El Niño (La Niña) surface temperature anomalies are mostly positive (negative) throughout the basin and stronger during the subsequent season, while the distinct cool (warm) SST anomalies off western Indonesia are not well developed in all event composites (Figure 5c) and are weak in pure ENSO events (Figure 5d). Anomalies of CHL and Z20 are significant in only a few limited regions for pure El Niño (pure La Niña) events and the area-averaged line plots show a lack of consistency between positive and (inverted) negative ENSO events in some regions. The distinct patch of anomalies in the south-western Indian Ocean characteristic of IOZM events (mentioned above) is present in
all ENSO composites (Figure 5c), but relatively poorly developed in pure ENSO plots (Figure 5d).

**Co-occurring Events**

Co-occurring posIOZM - El Niño (negIOZM - La Niña) composites (Figure 5e) share more similarities with pure IOZM events (Figure 5b) than with pure ENSO events (Figure 5d), except for surface temperatures, which display more widespread and intense positive (negative) anomalies that grow in the DJFMAM season. Similar to IOZM events, a distinctive patch of water with anomalous thermocline depths and chlorophyll concentrations is evident in the STIO. It intensifies and moves westward in the subsequent DJFMAM season, where it is associated with a warm (cool) sea surface signal (Figure 5e).

Although only represented by two events each, co-occurring posIOZM - La Niña (negIOZM - El Niño) conditions were identified. Anomalies amongst these events are not very consistent, however a brief description of some of the features is provided. From comparisons with previous composites, it seems that the IOZM-related patterns are most prevalent in the composites, but with significant anomalies mainly restricted to the STIO area, which propagate westward in the subsequent (DJFMAM) season. Some cool SST and below-average Z20 anomalies also appear along the east African coastline and eastern Arabian Sea.
Figure 5. Composite plots of a) all IOZM, b) pure IOZM, c) all ENSO, d) pure ENSO, e) posIOZM - El Niño (negIOZM - La Niña), f) posIOZM - La Niña (negIOZM - El Niño) events: Maps of temporally-averaged anomalies (June-November left, December-May right) and underneath are spatially-averaged plots (June-May) for the three areas of interest (IO, SWIO, SEIO) for SST (top; °C), Z20 (centre; m) and CHL (bottom; mg/m²). Black contours on maps indicate areas where spatial anomalies are significantly different from zero (Student's t-test; p<0.05). Black line and thin dashed envelope on line plots represent average anomalies ±standard deviation of all events ((positive-negative)/2); red solid line and envelope are 'positive' event average anomalies ±standard deviation; same for blue, except they represent 'negative' event anomalies.

Linear Regressions
Results of the GLS regressions are summarized in Table 3. As the IOZM index is derived from SST in a defined Indian Ocean area (albeit a relatively small area), it is not independent of Indian Ocean SSTs and therefore not included in regressions of these. Thermocline depths from the entire IO basin display a bimodal distribution and have not been included in regression results, as they would violate the assumption of normality. Histograms, normal probability plots and residual plots used to judge normality and homoscedasticity are provided in Appendix A (Figure A1).

Using a significance level of $\alpha=0.05$ (t-test; Pinheiro and Bates, 2000), the linear regressions using GLS (Table 3) showed that monthly SST anomalies are significantly related to ENSO in the SWIO, SEIO and entire IO areas. Z20 anomalies are significantly related to IOZM and an ENSO-IOZM interaction factor in the SEIO region. Neither climate index provides a significant relationship with Z20 in the SWIO, although the IOZM index was marginally non-significant (p=0.079). IO basin CHL is positively related to IOZM, but negatively related to ENSO. SEIO CHL is related only to IOZM (positively), while in the SWIO region there is no significant relationship with either of the two indices (Table 3).
Table 3. Results of linear regressions fitted by GLS, allowing for autocorrelated errors using autoregressive (AR) models. Models fitted for variables SST, CHL and Z20 in regions Indian Ocean (IO), southwest and southeast Indian Ocean (SWIO, SEIO respectively). Bold values are estimated coefficients, while below them in normal font are associated p-values (calculated from t-statistic). If Phi2 has a value, an AR2 model was used as opposed to an AR1 when only Phy1 has an estimated coefficient. Coefficient estimates are in °C, mg/m² and m respectively. See Methods for details.

<table>
<thead>
<tr>
<th>Model Formula</th>
<th>Coefficients and p-values</th>
<th>Estimated AR Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept</td>
<td>IOZM</td>
</tr>
<tr>
<td>SST.IO = β₁*ENSO + ε₁</td>
<td>25.599</td>
<td>-</td>
</tr>
<tr>
<td>SST.SWIO = β₁*ENSO + ε₁</td>
<td>27.724</td>
<td>-</td>
</tr>
<tr>
<td>SST.SEIO = β₁*ENSO + ε₁</td>
<td>28.567</td>
<td>-</td>
</tr>
<tr>
<td>Z20.SWIO. = β₁<em>IOZM + β₂</em>ENSO + ε₂</td>
<td>116.769</td>
<td>0.346</td>
</tr>
<tr>
<td>Z20.SEIO. = β₁<em>IOZM + β₂</em>ENSO + ε₂</td>
<td>124.601</td>
<td>-0.944</td>
</tr>
<tr>
<td>Chl.IO = β₁<em>IOZM + β₂</em>ENSO + ε₂</td>
<td>17.387</td>
<td>0.050</td>
</tr>
<tr>
<td>Chl.SWIO = β₁<em>IOZM + β₂</em>ENSO + ε₂</td>
<td>17.422</td>
<td>-0.027</td>
</tr>
<tr>
<td>Chl.SEIO = β₁*IOZM + ε₂</td>
<td>18.727</td>
<td>0.384</td>
</tr>
</tbody>
</table>

As mentioned in the Methods section, additional 'regular' linear regressions were performed on the same model formulae. These regressions assume no correlation structure among residuals when estimating coefficients and calculating their p-values. Their results are summarised in Table A1 of Appendix A, but in summary, all coefficients listed in Table 3 were of the same sign, but greater (further from 0) and highly significant (p<0.01). In addition, the regular regression for SEIO CHL suggested a significant positive ENSO term unlike its GLS counterpart.

**Discussion**

**Use of Hindcast Simulations**

Investigation of long-term marine hydrographic and biological variability is largely hampered by a lack of historical sample coverage in space and time, especially in oceanic environments far removed from human populations and popular shipping routes. Although impressive progress has been made to interpolate the gaps and maximise the value of existing in situ data, the coverage needed to meaningfully...
address basin-scale dynamics was often lacking up until the advent of high-quality remotely-sensed measurements (e.g. 1981 for SST; McClain et al., 1985; arguably September 1997 for chlorophyll; Behrenfeld et al., 2006). Although largely overcoming the problem of spatial and temporal resolution, remote sensors can not penetrate the depths of the oceans and thus lack a three-dimensional perspective of the variables they measure. For example satellites sensing chlorophyll-a only estimate photosynthetic pigment concentrations for the first attenuation length (or penetration depth; Gordon and McCluney, 1975) thereby missing a significant proportion of chlorophyll biomass, especially in regions with deep chlorophyll maxima (DCM; Kirk, 1994). In recent years, limiting in situ data coverage (up to the present for many biogeochemical, biological and below-surface hydrographic variables) are increasingly being filled with hindcasts from rapidly-improving modelling efforts (e.g. Aumont et al., 2008; Rodgers et al., 2008; Maury, 2010). Assuming that the models are simulating dynamics of interest with sufficient accuracy, the advantage of working with their outputs is a complete (often 3-dimensional) and measurement-error-free variable field with spatial and temporal resolutions that are growing with the exponential rise in computing capabilities.

Interpretations of results here do need to be made with consideration of uncertainties in the accuracy of the model outputs. Considerable effort has been spent on the validation of variables from NEMO-PISCES outputs, including temperature and chlorophyll fields used here: Compared to in situ datasets, the model accurately reproduces oceanic spatio-temporal dynamics in tropical regions, including those of sea level height, surface currents, surface temperatures and vertical thermal structures (e.g. Vialard et al., 2001; Lengaigne et al., 2003; Faure, 2007). Although the limited overlap between model outputs (1958-2001) and SeaWiFS data (September 1997 onwards) makes a comprehensive comparison difficult, investigations have suggested good agreement between the two: Focusing on the Seychelles-Chagos thermocline ridge region, Resplandy et al. (2009) shows that a chlorophyll time-series from the model (integrated over the optical depth) resolves intra-seasonal, seasonal and interannual changes well, as compared to SeaWiFS. Comparing surface chlorophyll dynamics throughout the Indian Ocean, Koné et al. (2009) show how the isolation of regions according to their bloom characteristics (taking into account both timing and accumulated chlorophyll during the blooms), corresponds well with the results from SeaWiFS, despite different climatological
periods used. The areas where differences are most notable, are the north-western parts of the Arabian Sea and a region either side of the southern half of Madagascar. The authors also point out that the model under-estimates extreme chlorophyll values close to the coastline, most notably in the Arabian Sea.

The OPA circulation model has been used in many applications, including the investigation of ENSO dynamics in the Pacific Ocean (e.g. Lengaigne et al., 2004; Cravatte et al., 2007) and tidal mixing effects on surface waters in the Indonesian archipelago (Koch-Larrouy et al., 2009). The coupled bio-physical version used here has been used to study phytoplankton-induced warming of surface waters and its interplay with ENSO (Lengaigne et al., 2007), as well as long-term biogeochemical changes in the eastern Pacific (Rodgers et al., 2008).

In this study, comparison of global, basin-scale and regional SST time-series with HadISST1 data, provided remarkably good correlations (Figure 1). Although absolute values (mean states) do not correspond perfectly, the seasonal variability and relative interannual changes are captured well by the model, allowing confidence in its use for investigating these dynamics. The lowest correlation of 0.77 for the surface temperature index of EEIO is likely due to the fact that the EEIO box straddles the land masses of Sumatra and Java, while the spatial resolution of the model is unable to accurately reproduce finer scale coastal dynamics. Therefore it likely misses some variability in the coastal waters adjacent to these islands. Certain short-duration events that the model seems to lack (compared to the HadISST1 time-series) might be a result of this restriction. Despite the lower correlation, most of the prominent interannual changes and also the decadal changes are captured by the model.

**ENSO Control on Global Temperature and Chlorophyll**

Globally averaged surface temperature and chlorophyll fields suggest a strong influence of ENSO dynamics on permanently stratified waters (Figure 2). ENSO is acknowledged to be the dominant mode affecting global interannual sea surface temperatures (Schott et al., 2009) and is especially linked to temperature perturbations in tropical latitudes (e.g. Tourre and White, 1995). Global chlorophyll concentrations have also previously been linked to ENSO variability: Using EOF analyses on SeaWiFS data, Yoder and Kennelly (2003) suggest ENSO as the main source of interannual variability in global chlorophyll concentrations. Similar to results
obtained here, but with data from a shorter (almost 10 year) SeaWiFS period, Behrenfeld et al. (2006) show that primary productivity in permanently stratified waters is correlated to a multivariate ENSO index with a coefficient of 0.77. The highly significant correlations between Niño-3 and globally averaged surface temperature and chlorophyll concentrations in permanently stratified waters (Figure 2), are therefore not so surprising. The strength of these impacts is undoubtedly partially due to the dominant size of the tropical Pacific area (as opposed to that of the Atlantic or Indian ocean) and the fact that ENSO has such a strong basin-wide expression over this large tropical ocean. ENSO signals are additionally well known in the Indian Ocean (e.g. Tourre and White, 1995; Reason et al., 2000) however, and teleconnections with the Atlantic have also been demonstrated (Enfield and Mayer, 1997).

Behrenfeld et al. (2006) furthermore point out that permanently stratified waters largely drive interannual changes in total global marine primary productivity. Thus despite inter-regional differences in response to ENSO, and variability amongst events, results here and those of Behrenfeld et al. (2006), suggest that ENSO variability explains a large part of fluctuations in global marine productivity. Understanding global ENSO effects and gaining predictability of the response of ENSO (and other dominant climate modes) to global warming, is therefore critical to considerations of future regional ecosystem (and fishery) productivity, as well as the long-term response of the biological carbon pump (e.g. De La Rocha and Passow, 2007).

**ENSO versus IOZM Influence on Indian Ocean SST, Thermocline Depth and Chlorophyll**

From the above, it is evident that studies of interannual environmental variability in tropical oceans require careful consideration of potential ENSO impacts. However an additional tropical coupled mode impacts interannual surface dynamics in the Indian Ocean (e.g. Saji et al., 1999, Webster et al., 1999, Murtugudde et al., 1999) and beyond (e.g. Saji and Yamagata, 2003b; Yamagata et al., 2004; Meyers et al., 2007) and is referred to here as the Indian Ocean Zonal Mode (IOZM). Basin-wide as well as SWIO average surface temperatures are positively related to ENSO variability (Table 1). This ENSO-related control of interannual surface temperatures is confirmed in the dominant EOF mode (Figure 3a), which is commonly described as a basin-wide warming of Indian Ocean surface temperatures following El Niño events (e.g. Klein et
al., 1999, Murtugudde and Busalacchi, 1999). The IOZM index has a significant negative correlation with Indian Ocean SST (Table 1), which means that the two tropical climate modes have opposing effects on average IO surface temperature when they co-occur with the same sign (as evident in the well-documented case of 1997). Peak IOZM cooling (warming) precedes ENSO warming (cooling) by about four months however. When comparing Indian Ocean temperatures to the IOZM index, one must acknowledge that the two variables are not completely independent of one another, as the IOZM index consists of EEIO surface temperatures. This problem will remain as long as IOZM indices are derived from surface temperatures. The EEIO represents only a small fraction of Indian Ocean waters and furthermore SSTs in this area are driven largely by local upwelling dynamics (Annamalai et al., 2003), hence one can argue that SSTs are relatively independent of adjacent IO basin SSTs. Nonetheless, results of IOZM-IO SST comparisons need to be treated with caution.

Unlike surface temperature, interannual IO chlorophyll concentrations and Z20 are more highly correlated to IOZM variability than to ENSO (Table 1). Similar to SST, the two climatic modes have opposing effects on average IO chlorophyll, though with a temporal separation of about six months. The highest IOZM-IO chlorophyll correlation was found with the climate index lagging ~one month behind CHL, which raises a question over the processes underlying this relationship. Tropical waters are characterised by deep chlorophyll maxima, made up of low-light adapted communities closely associated with nutrients diffusing across the pycnocline (Pollehne et al., 1993), whose growth is therefore likely dependent on thermocline dynamics that typically precede expressions of surface temperature in the tropics (e.g. Annamalai et al., 2003; Zelle et al., 2004; Rao and Behera, 2005). Such reasoning is supported by the fact that the highest correlation between the IOZM index and Z20 was obtained by lagging the surface index behind Z20 by approximately two months.

As expected from previous results (e.g. Murtugudde et al., 1999, Rao and Behera, 2005; Wiggert et al., 2009), anomalous upwelling in the EEIO is associated with a shallower thermocline and higher chlorophyll concentrations in the SEIO region, but a deeper thermocline and lower CHL in the SWIO region. Thus there is clearly a zonal pattern across the equatorial regions for these variables, although the temporal peaks of the respective poles are separated by a 3-5 month lag. Evidence of a similar zonal effect of ENSO on Indian Ocean thermocline dynamics has been shown (e.g. Xie et al., 2002), which help explain why the principle component time-series of the dipolar EOF
modes of Z20 and integrated chlorophyll significantly correlate with both IOZM and ENSO (Figure 3). These dipole-like EOF modes account for roughly a third of interannual Indian Ocean variability for both variables. The regions around their east and west poles revealed high interannual variance across multiple environmental variables (not shown), which prompted the initial selection of the SWIO and SEIO boxes for closer investigation.

In stratified tropical waters, thermocline (or pycnocline) depth is commonly linked to phytoplankton productivity (e.g. Murtugudde et al., 1999; Wilson and Adamec, 2002), which explains the similarities between thermocline and chlorophyll EOFs (Figure 3). A shoaling thermocline indicates upwelling activity, which directly infuses nutrient-rich waters into surface layers. Even in the absence of upwelling, a shallower-than-normal pycnocline would bring greater amounts of nutrient-rich subsurface waters into the euphotic zone and within reach of deep phytoplankton communities. Thermocline depth is therefore often strongly (negatively) correlated to phytoplankton biomass and Indian Ocean waters north of about 20°S are dominated by such a negative correlation (Wilson and Adamec, 2002). The SWIO displays an especially strong CHL-Z20 correlation \((r=-0.87)\), confirming that thermocline dynamics largely drive productivity changes in this region. Regions do exist where this chlorophyll-thermocline relationship breaks down however, such as the southeastern IO between 10-30°S (Wilson and Adamec, 2002) and oligotrophic gyres (see e.g. McClain et al., 2004), which are presumably responsible for the substantially lower basin-wide CHL-Z20 correlation \((r=-0.51)\).

Interannual subsurface IO variability has been related to both ENSO (e.g. Chambers et al., 1999, Xie et al., 2002) and IOZM (Rao et al., 2002, Vinayachandran et al., 2002, Rao and Behera, 2005) and is largely driven by off-equatorial Rossby Waves (Masumoto and Meyers, 1998) and Intermonsoon Wyrtki Jet variability (Schott et al., 2009). Much conjecture exists over the dependence or independence of IOZM and ENSO events (e.g. Allan et al., 2001, Dommengen and Latif, 2002; Hastenrath, 2002; Murtugudde et al., 2003; Yamagata et al., 2003). While the aim of this investigation was not to address this point, previous evidence (e.g. Allan et al., 2001; Yamagata et al., 2003) and results obtained here point to the fact that IOZM and ENSO dynamics are to some degree correlated. As a result, EOF analyses do not successfully separate the two climatic modes (Figure 3). However they do summarize the most important
spatio-temporal patterns of interannual variability, and here demonstrate the importance of the zonal dipole pattern in thermocline and chlorophyll dynamics. This is the first time (as far as the author is aware) that this dominant dipole mode in interannual CHL anomalies is documented. In their global EOF analysis of the first four years of SeaWiFS data, Yoder and Kennelly (2003) do obtain similar zonal patterns in two dominant interannual EOFs, however they attribute these patterns to ENSO variability.

**Composite Analyses and Linear Regressions**

As referred to in the Methods, thresholds used to identify ENSO and IOZM event years are fairly sensitive and more/weaker events are distinguished (Table 2) relative to similar time-periods in some studies (e.g. Trenberth, 1997; Saji et al., 1999; Saji and Yamagata, 2003a, b; Meyers et al., 2007). However, when making comparisons between 'pure' and co-occurring events, such heightened sensitivity is an advantage: A 'weak event', which nonetheless produces regional or basin-wide SST anomalies and thus potentially influences near and distant coupled ocean-atmosphere dynamics, is more likely to be identified and one can thus have greater confidence in the designation of 'pure events'. In addition, composite samples are made up of greater rather than smaller sample sizes in this way, and are therefore more robust to peculiarities of certain years. To guard against the false inclusion of a year (with SST structures unrelated to ENSO/IOZM), averaged June-November and December-May spatial SST anomalies were visually checked for regionally coherent and representative signals in every identified year. A similarly stringent method to isolate pure events was recently used by Song et al. (2007), and not surprisingly, results agree well between the two studies.

Average June-November IOZM event anomalies (Figure 5a, b) display the typical zonal surface temperature gradients that characterise such events (e.g. Saji et al., 1999). Northeast monsoon winds in boreal winter, overcome the anomalous southeasterly winds of positive events and cold eastern SST anomalies rapidly dissipate as a result (e.g. Meyers et al., 2007), congruent with the disappearance of strong anomalies close to the Indonesian coast in DJFMAM composites. Although present in pure IOZM events (Figure 5b), western anomalies are not as prominent and do not spread and intensify during the subsequent season, as they do during co-occurring ENSO events (Figure 5e). Further comparison with pure ENSO events (Figure 5d) suggests that
widespread warm (cool) surface temperature anomalies and their growth to a basin-wide expression, are largely a signal of ENSO. These observations agree with recent results that attribute the western (and subsequent basin-wide) IO warming mainly to ENSO control, while the upwelling and associated anomalies in the eastern IO are seen as a characteristic feature of IOZM events (e.g. Chowdary and Gnanaseelan, 2007; Drbohlav et al., 2007). Although the non-independent nature of the IOZM index precluded it from regressions of SST, the highly significant positive effect of ENSO on average Indian Ocean and also SWIO SSTs was demonstrated, with a lesser though still significant positive effect on SEIO surface temperatures (Table 3). Composite analyses here (Figure 5c, d) and previously (e.g. Song et al., 2007) show the almost basin-wide warming (cooling) that develops during El Niño (La Niña) events, which drives these positive correlations.

Meyers et al. (2007) prepared similar June- November spatial SST anomaly composites for different events and comparisons can be made with their (Figure 3) results, which stem from the 1876-1999 HadISST1 dataset (Rayner et al., 2003). Such a visual comparison reveals good agreement between the two studies, even though 'positive' and 'negative' anomalies have been combined here and the classification of events compares less well. As their anomalies are often not of the same intensity (and/or duration), negative ENSO/IOZM events are not as straightforward to identify as are positive events (Wiggert et al., 2009). This point is demonstrated by the fact that about 70% of positive events identified here coincide with those of Meyers et al. (2007), while less than half of negative events are in agreement (during the overlapping time-period). The relative difficulty of confidently identifying negative events, together with the fact that they are regarded as less extreme in nature, has presumably led to some authors excluding negative events in their analyses (e.g. Annamalai et al., 2003, Chowdary and Gnanaseelan, 2007; Song et al., 2007).

Using a 250-yr simulation of the GFDL coupled climate model, Song et al. (2007) compare SST, precipitation, surface wind, upper ocean heat content and sea level pressure anomalies amongst pure posIOZM, pure El Niño and co-occurring posIOZM - El Niño events. Good agreement between their SST results and those shown here are likely due to the relatively stringent criteria used to define pure events in both studies. Song et al. (2007) suggest that posIOZM and El Niño interact linearly in their effect on IO SST, with co-occurring events producing anomaly patterns similar to what one
would expect by superimposing pure posIOZM and pure El Niño events. Such an hypothesis agrees quite well with composites presented here, except that western SST anomalies seem enhanced in co-occurring events, as has been noted previously (e.g. Meyers et al., 2007). These amplified western SST anomalies, especially noticeable in the Seychelles-Chagos thermocline ridge area, are due to Rossby Wave activity (and thus ocean dynamics) driven by zonal wind anomalies in the south Indian Ocean, as opposed to mainly latent heat fluxes and short-wave radiation during pure ENSO warming/cooling (Chowdary and Gnanaseelan, 2007).

Besides the characteristic SST pattern during IOZM events, thermocline depth and chlorophyll concentrations also show a zonal anomaly pattern. A positive event results in shallow thermocline and high chlorophyll anomalies in the east (Figure 5a, b), while most western tropical areas display a deeper thermocline and lower chlorophyll concentrations. Although the eastern anomalies do not disintegrate as rapidly as those of surface temperatures, an obvious feature is the erosion of their signal along equatorial regions during the subsequent DJFMAM season. This signal is largely due to positive events and is caused by the return of the Intermonsoon Wyrtki Jet in boreal spring, following its suppression during the previous (fall) Intermonsoon by the anomalous equatorial easterly winds (Murtugudde et al., 1999). Under 'normal' conditions, the semi-annual Wyrtki Jet maintains a relatively unproductive warm pool in the eastern IO via semi-annual advection of warm central IO surface waters towards Sumatra, which deepen the thermocline and suppress phytoplankton productivity there (Wiggert et al., 2006). Thus the normal dynamics of the Wyrtki Jet, and perturbations thereof, play a crucial role in equatorial biogeochemistry (Wiggert et al., 2006), as well as in the development of IOZM anomalies (e.g. Chowdary and Gnanaseelan, 2007).

Although not investigated previously (as far as the author is aware), the relatively unusual co-occurrence of posIOZM - La Niña and negIOZM - El Niño have been noted (e.g. Saji et al., 1999; Saji and Yamagata, 2003a, b). Unfortunately the low sample size does not allow for a consistent picture from these four years (Figure 5e). The lack of consistency between the two groups of events in fact suggests that perhaps these events do not mirror each other well and should be dealt with in separate composites in future. What one can tell from these composites is that anomalies seem to resemble pure IOZM events more than they do pure ENSO events, and additionally,
that there is a lack of the basin-wide SST warming (cooling) signal that is seen in DJFMAM in co-occurring posIOZM - El Niño (negIOZM - La Niña) events.

Not surprisingly, the IOZM index is highly significant in predicting eastern chlorophyll and thermocline anomalies (Table 3), which result from the anomalous upwelling dynamics associated to IOZM events. The large CHL increases (decreases) during positive (negative) IOZM events, mainly seen in eastern parts of the basin, also translate to a significant positive effect on average Indian Ocean chlorophyll (Table 3), despite the negative (positive) anomalies seen in central and western regions (Figure 5a, b, e, f). As alluded to earlier, ENSO seems to have a negative effect on average Indian Ocean chlorophyll, which is confirmed by its significant negative coefficient. These results suggest that ENSO and IOZM effects on CHL counteract one another at the average basin scale, which is interesting as their events commonly co-occur as in 1997 or 2006. Using these latter two events, Wiggert et al. (2009) estimated changes in primary productivity and suggested that basin-scale Indian Ocean productivity may change little during positive IOZM years, as eastern positive and western negative anomalies largely counterbalance one another.

An obvious feature in many of the composite plots is a patch of enhanced anomalies in the central STIO, which intensifies and moves further west by the subsequent DJFMAM season (Figure 5). Noticeable mainly in the subsurface variables of thermocline depth and vertically-integrated chlorophyll concentrations, these anomalies are driven by interannual variability in westward-propagating Rossby Wave activity (Masumoto and Meyers, 1998). Fuelled by wind stress curl, the waves propagate from the southeastern IO westwards, affecting SST expressions in their path as they reach the Seychelles-Chagos thermocline ridge (Xie et al., 2002; Rao and Behera 2005). Rao and Behera (2005) provide evidence that north of 10°S, these waves are dominantly forced by IOZM dynamics, while in the non-IOZM season (January-June) and south of this, ENSO teleconnections dominantly drive these waves. Recently however, Chowdary and Gnanaseelan (2007) suggested that weaker wind anomalies associated with pure El Niños do not excite downwelling Rossby Waves, as compared to positive IOZM events, which is congruent with composite results shown here: Pure ENSO composites lack the pronounced STIO anomaly expression (Figure 5d), relative to composites including IOZM events (Figure 5a, b, e, f). Anomalies of certain pure ENSO years do show similar characteristic Rossby Wave activity (not shown), however these
are not consistent amongst different events and are averaged out in composite plots. Therefore the prominent Rossby Wave signals seen in the Seychelles-Chagos ridge area in thermocline depth, CHL and to a lesser degree SST, which propagate westwards and intensify in the second season (DJFMAM), seem to be a consistent expression of IOZM, but not of ENSO. These predictable interannual anomalies have their most intense expression in the central and western STIO during austral summer to fall (Figure 5; Rao and Behera, 2005) and likely impact the ecosystem and forage-availability of important fishery species in the surrounding waters (e.g. yellowfin and skipjack tuna; Fonteneau, 1997).

Unexpectedly, linear regressions did not indicate significant effects for ENSO or IOZM indices on SWIO chlorophyll and thermocline depths (Table 3), despite the Rossby Wave-associated anomalies seen in IOZM composites suggesting otherwise (Figure 5a, b, e, f). The IOZM coefficient was marginally non-significant for Z20, which could be caused by various factors: As noted above, the Rossby Waves responsible for SWIO anomalies in the composite plots are seasonally phase-locked. Outside of the season of their peak expression, factors unrelated to the climate modes may control these variables, necessitating a seasonal stratification to bring the IOZM (or ENSO) variability to the fore. In addition, seasonal and intra-seasonal perturbations to the thermocline structure play a significant role in the biogeochemical variability of this region (e.g. Resplandy et al., 2009), which would create added noise in the signal and thereby diminish significance of interannual effects being investigated.

Rao and Behera (2005) compared IO sea surface height anomalies (as a proxy for thermocline depth) for pure posIOZM and pure El Niño composites, using the Simple Ocean Data Assimilation product (SODA; Carton et al., 2000). Although their monthly anomalies are difficult to compare to semi-annual anomalies here, the pure IOZM anomalies qualitatively agree well in most regards. A stronger, more coherent expression of STIO anomalies seems evident in their July, September, November plots than seen in June-November composites here (Figure 5b), while the model outputs perhaps have an exaggerated positive anomaly off the west coast of Australia in December-May, relative to their plots of January, March and May. Their pure El Niño July, September and November composites display more negative anomalies, especially in the northern hemisphere, relative to corresponding June-November composites shown here, although similar features are recognisable (Figure 5d).
January, March, May pure El Niño plots of theirs show the development of a prominent positive anomaly centered at about 15°S in the STIO and propagating westwards. Pure ENSO December-May average anomalies presented here lack such a prominent Rossby Wave signal. This discrepancy may be partly due to the fact that Rao and Behera (2005) include two years (1976, 1991) in their pure El Niño group, which were found to be weak posIOZM events in this study. Chowdary and Gnanaseelan (2007) use the HadISST1 and SODA product to construct SST and isopycnal depth anomaly composites respectively, for both pure and co-occurring El Niño and IOZM events. Those results agree well with corresponding composites presented here, undoubtedly due to the similar classification of event years. As mentioned above however, the conclusion here is not that pure ENSO events do not excite Rossby Wave activity (as in Chowdary and Gnanaseelan, 2007), but rather that they are not consistent amongst ENSO-only events, unlike in those of IOZM.

Wiggert et al. (2009) investigated SeaWiFS data together with physical fields, to characterise chlorophyll signatures from the last two positive IOZM events (1997 and 2006) and interpret them in view of underlying mechanisms. Both events coincided with an El Niño event in the Pacific, thus representing one of the possible ENSO/IOZM combinations explored and presented in this study. Congruent with composites presented here, they document positive anomalous chlorophyll concentrations in the eastern IO and negative anomalies in western parts of the basin. The consistencies noted between their two events are visible in JJASON posIOZM - El Niño (negIOZM - La Niña) composites, including negative anomalies off Somalia, the west coast and around the base of the Indian subcontinent, as well as positive anomalies in the south-eastern Bay of Bengal (Figure 5e; Wiggert et al., 2009). The 1997 event was the strongest IOZM event since at least 1961 and Wiggert et al. (2009) show the chlorophyll anomalies to be notably stronger, more extensive and more persistent than in 2006. In 1997, the boreal fall Wyrtki Jet collapsed completely and even reversed, allowing the development of a cold tongue along the equator. This equatorial surface anomaly was fed by advection of upwelled water from the east, as well as anomalous equatorial upwelling (Murtugudde et al., 1999), and fuelled positive chlorophyll anomalies that extended as far west as 65°E (Figure 10 in Wiggert et al., 2009). Additionally, the 1997 event displayed negative chlorophyll anomalies throughout the Arabian Sea, whereas in 2006 anomalies in this area were more heterogeneous (Wiggert et al., 2009). In agreement with their results, CHL anomalies...
clearly reveal a westward-extending tongue of cool, chlorophyll-rich water along the equator in 1997 (Figure A2, Appendix A). Also, negative anomalies are evident throughout the Arabian Sea in 1997, whereas in some El Niño-posIOZM years such as 1963, patches of positive CHL anomalies are additionally present (not shown).

Although Wiggert et al. (2009) show much of the western and southern Indian Ocean to exhibit below-normal primary productivity, the notable Rossby Wave-associated low-chlorophyll anomalies of the STIO do not seem to be evident in their results. This discrepancy is likely due to a combination of factors: Firstly, the model output nutricline depth is slightly underestimated, and seasonal primary production variability is exaggerated in the Seychelles-Chagos thermocline ridge area, relative to in situ and satellite data (O. Aumont, personal comment). Therefore the interannual chlorophyll response may be exaggerated in this region. Secondly however, a collection of evidence suggests that SeaWiFS is not sensing these types of integrated chlorophyll dynamics proficiently. Remotely sensed sea-level anomalies (e.g. Rao and Behera, 2005; Wiggert et al., 2009) and model outputs (e.g. Hermes and Reaon, 2008; Figure 5a, b, e, f), suggest that deeper-than-normal thermocline depths in the western STIO are associated with positive IOZM events. Coincident shipboard data from this area during January-February 2007, confirmed that there was indeed an unusually deep thermocline, accompanied by a suppressed nutricline and a deeper-than-normal (by ~60 m) DCM at ~90 m (Wiggert et al., 2009). The depth of this DCM is well below the penetration depth of remote sensors in open ocean waters (20-30 m; Gordon and McCluney 1975) and thus would be overlooked in SeaWiFS estimates of chlorophyll concentration. If the climatological DCM (~30 m according to Wiggert et al., 2009) is normally adequately measured by SeaWiFS, this line of reasoning seems to counter the argument however, as the anomalously deep DCM associated with a posIOZM event would then be expected to result in a (considerably) depressed chlorophyll anomaly, with the remote sensors measuring only the chlorophyll-deplete surface waters above the DCM. Perhaps the climatological state, when the DCM is at or just below the limit of the SeaWiFS penetration depth, may not be adequately sensed to be able to pick up the chlorophyll anomalies that must accompany a DCM that is ~60 m deeper than normal. Whatever the reason, these heightened anomaly structures driven by Rossby wave activity, are seemingly not sensed by SeaWiFS, even though they are supported by model and in situ evidence.
Chlorophyll responses to propagating Rossby Waves have been demonstrated in satellite fields (Cipollini et al., 2001), although Dandonneau et al. (2003) suggest that such chlorophyll anomalies in subtropical gyres are likely surface accumulations of non-chlorophyllous organic particulates and not enhanced phytoplankton productivity, as these positive 'chlorophyll tracks' are associated with warm convergent (downwelling) fields, rather than the expected cooler divergent (upwelling) areas. This evidence, together with the apparent failure of SeaWiFS to sense the western STIO anomalies, highlights the usefulness of using three-dimensional model outputs. Additionally, it questions whether regular SeaWiFS products are appropriate to study phytoplankton responses to dynamical forcing within oligotrophic regions (e.g. McClain et al., 2004; White et al., 2004), where the majority of water-column chlorophyll can be substantially deeper than the sensor penetration depth. There are methods available for estimating the vertical chlorophyll profile, and thereby integrated water-column concentrations from surface values (Morel and Berthon 1989; Uitz et al., 2006), which together with accurate bio-physical models, might provide better tools to use in such regions.

Composite analyses are unfortunately absolutely dependent on the component years included in their design and discrepancies amongst studies are likely due to the groups of years chosen, rather than substantial differences amongst datasets. These discrepancies need to be addressed and a standardisation of event classification would be highly desirable. However ocean-atmosphere interactions and resultant climatic modes operate on a continual range rather than a binary on/off basis, and thus a clear undisputed list of events/non-events is highly unlikely. In this study, sensitive thresholds were chosen, but they were combined with a holistic inspection of SST anomalies to ensure representative regional or basin-wide structures were present. It is, after all, such large-scale SST anomalies that drive ocean-atmosphere feedbacks and their presence, even if weaker than the most extreme events, likely cause perturbations to physical and biological systems, both locally and distant.

**Conclusion**

Over recent decades, numerical models have played a great part in the elucidation of atmosphere-ocean interactions and their impact within the Indian Ocean. Here hindcasts from the coupled bio-physical ocean model, NEMO-PISCES, have allowed investigation of simple, large-scale patterns that characterise ENSO and IOZM control
on surface temperature, thermocline depth and integrated chlorophyll in the Indian Ocean. In acknowledgement that the complexity of phytoplankton dynamics will not be perfectly resolved in these numerical models, interpretations of chlorophyll anomalies have been limited to broad regional patterns and are supported by explanations of the mechanisms driving them.

ENSO is shown to largely drive average surface temperatures and integrated chlorophyll concentrations in globally stratified waters (Figure 2). Although difficult to tease apart, within the Indian Ocean, the often-co-occurring IOZM seems to have greater effects on interannual thermocline depth and chlorophyll concentrations (Table 1, 3). In stratified waters, as dominate much of the Indian Ocean, the pycnocline (as estimated by the thermocline) is elemental in limiting nutrients from reaching sun-bathed surface waters. As a result, the strong IOZM effects on thermocline depths via Rossby Waves, Kelvin Waves and changes in Wyrtki Jet flow, translate to similar patterns in chlorophyll anomalies, with a shallower thermocline depth resulting in greater chlorophyll concentrations in most regions. It follows that the dominant interannual mode of variability in thermocline depths, a zonal dipole across equatorial latitudes, is almost mirrored by the dominant mode in depth-integrated chlorophyll anomalies. This spatial dipole mode in interannual chlorophyll anomalies is significantly related to both IOZM and ENSO indices and has not (to the author’s knowledge) been shown before.

Composite results confirm distinct anomaly patterns for pure IOZM, pure ENSO and co-occurring events, which has important implications for predicting localised physical or ecosystem responses to these events. Such differences need to be recognised and taken into account during interpretation or description of interannual variability within the Indian Ocean. As with EOFs, CHL and Z20 anomaly composites mirror each other remarkably well in most regions. Two main features of opposite anomalies consistently characterise positive (and negative) IOZM events in thermocline depth and chlorophyll: High (low) chlorophyll and shallow (deep) thermocline anomalies hug the western coast of Indonesia, while low (high) chlorophyll and deep (shallow) anomalies are seen over the Seychelles-Chagos thermocline ridge region, peaking there 4-6 months later. Pure ENSO events do not produce the same prominent anomalies in these two areas. Such anomalies (or the lack thereof) likely have important implications for regional ocean-atmosphere dynamics, marine productivity, and
thereby ecosystem effects, in their respective areas. The SWIO is an important fishing region in the Indian Ocean and quantification of water-column productivity, and how this changes during an IOZM event would be very useful in inferring ecosystem and fisheries impacts. Such studies would also be useful to compare to concomitant SeaWiFS data, allowing evaluation of the effectiveness of SeaWiFS in sensing such changes in productivity.

Results presented here compare well to previous studies based on a range of data sources, and are perhaps most valuable (and novel) in their description of large-scale spatio-temporal phytoplankton responses to interannual climatic extremes. Perturbations at this basal trophic level directly affect the productivity of the entire ecosystem. Understanding climate controls on such perturbations is thus vital to understanding, predicting and managing their impact at higher trophic levels, many of which are valuable natural resources.
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Appendix A

Table A1. Results of linear models fitted by least squares, which assumes independence of the response-variable samples and therefore does not account for autocorrelated errors. Models fitted for variables SST, CHL and Z20 in regions Indian Ocean (IO), southwest and southeast Indian Ocean (SWIO, SEIO respectively). Bold values are estimated coefficients, while below them in normal font are associated p-values (calculated from t-statistic). p-values for the F-statistic were <0.001 for all models. Coefficient units are in °C, mg/m$^2$ and m respectively.

<table>
<thead>
<tr>
<th>Model Formula</th>
<th>Coefficients and p-values</th>
<th>Adjusted R-squared</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept</td>
<td>IOZM</td>
</tr>
<tr>
<td>SST.IO$ <em>t$ = $\beta_1 *$ ENSO$</em> {t-6}$ + $\epsilon_t$</td>
<td>25.601</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>SST.WIO$ <em>t$ = $\beta_1 *$ ENSO$</em> {t-2}$ + $\epsilon_t$</td>
<td>27.721</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>SST.SEIO$ <em>t$ = $\beta_1 *$ ENSO$</em> {t-8}$ + $\epsilon_t$</td>
<td>28.564</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Z20.WIO$ <em>t$ = $\beta_1 *$ IOZM$</em> {t-9}$ + $\beta_2 *$ ENSO$_ {t-3}$ + $\epsilon_t$</td>
<td>116.845</td>
<td>2.736</td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Z20.SEIO$ <em>t$ = $\beta_1 *$ IOZM$</em> {t-1}$ + $\beta_2 *$ ENSO$_ {t-5}$ + $\beta_3 *$ (IOZM$_ {t-1}$ * ENSO$_ {t-2}$) + $\epsilon_t$</td>
<td>124.628</td>
<td>-1.813</td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Chl.IO$ <em>t$ = $\beta_1 *$ IOZM$</em> {t-1}$ + $\beta_2 *$ ENSO$_ {t-6}$ + $\epsilon_t$</td>
<td>17.380</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Chl.WIO$ <em>t$ = $\beta_1 *$ IOZM$</em> {t-2}$ + $\beta_2 *$ ENSO$_ {t-2}$ + $\epsilon_t$</td>
<td>17.430</td>
<td>-0.470</td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Chl.SEIO$ <em>t$ = $\beta_1 *$ IOZM$</em> {t-1}$ + $\beta_2 *$ ENSO$_ {t}$ + $\epsilon_t$</td>
<td>18.720</td>
<td>1.031</td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>
Figure A1. Histograms (left) and normal quantile-quantile plots (centre) of the response variables prepared for GLS-fitting of linear models, as well as scatterplots of model residuals versus fitted values (right) from the models reported in Table 3, Chapter 2. The variables are separated into a) SST, overleaf b) Z20 and c) CHL, while the relevant plots are ordered vertically by the region of interest (IO top, SWIO centre and SEIO bottom). Continued overleaf.
Figure A2. JJASON (left) and DJFMAM (right) anomalies of SST (top; °C) and CHL (bottom; mg/m²) for the 1997 IOZM – El Niño event.
Chapter 3

Tuna-Environment Relationships: Linking Indian Ocean Purse-Seine Catches of Skipjack (*Katsuwonus pelamis*) and Yellowfin Tuna (*Thunnus albacares*) to their Environment, Using Generalised Additive Models

Abstract

Growing fisheries datasets, together with ever-improving records of environmental variability, allow for increasingly useful descriptions of fish-environment relationships, that can provide valuable insights into the behaviour, ecology and habitat preferences of resource species. Here, historical (1981-2001) purse-seine catches of skipjack (*Katsuwonus pelamis*) and yellowfin tuna (*Thunnus albacares*), from French and Spanish fleets operating in the Indian Ocean, were compared to concomitant records of environmental variables using Generalised Additive Models (GAMs). The majority of environmental fields were provided from hindcasts of a state-of-the-art coupled biophysical ocean model (NEMO-PISCES). A delta approach was used to handle the zero-inflated data, by which presence-absence models were evaluated, and thereafter, catch-per-unit-effort (CPUE) was modelled on condition that catches were positive (present). Results showed important differences between relationships obtained from catches made underneath fish aggregating devices (FADs), compared to those made on free-swimming schools. FADs efficiently congregate tuna from the surrounding environment, thereby apparently reducing catchability effects and allowing relationships that can be interpreted in terms of tuna abundances or habitat, to come to the fore. New ecological insights include the findings that deeper thermocline depths translate to greater skipjack and yellowfin tuna abundances, and that tuna densities seem to react to (a mesozooplankton proxy of) prey concentrations, by a Holling type II functional response, which has been assumed, but not shown empirically before. In addition to these insights, such tuna-environment relationships are valuable in their potential application to quasi real-time mapping of tuna habitats from data or simulations, thereby providing input for the adjustments of mobile no-take zones. In addition, the same relationships applied to forecast model outputs,
could provide best estimates of how tuna habitat might change with future climate change.

**Introduction**

Tuna stocks and other high-seas pelagic predators are in need of concerted research and political effort, to ensure that their exploitation and management is sustainable in future. Traditional management strategies that aim to maintain populations at certain threshold sizes (e.g. a stock biomass allowing the maximum sustainable yield, $B_{MSY}$) by controlling total catches or effort, have been largely ineffective and inadequate (Safina, 1993; Langley et al., 2009; Cullis-Suzuki and Pauly, 2010). These regional or ocean-basin-scale stocks are commonly exploited by a myriad of surrounding and distant fishing nations. Their catches typically exhibit high interannual catch variability, due to a combination of changes in gear and targeting strategies by the fishers (Sakagawa et al., 1987), as well as fluctuations in catch rates caused by environmental variability (e.g. Lehodey et al., 1997; Marsac and Le Blanc, 1998, 1999). One of the biggest challenges to understanding and effectively managing them is collation of complete and accurate fisheries data; a task which prompted the formation of several regional tuna fishery management organisations (RFMOs; e.g. Indian Ocean Tuna Commission, IOTC; Western Central Pacific Fisheries Commission, WCPFC; Inter-American Tropical Tuna Commission, IATTC; International Commission for the Conservation of Atlantic Tuna, ICCAT; Commission for the Conservation of the Southern Bluefin Tuna, CCSBT). Once the fisheries data have been collated nationally and gathered from cooperating countries by the RFMOs, uncertainties in the estimation of statistics and often-lacking knowledge of required parameters, result in very few examples of stock assessment models which allow adequate confidence in results to base management measures on (Safina, 2001). As a result, expert opinions are called upon to make judgements on collections of seemingly inconclusive assessments and statistics, following which there has been little evidence of management action effectively curbing fishing effort. An example is the Indian Ocean, where the status of albacore tuna is considered stable; bigeye tuna catches are considered to be close to MSY, although stock size indicators have declined since the 1970s; a reliable MSY for skipjack tuna is not available, but the stock size and fishing pressures are considered to be 'within acceptable limits'; yelllowfin tuna are judged to be recently overexploited (Anon, 2009a); and southern bluefin tuna are believed to be
overexploited (Mori et al., 2001). While scientists meet regularly at international conferences and RFMO meetings in attempts to better understand and model tuna population dynamics and catch rates, unabated fishing, including illegal, unreported and unregulated fishing (IUU; Bray, 2000) carries on in a 'free-for-all' manner in most ocean basins.

Clearly, there is a pressing need to rethink management attempts, or at least add to them, so as to safeguard sustainable tuna stocks into the future. Spatial management strategies, such as setting aside a proportion of suitable tuna habitat for protection in no-take zones, could help address this problem (Mills and Carlton, 1998; Sumaila et al., 2007; Game et al., 2009). Such action would equally address the resolution (promoted by the Food and Agricultural Organisation, the World Summit on Sustainable Development and the IUCN Commission on Ecosystem Management, amongst others) to embrace ecosystem approaches to fishery management (Garcia and Cochrane, 2005) and should act to counter the erosion of pelagic predator diversity (Worm et al., 2005). Besides developing the legal framework and logistical challenges of enforcement, one of the main hurdles facing such spatial management of pelagic environments is identification of what constitutes 'good' habitat. Working towards the identification and description of tuna habitat preferences (and those of related pelagic predators) is therefore an important research priority and will be explored in this study by simultaneous interrogation of fisheries and environmental fields.

Tunas and other open ocean pelagic predators have evolved physiological and behavioural traits, convergently in some cases (e.g. Donley et al., 2004), that allow them to prosper in regions that are characteristically unproductive. Central to these specialisations is a highly active and efficient swimming mode (Dickson, 1995), which together with a suite of adaptations that make them proficient hunters of epi- and meso-pelagic prey, allows them to effectively integrate sparse and patchy prey densities. Regional endothermy, seen in very few other teleost species, allows several tuna species to tolerate ambient temperatures well below those required by their elevated metabolisms and thus to expand their habitat both latitudinally and vertically (Graham and Dickson, 2004). Coupled with their unique physiologies, specific behavioural strategies have resulted in niche-partitioning of wide-ranging pelagic habitats and allowed several tuna species to permeate global tropical and subtropical
oceans (~50°S-60°N; Fonteneau, 1997), from surface layers down to more than 1000 m (Block et al., 2001; Dagorn et al., 2006).

Tunas are highly mobile predators that need to sustain a high metabolism (Sharp and Dizon, 1979) and are sensitive to specific physical and chemical thresholds (e.g. Neill et al., 1976; Block and Stevens, 2001; Graham and Dickson, 2004). As these mobile predators race through their three-dimensional environment, they frequently encounter gradients of environmental variables and prey densities, presumably adjusting their swimming trajectories and behaviour in response. These reactions to their surroundings, governed by physiological requirements and behavioural traits, are what define tuna habitat preferences. Although potentially overlapping in some cases, one should be able to describe and separate these multi-dimensional niches among different species (e.g. Graham and Dickson, 2004), using a combination of physical, chemical and biological factors that serve as their environmental cues (Hutchinson, 1957).

**Tuna-Environment Investigations**

Many authors have demonstrated environmental preferences or limitations of tuna at a variety of scales and using a variety of methods. Experiments with captive fish have been very useful in testing thresholds of environmental variables on tuna, as well as measuring physiological effects and responses (e.g. Dizon et al., 1977; Barkley et al., 1978; Sharp and Dizon, 1979; Bushnell et al., 1990). These experiments have been biased towards smaller species or sizes and require considerable infrastructure, skills and finances to perform. The information they provide, one could argue, provides indications of the outer limits or thresholds at which the fish can survive or show signs of stress, rather than providing information on habitat preferences in the natural environment.

The use of archival tags and acoustic telemetry methods have been successfully employed to obtain behavioural movements in relation to the environment and prey densities for tuna and other top predator species (e.g. Block et al., 1997; Josse et al., 1998; Dagorn et al., 2000; Musyl et al., 2003; Schaefer et al., 2007). Such field experiments are invaluable in understanding feeding strategies and small-scale behaviour employed by pelagic predators, besides having revealed the surprising depths to which some predators dive (e.g. Block et al., 2001; Dagorn et al., 2006).
However by their nature they are expensive experiments to conduct and the sample sizes (and number of such studies) have been limited. Furthermore the behavioural information gained from these studies is not easily scaled up to regional or basin habitat requirements.

Another strategy employed to describe environmental preferences of tuna has been to compare water-column measures of the environment to depth-specific long-line catch-rates from aboard long-lining vessels (e.g. Bertrand et al., 2002a; Song et al., 2008, 2009). Bertrand et al. (2002a) examined the stomach contents from tuna hooked on instrumented longlines, together with simultaneous acoustic measurements with which they tracked the prey communities in the water column. These approaches yield useful information on the depths, environmental conditions and/or prey densities at which tuna are caught, but they are still limited by certain time-frames and areas, and passive longlining gear potentially suffers biases related to the selectivity of the tuna, which seems to be influenced by prey densities (Bertrand et al., 2002a).

Lastly, several authors have compared large datasets of geo-referenced commercial fishery catches with gridded environmental fields. Although at a much coarser scale than the previous approaches, the vast datasets can complement finer-scale findings on habitat and behavioural preferences of tuna, and investigate their relevance at ocean-basin-scales. Multiple studies have followed this approach, employing a variety of statistical methods at different spatial and temporal scales, in the Indian (e.g. Marsac and Le Blanc, 1999; Romena, 2001; Chen et al., 2005) and other oceans (e.g. Evans et al., 1981; Bigelow et al., 1999; Maury et al., 2001a; Zainuddin et al., 2004, 2006, 2008; Zagaglia et al., 2004).

Besides limiting resolutions and quality of fisheries data, as well as a far-from-perfect knowledge of the senses and potential cues (or physiological limitations) of open-ocean predators such as tuna, one of the main challenges hampering progressive habitat descriptions from fishery data has commonly been a lack of environmental data at scales and resolutions necessary to describe a species' habitat. As a result of these lacking fields, historical studies relating catch data to the environment were based on long-term oceanographic averages (Laevastu and Rosa, 1962; Blackburn and Barnes, 1965) or short-term cruises or programs (e.g. Blackburn and Laurs, 1972; Blackburn and Williams, 1975; Ingham et al., 1977; Evans et al., 1981; Laurs
et al., 1984; Song et al., 2008, 2009). The former can provide only crude ranges of habitat descriptors and do not take into account the highly dynamic nature of the environment or fish and fishery movements (e.g. Marsac and Le Blanc, 1999), thereby overlooking much detail in the fish-environment relationships. The latter were again limited by cost and the amount of data that could be collected, being restricted to a relatively small sample in space and time. With the progression in ocean observations and numerical models however, there exists increasing opportunity to assess large fisheries datasets in terms of environmental variability, allowing informative and applicable advances to be made (e.g. Bigelow et al., 1999; Maury et al., 2001a).

Results from such investigations seem to be region-, species- and gear-specific. For example, Andrade (2003) investigated the pole-and-line skipjack tuna fishery in the south-western Atlantic Ocean and concludes that fishing effort is strongly related to the seasonal N-S migration of SST, further suggesting that oceanographic fronts and shallow thermoclines concentrate skipjack in reach of the surface fishery. Whereas investigating yellowfin purse-seine catches in the eastern and central Pacific during extreme climate events, De Anda-Montañez et al. (2004) conclude that surface temperature does not play a large role in the distribution of catches.

In the Indian Ocean, Chen et al. (2005) used stepwise discriminant analyses to investigate the explanatory power of surface and subsurface variables (including temperature, salinity, oxygen and chlorophyll concentrations) in separating above- and below-average albacore catches from the 1979-1985 Taiwanese longline fishery. Immature fish, mature non-spawning adults and spawning adults were distinguished on a combination of size and spatio-temporal considerations. The authors concluded that while only SST was significant in predicting CPUE of mature non-spawners, surface values of chlorophyll and salinity were additionally significant for immature fish, while surface salinity and subsurface temperature (at 100 m) and oxygen (at 200 m) were significant for spawning adult albacore tuna.

Song et al. (2008, 2009) estimated depths of successful tuna longline catches and related these to environmental variables (depth, temperature, salinity, chlorophyll concentration, dissolved oxygen concentration), measured concurrently from aboard two commercial longliners in the central, northern Indian Ocean in September – December 2005. Dividing the measured variables into categories and comparing CPUE
at different levels of these, Song et al. (2008) suggest that the highest catch rates of adult yellowfin tuna in the Indian Ocean occur in ranges of 160-179 m depth, 16-16.9°C water temperature, 35.4-35.49 psu salinity, 0.04-0.049 µg/l chlorophyll and 2.5-2.99 mg/l dissolved oxygen, although they acknowledge that salinity likely has a minimal effect on CPUE.

Maury et al. (2001a) used GAMs to investigate the effects of several environmental variables on yellowfin CPUE (both purse-seine and long-lining) across the Atlantic Ocean. The use of a three-dimensional ocean global circulation model allowed exploration of a host of variables, including surface and subsurface temperature, salinity, currents, thermocline depth and various indices of vertical and horizontal hydrological stability. Significant effects on CPUE of effort, wind strength, vertical current shear and thermocline depth and strength, were attributed to catchability effects (directly influencing gear efficacy and/or the vertical positioning of fish relative to gear depths), rather than changes in local abundances. Salinity, SST, temperature at 150 m depth and the horizontal SST gradient on the other hand, were interpreted to be significant environmental predictors of yellowfin tuna abundances, and were found to affect distributions at different spatial scales and with varying importance to different aged (sized) fish.

When attempting to describe species habitats or environmental preferences via the use of catch data, the limitations of the fisheries data need to be considered. A common measure of fishing performance is the catch per unit effort (CPUE), which is used as an explicit measure of relative abundance, under the assumption that catches remain a constant fraction of the population density (Maunder et al., 2006). However the fraction of the true abundance available to the fishery ("availability"; Marr, 1951), as well as the effectiveness of the fishing gear to capture that fraction ("catchability"; Arreguín-Sánchez, 1996), both potentially vary due to environmental impacts, either as a result of fish behavioural responses, or by affecting gear deployment or efficiency.

It follows that a vital consideration when investigating habitat relationships using fishery data, is to distinguish between catchability effects and those representative of the predator abundance or distribution (e.g. Maury et al., 2001a). GAMs are well suited to such applications. Although they do not separate the two sources explicitly,
the flexible non-linear relationships derived from GAMs can often aid identification of
catchability or abundance effects, as long as they are carefully interpreted in terms of
our understanding of behaviour and physiological limitations of the subject species,
and how these interact with fishing gear (e.g. Bigelow et al., 1999; Maury et al.,
2001a). GAMs do not require parametric assumptions of the input data and are said to
be 'data-driven' in the way they allow the inputs to describe the relationships between
exploratory and response variables, rather than assuming a certain functional
relationship between them (Yee and Mitchell, 1991).

Evidence of how tuna forage modifies tuna behaviour and abundances has been
sparse due to an almost complete lack of data on distributions of tuna prey (or related
mid- and lower-trophic levels). Only on relatively small scales have authors
successfully managed to relate tuna behaviour, and apparent distributions, to prey
densities (e.g. Josse et al., 1998; Bertrand et al., 2002a, 2002b). Some authors have
investigated time-lags of physical (e.g. Bigelow et al., 1999) and chlorophyll (e.g.
Garcia and Cota, 1996) fields in order to account for the aggregation and/or trophic
development of tuna forage, after certain oceanographic or phytoplankton
(chlorophyll) features. However such methods, which do not account for passive (e.g.
currents) and active (e.g. behavioural aggregative/dispersive) redistribution of the
trophic energy, are unlikely to succeed, besides the difficulty of choosing a time-lag
that would represent the development of tuna forage following certain physical or
biological events. However such crude approximations of prey productivity, which are
employed due to a lack of data on the densities of mid-trophic organisms in the
oceans, can be superseded by the ever-improving development of accurate bio-
physical ocean models (e.g. Lehodey et al., 1998; Aumont and Bopp, 2006; Maury,
2010), which model the trophic processes and redistribution of carbon available from
primary productivity.

**Environmental Preferences of Skipjack and Yellowfin Tuna**
The bulk of Indian Ocean purse-seine catches are dominated by skipjack and yellowfin
tuna. These two species feature minimally in coarser-resolution long-line catch data,
unlike bigeye and albacore tuna, which together with several other commonly-
targeted pelagic species, are mostly caught by long-lines. Skipjack and yellowfin tuna
are well sampled by the purse-seine fleets across much of the Indian Ocean and are
the two species that will be investigated here.
When attempting to describe environmental preferences of tuna from fisheries data, one needs to be aware of factors which may distort or confound these. In the present case, different life-stages of tuna could for example show different habitat preferences (e.g. Maury et al., 2001a). Spawning adults might for example respond differently to environmental cues, due to their reproductive requirements, as compared to non-spawners or juveniles. In addition, purse-seine fishers have two different modes of fishing: They can target either free-swimming schools, or those associated with fish aggregating devices (FADs). As FADs aggregate fish and therefore must modify their behaviour, the environmental preferences of the FAD-associated fish might be modified, and so likely require separate investigation to those of the free-swimming schools.

**Skipjack Tuna (Katsuwonus pelamis)**

Skipjack tuna are a relatively small tuna species (generally < 80 cm), which inhabit surface waters (<260 m) in the tropics and subtropics (Collette and Nauen, 1983). Due to their smaller size (greater surface to volume ratio), they are more sensitive to low temperatures than larger species, mostly inhabiting waters with surface temperatures of 20-30°C (Forsbergh, 1980), although large individuals have higher oxygen demands and are more efficient at conserving body heat, and thus may be caught at surface temperatures lower than 18°C (Barkley et al., 1978). Due to their oxygen demand and using experimental results, Barkley et al. (1978) suggest that 4-9 kg fish will require waters cooler than about 26°C, while individuals larger than this will remain in waters below 22°C. Vertical movements are usually limited to waters that are less than 8°C colder than surface temperatures (Brill et al., 2005). It is generally accepted that skipjack tuna require a minimum ambient oxygen concentration of ~3.5 ml/l (Barkley et al., 1978; Evans et al., 1981; Graham and Dickson, 2004).

In the Indian Ocean, the size at first maturity is 41-42 cm fork-length for females and 42-43 cm for males, which corresponds to an age of about 1.5 years (Stéquert and Ramcharrum, 1996). Skipjack spawn throughout the year, seemingly with a peak during the two monsoon seasons (November-March and June-August; Stéquert and Ramcharrum, 1996) and do so throughout most of their range, as long as waters are warmer than about 24°C (Schaefer, 2001). Their maximum reported age is 12 years (Collette and Nauen, 1983).
Yellowfin Tuna (*Thunnus albacares*)

Yellowfin tuna are a larger species (>200 cm, but commonly up to 150 cm), which inhabit the epi- and meso-pelagic zones of global tropical and subtropical waters (Collette and Nauen, 1983). Although mostly inhabiting surface layers above the thermocline, dives can reach depths of 300-350 m (Block et al., 1997; Bard et al., 1999) and sometimes over 1000 m (e.g. Dagorn et al., 2006). When oxygen concentrations are non-limiting, maximum depths seem to be restricted by temperature (Block et al., 1997) and (Brill et al., 1999) suggest that the relative difference between surface and deeper waters may be more important than absolute temperatures, with individuals generally keeping to waters that are within 8°C of surface values. The latter authors also note that tracked adult yellowfin tuna spent over 90% of their time in waters >22°C, only making brief dives into cooler (deeper) water. Oxygen concentrations <3.5 ml/l are limiting to yellowfin tuna (Brill, 1994) and thus play an important role in restricting vertical habitat.

In the Indian Ocean, a minimum length at sexual maturity was given as 101 and 110 cm for females and males respectively, while length at 50% maturity was estimated as ~114 and 120 cm respectively (Zhu et al., 2008). Yellowfin tuna will migrate to spawn in surface temperatures greater than 24°C (Schaefer, 2001; Schaefer et al., 2007) in broad tropical regions (between ~10°S-10°N in the Indian Ocean; Shung, 1973) and with a peak in January-March (Stéquert and Marsac, 1989). Their maximum reported age is nine years (Froese and Pauly, 2010).

**Aim and Objectives**

The aim of this study is to describe habitat preferences of skipjack and yellowfin tuna in the Indian Ocean, using historical purse-seine fisheries data and a suite of available environmental variables. This will be addressed by exploring non-linear relationships between geo-referenced catch-rates and environmental variables from a coupled biophysical ocean model (NEMO-PISCES), using GAMs. With consideration of the uncertainties of inputs, the resultant relationships will then be identified and interpreted in terms of catchability or abundance effects, the latter of which are assumed to represent habitat preferences of the relevant species. While similar approaches can be used to standardise nominal CPUE statistics (Maunder and Punt, 2004), this is not the aim here. Rather, (non-linear) relationships that describe the response of tuna distributions to environmental conditions, are sought. Such
information is potentially vital for effectively managing tuna stocks in the future, by allowing identification of suitable habitat, of which a proportion can then be set aside for spatial protection. In addition, such relationships can advance predictions of how tuna habitats might change with future climate change.

**Methods**

**Model Outputs and Data**

Historical tuna purse-seine fisheries data compiled by the Indian Ocean Tuna Commission (IOTC) were sourced from the SARDARA database available at IRD (Institut de Recherche pour le Développement) in Sète, France. These data span the Indian Ocean and contain all the recorded tuna catches made by member countries of the IOTC (see http://www.iotc.org/English/info/comstruct.php). Data were chosen from the French and Spanish fleets, as they make up a large proportion of historical Indian Ocean catches, were among the earliest purse-seine fleets operating there (since 1981 and 1984 respectively) and are judged to be amongst the most-stringently controlled and reliable data (Anon, 2009a; A. Fonteneau, personal comment). These data include purse-seine catches for commonly caught species, as well as 'fishing days' which are a measure of fishing effort that is available at a monthly and 1° longitude by 1° latitude resolution. Fishing days are calculated by removing the time spent in ports, steaming time, and any time lost due to breakdowns, from the days at sea recorded in the captain's logbook. In addition, catches by size-class are available for the same fleets, although only at a 5° longitude by 5° latitude monthly resolution. These size data are obtained by observers sampling the fishing wells when the tuna boats land their catches in port, after which their measurements are extrapolated to the entire landed catch and aggregated over the 5° by 5° boxes. These catch-by-size data are recorded in 2-cm size classes.

Environmental variables were prepared on the same 1° by 1° monthly grid as the purse-seine catches. Most environmental variables were calculated from a 1958-2001 hindcast of NEMO-PISCES, a coupled bio-physical ocean model. The circulation model (NEMO-OPA8.2) simulates ocean physics and dynamics on a global numerical grid (ORCA0.5) at half a degree resolution and is based on OPA version 8.2 (Madec et al., 1998). The model has 31 depth levels, separated by 10 m in the upper 150 m and up to 500 m in the deep ocean. The outputs used here were forced using daily ERA40
surface winds (Uppala et al., 2005). For further details of the physical model, see Lengaigne et al. (2004), Rodgers et al. (2008) and references therein. The biogeochemical model (PISCES; Aumont and Bopp, 2006; Aumont et al., 2008) simulates chemical fluxes through 24 compartments including Fe, Si, PO4, NO3, NH4, two phytoplankton and two zooplankton groups. Details of the Red-Green-Blue model, by which light penetration profiles are calculated, are given in Lengaigne et al. (2007). Phytoplankton chlorophyll and carbon are modelled by a method based on Geider et al. (1998). Further details of PISCES can be found in Aumont and Bopp (2006), while manuals for both NEMO and PISCES can be found at http://www.nemo-ocean.eu/About-NEMO/Reference-manuals.

The simulation used here has a spatial grid (ORCA0.5) that is 0.5° by 0.5° at the equator, with meridional resolution decreasing at higher latitudes. The outputs had been interpolated however and were provided on a 1° by 1° latitude-longitude grid and a temporal resolution of five days. Variables used from these outputs included temperature, salinity, photosynthetically available radiation (PAR), oxygen and mesozooplankton (zooplankton of 0.2-2 mm in size) concentration. Average monthly values were calculated for these fields, after which specific depth surfaces were used or derived variables were obtained as follows:

The depth of the 20°C isotherm (Z20) was used as a proxy for the thermocline depth, as is commonly done in tropical waters (e.g. Vinayachandran et al., 2002; Xie et al., 2002; Annamalai et al., 2003). These depths were estimated by linear interpolation of the temperature field. Similarly, the depths of specific oxygen concentrations (e.g. 3.5ml/l), indicated by the literature as limiting threshold values to tuna, were estimated from oxygen fields. After linear interpolation between depth levels (surfaces where model results are provided), the shallowest depth at which the oxygen concentration decreased below the selected threshold level was recorded. Vertically-integrated mesozooplankton concentrations between ~200 m and the surface, were calculated from the model outputs. In addition, average monthly pseudo wind stress (wind speed²) was calculated from daily surface wind speeds available from the ERA40 product (Uppala et al., 2005).

Three different tables of information, namely 'catches and effort', 'catches by size' and 'environmental variables' were imported into a relational database in PostgresSQL.
with geographic information systems ability added through PostGIS (http://postgis.refractions.net/). This allowed spatial manipulation and queries to be made, providing the tools to simply apply proportions of the lower resolution (5° by 5°) catch-by-size data, to the appropriate 1° by 1° resolution catch data.

**Analyses**

All analyses and data manipulation were performed with R programming language (R Development Core Team, 2009). The MGCV library (Wood, 2000) was used for fitting and assessing Generalised Additive Models. GAMs are a flexible extension of more-commonly used Generalised Linear Models, where a part of the linear predictor is specified as a sum of semi-parametric smooth functions of covariates (Wood, 2006). They allow multivariate exploration and analyses of data, without prior assumptions of linearity and with less-restrictive assumptions of the underlying distribution of errors, relative to multiple linear regression techniques (Hastie and Tibshirani, 1990). See Hastie and Tibshirani (1990) and Wood (2006) for an overview of GAMs, their technical background and (in Wood, 2006) their application in R.

Dealing with zero-inflated data is a common problem in fisheries science (Maunder and Punt, 2004). It was addressed here using a delta approach during the GAM analyses (e.g. Barry and Welsh, 2002). Within this framework, analyses were divided into two components: Firstly a presence-absence GAM was fitted to the environmental covariates of interest, assuming an underlying Bernoulli process (binomial distribution). Thereby the presence-absence variable $y_i$ was modelled in terms of covariates using a logistic link function, after having been defined as:

$$y_i = \begin{cases} 1 & y_i > 0 \\ 0 & otherwise \end{cases}$$

Secondly, the non-null catches were subset and modelled separately as abundances, conditional on the catch being greater than zero (i.e. the tuna species being present). As the CPUE abundance measure is in weight (tonnes/fishing days) and after some initial exploration of results with different distributional assumptions, a continuous gamma distribution was chosen, rather than discretization of the data to be able to employ discrete distributions such as the zero-truncated Poisson or negative binomial.

Before running the GAM models, relationships among potential environmental
predictors were explored by pairwise scatterplots and non-parametric Kendall’s tau correlation coefficients (e.g. Sokal and Rohlf, 1995). This allowed a priori identification of potentially redundant (highly correlated) variables and also provided insight as to linear or non-linear relationships among variables which would require exploration during model building.

Due to computational costs of working with large datasets, cubic regression splines (rather than thin plate regression splines) were used for one-dimensional smooth terms, and as the marginal bases to construct tensor products used for multivariate smoothing functions ('smoothing functions', 'smooth terms', and 'smooths' will be used interchangeably in the remainder of this study; Wood, 2006). Another parameter that needs to be chosen by the modeller is the basis dimension for each smooth (Wood, 2006). This parameter amounts to setting an upper limit to the degrees of freedom for each model term, which can act to limit the flexibility of the smooth in fitting the input data. During initial model exploration, the suggestion by Kim and Gu (2004) was followed in setting the basis dimension to $10^{0.2}$ where $n$ is the count of data. However in final models presented, basis dimensions were reduced in some cases, in order to reduce flexibility when smooths were otherwise too "wiggly" to allow meaningful interpretation.

As GAMs are a flexible semi-parametric technique and the use of large datasets favours statistical significance of variables, a stringent significance level of $\alpha=0.01$ was employed throughout the study. Non-significant variables were removed from models, while the Generalised Cross Validation score (GCV; Craven and Wahba, 1979) was used to choose among different model structures (Wood, 2006). Lastly, the motivation behind these analyses was to describe relationships between the environment and tuna catch data, which would be meaningful either in terms of catchability or habitat. With this in mind, smooths of environmental variables which were unstable among GAM models, or not meaningful in terms of tuna habitat or catchability, were additionally discarded.

Standardized deviance residuals were visually inspected for violations of model assumptions. Quantile-Quantile plots, histograms and scatter-plots of residuals versus the linear predictor, as well as response values versus fitted values, were plotted for abundance GAMs. Model checking with binary data is less straightforward, as the
distribution of their residuals will not be normal, even if the model is correct (Collett, 1991). Instead, a simple index plot of residuals was made to judge outliers and identify non-random trends over time. In addition, a bootstrapping method was used in which random binomial response fields were generated 100 times, with the same GAM fitted to these simulated data at each run, which allowed the estimation of confidence intervals of an empirical cumulative distribution function (CDF) of the (truly) binomial residuals (e.g. Wood, 2006). These simulations also allowed a variation of a runs test (Bradley, 1968) to be performed: As shown in Wood (2006), the number of runs in the model residuals were compared to those found in residuals from the 100 GAMs fitted to the simulated binomial fields, allowing assessment of whether these number of runs fell outside of the 3rd and 97th percentile, which would suggest a lack of randomness among residuals.

Results

Between 1981 and 2001 there were 18988 records of effort in combined French and Spanish purse-seine tuna fisheries data (aggregated per degree cell and month), which for skipjack and yellowfin tuna respectively, yielded 5660 and 6818 successful catch records of unassociated or free-swimming fish (referred to as FREE-schools or catches in the remainder of this study) and 16384 and 16249 successful catches of FAD-associated schools respectively. Here, and throughout the remainder of this thesis, a 'successful' catch refers to any non-null catch record for the species in question, for a given geographic cell and month.

Before exploration of GAMs, relationships between all pairs of environmental variables were explored: Scatter plots and correlation coefficients exposed some non-linear and linear relationships among variables (Figure 1), which exposes redundancy among highly correlated variables and potentially makes the model-fitting process numerically unstable and/or produces problems similar to over-fitting (Maunder and Punt, 2004). After exploration of many trial models, in which different covariates were included in combination or on their own, surface temperature, Z20, pseudo wind stress and mesozooplankton concentration were retained as the environmental variables included in the final models. The discarded variables were either correlated with one of these (but provided less convincing results than the kept variable), or produced unstable (among different models), non-significant or non-interpretable
smooths.

Results of GAMs containing only one-dimensional smooths (and associated with Figure 2-5), as well as their counterparts containing interaction factors, are summarised in Tables 1 and 2. By including interaction factors, the increase in deviance explained by models ranged between 0.7% and 3%.

**Residual Checking**

Residuals of presence-absence models adhere to the cumulative density function shape of simulated binary fields (Figure 2), although their residuals do not all fall within the 95% confidence intervals estimated from simulations. The confidence intervals in Figure 2 are very narrow due to the large dataset (N=18988) used in fitting the models. Index plots of deviance residuals do not show systematic patterns other than the intermittent clustering caused by annual fishing seasons. The number of runs in the residuals of presence-absence models reported, all fell between the 3rd and 97th percentile of those from the 100 simulated GAMs fit to the generated data, suggesting that the residuals of reported models were not significantly non-random.
Figure 1. Pairwise scatterplots and Kendall tau rank correlation coefficients between environmental variables prepared for potential GAM exploration. Salinity=surface salinity; Oxy_55=oxygen concentration at 55 m; PAR_55=photosynthetically active radiation at 55 m; MesoZoo=integrated mesozooplankton concentration (to 200 m); Wind stress=pseudo wind stress; Oxy_Z3.5=depth of 3.5 ml/l oxygen threshold; Z20=depth of 20°C isotherm. N=18988 for surface values, less for variables at depth (due to bathymetry limits).
Figure 2. Residual checking of presence-Absence GAMs. On left are plotted empirical cumulative density functions showing simulated 95% confidence intervals (red lines) and deviance residuals (black points), while on right are index plots of deviance residuals, ordered by time. The residuals relate to models of skipjack a) FREE-schools.
(sfree1p), b) FAD-schools (sfad1p) and yellowfin c) FREE-schools (yfree1p) and d) FAD-schools (yfad1p). Vertical dotted lines indicate the limits of 95% of residuals either side of the median. Black residual points and red confidence interval lines have been drawn with the same diameter.

Figure 3. Residual plots for abundance GAMs of skipjack a) FREE-schools (sfree1a), b) FAD-schools (sfad1a) and yellowfin c) FREE-schools (yfree1a) and d) FAD-schools (yfad1a).

Similarly, residuals of abundance GAMs do not show obvious violations of assumptions, although they are slightly skewed and not perfectly normally distributed (Figure 3). They show no pattern in mean or variance when plotted against the linear predictor. Alternate distribution families (including discretization of the catch weights and use of discrete distributions) were explored, as well as a variety of link functions, however none of these efforts provided an improvement in residual diagnostics.
Table 1. Results of presence-Absence GAMs. Terms other than the intercept and error \( (\beta_0 + \epsilon') \) have been included. Statistics related to the fit are listed below each term. For example, 's(cov)' and 'te(cov1, cov2)' indicate a one-dimensional smooth and an interaction tensor product smooth of two covariates respectively; underneath them are reported the estimated degrees of freedom and F statistic. '+cov' indicates a parametric term, underneath which three coefficients are reported: the estimate, standard error and t-value respectively. *** p<0.001; ** p<0.01; temp5=surface temperature; Z20=depth of 20°C isotherm; wind=pseudo wind stress; mesoZoo=vertically integrated mesozooplankton concentration; fad-/free-catch=corresponding catch of FAD or FREE schools.

<table>
<thead>
<tr>
<th>Model ID</th>
<th>Covariates and their statistics</th>
<th>Deviance Explained</th>
<th>Adjusted R-square</th>
<th>COV score</th>
</tr>
</thead>
<tbody>
<tr>
<td>sfree1p</td>
<td>s(SST) + s(Z20) + s(wind) + s(mesoZoo) + s(effort) + s(year) + pA_fadcatch</td>
<td>36.2</td>
<td>0.41</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>s(SST) + s(Z20) + s(wind) + s(mesoZoo) + s(effort) + s(year) + pA_fadcatch</td>
<td>36.9</td>
<td>0.42</td>
<td>0.78</td>
</tr>
<tr>
<td>sfree2p</td>
<td>s(SST) + s(Z20) + s(wind) + s(mesoZoo) + s(effort) + s(year) + pA_fadcatch</td>
<td>27.4</td>
<td>0.29</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>s(SST) + s(Z20) + s(wind) + s(mesoZoo) + s(effort) + s(year) + pA_fadcatch</td>
<td>29.5</td>
<td>0.30</td>
<td>0.58</td>
</tr>
<tr>
<td>sfad1p</td>
<td>s(SST) + s(Z20) + s(wind) + s(mesoZoo) + s(effort) + s(year) + pA_fadcatch</td>
<td>47.4</td>
<td>0.54</td>
<td>0.69</td>
</tr>
<tr>
<td>sfad2p</td>
<td>s(SST) + s(Z20) + s(wind) + s(mesoZoo) + s(effort) + s(year) + pA_fadcatch</td>
<td>44.4</td>
<td>0.43</td>
<td>0.48</td>
</tr>
</tbody>
</table>
Table 2. Same as for Table 1, but for abundance GAMs. N varies among different models and is listed in the table.

<table>
<thead>
<tr>
<th>Model ID</th>
<th>Covariates and their statistics</th>
<th>Deviance Explained</th>
<th>Adjusted R-square</th>
<th>GCV score</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>sfree1a</td>
<td>s(SST) + s(Z20) + s(wind) + s(mesoZoo) + s(effort) + s(year) + s(fadcatch)</td>
<td>25.4</td>
<td>0.16</td>
<td>1.56</td>
<td>5660</td>
</tr>
<tr>
<td>sfree2a</td>
<td>te(SST,Z20) + te(wind,mesoZoo) + s(effort) + s(year) + s(fadcatch)</td>
<td>27.4</td>
<td>0.15</td>
<td>1.55</td>
<td>5660</td>
</tr>
<tr>
<td>sfad1a</td>
<td>s(SST) + s(Z20) + wind + s(mesoZoo) + s(effort) + s(year) + s(freecatch)</td>
<td>28.4</td>
<td>0.21</td>
<td>0.84</td>
<td>16384</td>
</tr>
<tr>
<td>sfad2a</td>
<td>te(SST,Z20) + te(wind,mesoZoo) + s(effort) + s(year) + s(freecatch)</td>
<td>30.2</td>
<td>0.22</td>
<td>0.83</td>
<td>16384</td>
</tr>
<tr>
<td>yfree1a</td>
<td>s(Z20) + s(wind) + s(mesoZoo) + s(effort) + s(year) + s(fadcatch)</td>
<td>23.2</td>
<td>0.17</td>
<td>1.76</td>
<td>6818</td>
</tr>
<tr>
<td>yfree2a</td>
<td>te(SST,mesoZoo) + te(wind,Z20) + s(Z20) + s(mesoZoo) + s(effort) + s(year) + s(fadcatch)</td>
<td>25.8</td>
<td>0.19</td>
<td>1.73</td>
<td>6818</td>
</tr>
<tr>
<td>yfad1a</td>
<td>s(SST) + s(Z20) + s(wind) + s(mesoZoo) + s(effort) + s(year) + s(freecatch)</td>
<td>23.2</td>
<td>0.15</td>
<td>1.04</td>
<td>16249</td>
</tr>
<tr>
<td>yfad2a</td>
<td>te(SST,Z20) + te(wind,mesoZoo) + s(effort) + s(year) + s(freecatch)</td>
<td>25.2</td>
<td>0.16</td>
<td>1.03</td>
<td>16249</td>
</tr>
</tbody>
</table>
**SST**

French and Spanish purse-seine effort was recorded in surface temperatures ranging from ~24-32°C. Most of the SST plots (Figure 4, 5) suggest relatively flat or decreasing relationships with increasing temperature, except for the presence-absence models of FREE- and FAD-school skipjack, which suggest a peak at warmer temperatures (~28.5 and ~30°C respectively), with declines towards higher and lower temperatures.

**Z20**

The different models produced varying (and even opposing) Z20 relationships. All one-dimensional Z20 smooth terms involving FAD-associated schools were dominated by almost-monotonically-increasing slopes over the majority of well-sampled depths (Figure 4, 5). FREE-sCHOOLS revealed the same increasing relationship for the skipjack abundance GAM (sfree1a), the opposite (monotonically decreasing relationship) for the yellowfin abundance GAM (yfree1a) and seemingly a mixture of the two relationships in presence-absence GAMs (sfree1p, yfree1p), with an inflection point at a Z20 depth of about 130-145 m.

**Mesozooplankton**

As with Z20 relationships, the shape of mesozooplankton smooths are more consistent among FAD- than FREE-schools. The former are dominated by an increasing relationship with greater mesozooplankton concentrations, although this levels off (and perhaps decreases slightly in yfad1a) at higher concentrations. FREE-school smooths differ between presence-absence models and those for abundance: Mesozooplankton smooths of presence-absence models suggest the highest chance of a successful catch at low concentrations and are dominated by a decreasing relationship as concentrations increase. Abundance smooths of mesozooplankton also suggest decreasing catch rates at higher concentrations, but only after an initial peak between about 0.03 and 0.05 g/m².

**Wind**

Wind smooths display a generally decreasing relationship between pseudo wind stress and CPUE, or probability of a successful catch, but with some variation in the detail of the shapes. Both presence-absence and abundance smooths for yellowfin FREE-schools rise to a peak at 20-40 m²/s², before decreasing at higher values. The latter model's smooth is suggestive of increased abundances at high wind stress, although the widening confidence intervals do not allow confidence in this upward pattern.
Figure 4. Smooths and parametric terms from fitted presence-absence models without interaction terms. Each column represents one model, identified by its name above. # identifies parametric terms, whose y-axis label should read "partial for cov" instead of the y-axis label for smooths, "s(cov)". X-axes represent covariate values with units of °C (SST), m (Z20), g/m² (mesozooplankton), m²/s² (wind stress), years, fishing days (effort) and binary value for null/positive catch (free-/fad-catch). Y-axes represent smooth function units, centered and on the scale of the linear predictor.

Effort
There is a clear difference between effort smooths of presence-absence GAMs and those of abundance, with additional differences between those of FAD- and FREE-schools. All presence-absence effort smooths suggest a steep initial increase, which then levels off. Abundance smooths on the other hand start with a steep initial decrease, after which FREE-school smooths suggest an increasing and thereafter leveling-off relationship, while FAD-school smooths show a continuing, though markedly less-steep, decline as effort increases.

FREE- Versus FAD-catch
Incorporation of a term describing the catch success of the fishing strategy not being modelled as the response term (i.e. including a FAD-catch explanatory term when modelling FREE-catches/CPUEs and vice versa), provided a marked decrease in GCV score and increase in the model deviance explained (more pronounced for presence-absence models). In addition, these model improvements were consistently greatest if the term was included in the form of a parametric categorical (presence-absence) term for presence-absence GAMs, and as a continuous term of catch values for abundance GAMs. All models point to a decreased CPUE (or chance of positive catch) as this explanatory FREE-/FAD-catch term becomes greater (or positive for binomial models; Figure 4, 5). This decrease is more pronounced in yellowfin models than in those of skipjack tuna.

Year Effect
Smooth functions of the year effect reveal clear interannual variability (Figure 4, 5). Sometimes this variability seems to be super-imposed on an increasing linear trend (e.g. all skipjack models except the FREE-school presence-absence GAM), or on a regime-shift-like step (e.g. yellowfin presence-absence GAMs).
Discussion

Model Fields, Fisheries Data, GAM Application and Assumptions

The NEMO-PISCES hindcasts used here were the most recent simulations run at the highest resolution available. The physics and near-surface dynamics of these models have been shown to compare well to observations, especially in tropical regions (e.g. Vialard et al., 2001; Lengaigne et al., 2003; Faure, 2007). In addition, the surface chlorophyll fields have been shown to agree well with estimates from SeaWiFS sensors in most parts of the Indian Ocean: Assessing the seasonality and the accumulated chlorophyll of phytoplankton blooms to isolate areas with specific bloom characteristics, Koné et al. (2009) showed that results compare well between the model and SeaWiFS, with discrepancies mainly in coastal areas and some northwestern parts of the Arabian Sea, as well as a region around southern Madagascar. Focusing on the Seychelles-Chagos ridge area, Resplandy et al. (2009) show that intra-seasonal, seasonal and interannual variability of surface chlorophyll is well simulated by the model relative to SeaWiFS records. Although the short overlap of model outputs (1958-2001) and SeaWiFS (October 1997 onwards) makes comprehensive comparisons difficult, the results in Koné et al. (2009), Resplandy et al. (2009) and Chapter 2, suggest that surface biogeochemical dynamics are being adequately simulated in the model to provide realistic estimates of regional chlorophyll changes. If biogeochemical dynamics are well simulated in hindcasts, it provides confidence to using outputs of mesozooplankton as a proxy of tuna prey (and their food), even though detailed validation of these fields has not taken place. Some previous comparisons of pelagic predator catches with the environment have attempted to include measures of available prey, by either applying a temporal lag to phytoplankton production (Garcia and Cota, 1996) or to physical fields (e.g. Bigelow et al., 1999; Maury et al., 2001a) which could represent the time needed for trophic transfers of energy and/or aggregation of prey organisms, following changes in the physical environment or productivity. Bertignac et al. (1998), Lehodey et al. (1998), Maury (1998) and Maury et al. (2001b) have shown how modelling the trophic conversion of primary productivity to secondary production, while taking into account its redistribution by currents and random diffusion, can provide estimates of potential
tuna forage which match up well to historical catch rates. The model used here is more detailed than these, explicitly modelling dynamics involved in physiological processes (including ingestion/assimilation, growth, maintenance, reproduction, mortality) and predator/prey relationships, that control the flow of energy to higher trophic levels, as well as the physics and three-dimensional redistribution of organisms. Such modelled fields are certainly our best estimates of zooplankton biomass at ocean-basin scales. Yet one has to acknowledge that the mesozooplankton outputs have not been adequately validated and so interpretations from their analysis need to be made with this uncertainty in mind.

French and Spanish catch statistics were used in this study, as they are among the purse-seine datasets that have been most thoroughly interrogated and are judged to be of reliable quality, make up a significant proportion of Indian Ocean catches, and provide good temporal and spatial coverage of historical purse-seine activity (A. Fonteneau, personal comment). The catch-by-size records available from the same fleets are at a coarser spatial resolution (5° by 5°), but were downscaled to the 1° by 1° cells in an a priori decision to separate mature (>1 m) and immature (<1 m) yellowfin tuna, as different life-stages could have differing habitat preferences. The initial results however showed no clear differences or advantage to making this distinction and therefore it was discarded. A difference in fishing strategy and gear (if artificial FADs are considered part of fishing gear) separates FAD-associated catches from those made on unassociated schools, and will likely modify the catchability constant (q; e.g. Maunder and Punt, 2004). Therefore an a priori decision was taken to investigate FAD- and FREE-catches separately.

A common problem of analysing catches of oceanic predators, is the handling of a large number of zero- or null-catches (e.g. Bigelow et al., 1999; Punt et al., 2000; Shono, 2008). Simply discarding these zero-records can bias results (inflating catch rates), while adding a small constant to each catch value may be inappropriate and difficult to interpret, in that the size of this constant may influence results obtained (Maunder and Punt, 2004). When dealing with null-catches, it is important to consider the process that brought them about. If for example, the same process is responsible for both null-catches and non-null records, then the use of (discrete) distributions, which expect zero-values, or modified distributions that expect an inflated number of zero-values, may be appropriate (Maunder and Punt, 2004).
In the present study however, effort was recorded separately to catches and there is unfortunately no differentiation between effort directed at FAD-associated or FREE-schools. As a result, all FAD- and FREE-catch records, if assessed separately, are potentially associated with a proportion of 'indistinguishable' effort, that was actually directed at the 'other' fishing method not under consideration. This extra effort results in an artificial inflation of null-catches, as records of (undifferentiated) effort are recorded where there may have been no effort directed specifically at the FREE- or FAD-catch under assessment. The delta approach was therefore employed, so that the presence/absence response (containing the inflated zeroes) was modelled, and thereafter abundances (CPUE) were modelled separately, on condition that a positive catch was present.

GAMs are highly flexible relative to linear regression techniques and as a result require special care in their application. Redundant (highly correlated) environmental variables and those that were unstable (among different model designs), were discarded. Residual plots, as well as the GCV score and total deviance explained, were consulted throughout the development of models, with the ambition towards optimizing these. The models presented above, are however not those that could explain the highest deviance possible with all available significant covariates included. Rather, they represent those which explain the highest deviance, while limited to relationships (and interactions) of covariates that are meaningful to interpret in terms of tuna abundance or catchability effects.

Residual plots, and comparisons with simulated (true) random binary residuals, were employed to assess presence-absence models. As is commonly the case with biological and environmental data (Bakun, 1996), efforts to find the best distribution, link function and model design, did not yield perfectly distributed residuals. The presence-absence residuals lie partially outside the simulated 95% confidence intervals of the empirical CDF (Figure 2), while those from abundance models suggest a slight skewness (Figure 3). However none of the residual checks identified an alarming feature, which would identify a clear violation of assumptions. Therefore the model results should be interpreted cautiously and interpretative emphasis has been reserved for covariate patterns that are highly significant and/or consistent among different models.
The inclusion of two species, separate examination of FAD- versus FREE-catches and the use of a delta approach to investigate both presence-absence as well as abundance models, has resulted in a multitude of models, residual plots and covariate relationships to report on. However this strategy has allowed the results and covariate relationships to be approached from a number of different perspectives and led to productive comparisons yielding insights that would not have been forthcoming from only one model or perspective. As it is the shape of the tuna-environment relationships that are of greatest interest here, and in order to discuss interpretations of the covariate relationships efficiently, a strategy has been taken to do so one covariate at a time, rather than to report and discuss each model separately and potentially repeat similar discussions several times.

Comparison of FREE- Versus FAD-results
An a priori hypothesis was that FAD-associated catches would not be as instructive as FREE-catches in describing tuna habitat, as FADs modify the free-swimming behaviour of open-ocean predators (Dempster and Taquet, 2004) and therefore might bias or cloud the environmental preferences of fish caught underneath them. FREE-schools, on the other hand, are caught roaming their habitat in an unrestricted manner. Surprisingly, results revealed the opposite: FREE-school catches or CPUE seem to be largely influenced by catchability effects, while those of FAD-associated schools mostly show environmental relationships indicative of habitat preferences. This unexpected result can be explained in terms of spatial scales.

A FAD undoubtedly modifies tuna behaviour and attracts or aggregates them, as evidenced by tracking experiments (e.g. Ohta and Kakuma, 2005; Dagorn et al., 2007) and their widespread adoption to augment catches (Fonteneau et al., 2000; Moreno et al., 2007). Fish aggregate underneath the FADs, within the ~200-300 m reach of purse-seine nets, frequently in dense schools near the surface (Josse et al., 2000). This aggregating behaviour under the FADs seems to reduce the importance of catchability effects, which are often related to the vertical escape of fish or a reduced efficiency of fishing gear (e.g. Evans et al., 1981; Maury et al., 2001a). However FADs can act only on the available background tuna abundance and attract fish from a finite (and relatively small) area. If habitat conditions are unsuitable, then there would be a smaller pool of background tuna abundance for FADs to act on and these FADs would
attract proportionately fewer tuna than those in areas of 'good habitat'. The FADs thus act to filter out much of the catchability signal, bringing to the fore the environmental preferences or abundance relationships, which are otherwise masked by the former.

In addition to likely accumulating greater numbers of tuna, the FADs drifting in 'good habitat' (tuna-rich waters) will replenish aggregations faster after having been fished, simply due to the greater rate of encounters between FADs and higher densities of tuna. Therefore one is likely able to successfully fish FADs in rich tuna grounds more frequently, in addition to obtaining larger yields per set. So although they modify fish behaviour at small spatio-temporal scales, at the larger scales of consideration here (1° by 1° and monthly), FAD catches effectively remove (some) catchability factors seen in FREE-schools, seemingly acting as efficient 'samplers' of the background tuna environment and thereby revealing habitat or abundance relationships.

**SST**

Temperature is the environmental variable most commonly compared to tuna catch rates or tracked movements, likely because it is one of the most well-sampled variables in the ocean. It is also well-established as having important physiological implications to tuna (Dizon et al., 1977; Barkley et al., 1978; Sharp and Dizon, 1979) and thereby imposes restrictions on their horizontal and vertical distribution ranges.

Barkley et al. (1978) experimentally determined the temperature range of captive skipjack tuna to be about 18-30°C. The authors suggest smaller fish would be comfortable in the upper part of this range, often swimming near the surface in warm tropical waters, while large individuals would prefer temperatures as low as 20°C and therefore would inhabit greater depths in the same tropical regions (see also Neill et al., 1976). Consistent with those estimates, Andrade and Garcia (1999) showed that off the Brazilian coastline, Japanese pole and line catches of skipjack took place in waters of 17-30°C with highest CPUEs common in 22-26.5°C. Within the Indian Ocean, there seem to have been no published studies using tracking data or employing fisheries catches, which have compared skipjack distributions or movements to their SST environment.

Yellowfin tuna inhabit tropical waters similarly to skipjack, although with their larger thermal inertia (size) and more sophisticated thermoregulatory abilities, are able to
extend their ranges to cooler waters than do skipjack (Graham and Dickson, 2004). Inspection of Japanese longlining data in Wise et al. (2002) show that catches of yellowfin have been made at SSTs of ~14-32°C in the Indian Ocean, although the extremities of this range are perhaps slightly exaggerated by the coarse resolution (5° by 5°) of the catch and effort data. Maury et al. (2001a) suggest that the majority of yellowfin catches in the Atlantic Ocean take place in surface waters of 25-30°C, while adult fish prefer surface temperatures of 26-29°C and juveniles appear to favour those warmer than 27°C.

Taking into account the above ranges, one could expect a dome-shaped response of purse-seine catches to surface temperature, with the peak corresponding to the preferred temperature range of the species under consideration (though perhaps shifted slightly to the right, as caught fish are not necessarily inhabiting only the very surface), as seen in Andrade and Garcia (1999) and for larger yellowfin in Maury et al. (2001a). However this was not the case here. Only skipjack presence-absence models (sfree1p and sfad1p, Figure 4) suggested peaks of successful catches (at ~27-30°C), with decreases above and below. The remaining temperature smooths were relatively inconclusive, or for yellowfin catches suggested decreasing relationships as temperature increased (Figure 4, 5). The lack of expected temperature relationships is however not surprising, given the fact that only a relatively narrow (and warm) range of tropical waters was sampled by the purse-seine fleets (~24-32°C). The coldest surface waters fished are above those recognised as representing a limit to either skipjack or yellowfin tuna (Graham and Dickson, 2004). The highest temperatures are however above the upper limits of both species (e.g. Barkley et al., 1978; Sharp and Dizon, 1979) and congruently, three of the four presence-absence models suggest relatively steep decreases at highest surface temperatures. The lack of meaningful SST relationships with Brazilian longline catches in the equatorial Atlantic (Zagaglia et al., 2004), may similarly be due to the narrow SST range (25-29°C) sampled and its correspondence with SSTs typically associated with yellowfin distributions (e.g. Maury et al., 2001a).

When comparing SSTs to tuna catches, one has to bear in mind that outside of the coolest extremities of their range, the actual surface temperature is likely less consequential compared to the vertical temperature profile, considering that tuna would rarely be swimming right at the surface, unless there is a constraint forcing
them upwards from below (such as a steep, shallow oxycline). From a habitat suitability point of view, it is the vertical temperature profile which potentially limits a tuna's habitat volume (e.g. Maury, 2005), and perhaps more importantly, access to below-surface prey resources. This point is supported by the fact that interactions of surface temperature and Z20 were found to be highly significant and frequently led to the greatest explanation of model deviance (Table 2).

**Z20**

As touched on above, thermocline depth plays a potentially important role in controlling the vertical behaviour of tropical tuna (e.g. Brill et al., 1999). As a result, it can limit their habitat volume (e.g. Bertrand et al., 2002b), as well as affecting their catchability due to the depth-specificity of fishing gear. A shallow thermocline for example should concentrate yellowfin and skipjack tuna closer to the surface; an effect that has been demonstrated by negative relationships between surface gear catch rates and thermocline depth (e.g. Maury et al., 2001a). Deeper-targeting longline gear on the other hand, would likely produce the opposite (increasing) relationship between catch rate and thermocline depth, as confirmed by Maury et al. (2001a).

A mixture of positive and negative Z20 relationships emerged from the current analyses (Figure 4, 5), even though only purse-seine (surface) catches were being investigated. As a (concentration of fish in upper layers) catchability effect, should drive a negatively-sloping Z20 relationship, the positively-sloping smooths seen in all models of FAD-associated catches, as well as the skipjack abundance model of FREE-catches, are interpreted as a greater local abundance of fish in a deeper habitat. All other things being equal, a deeper thermocline should allow better access to prey resources which attempt to escape predation by avoiding sunlit surface layers. Supporting this line of thought, Lehodey et al. (1997) showed that skipjack catches in the western Pacific were greatest in the equatorial warm pool, which has warm surface temperatures and a deep thermocline. The above finding has important implications in the assessment of tuna habitat quality, both in terms of management and predictive ability, as it suggests that deeper thermoclines (or greater habitat volumes) are beneficial to skipjack and yellowfin tuna. The limit of a 'habitat volume', as related to vertical profiles of temperature and oxygen, has been applied to in situ data (e.g. Bertrand et al., 2002b) and in modelling studies (e.g. Dueri and Maury,
2010). However the GAM relationships presented here are the first empirical evidence (as far as the author is aware) that greater tuna abundances are related to a deeper thermocline.

Abundance GAMs of unassociated (FREE) yellowfin catches showed a negative Z20-CPUE relationship, indicative of a catchability (concentrating) effect of Z20. Presence-absence models of both skipjack and yellowfin suggest a mixture of the decreasing catchability effect, and dominating at deeper Z20 depths, the increasing habitat/abundance relationship. Why do the different models express the catchability or habitat effect to differing degrees? One obvious feature is that all FAD-associated models reveal a positive habitat effect of Z20, while FREE-catches produced variable and a mixture of relationships (Figure 4, 5). As discussed previously, catchability effects seem to be expressed more strongly in GAMs of unassociated (FREE) catches, while such effects are largely filtered by the modified behaviour of FAD-associated tuna, thereby revealing the abundance/habitat effects.

Why do skipjack and yellowfin FREE-school CPUEs reveal opposite relationships with Z20? Due to their lesser thermoregulatory abilities and smaller thermal inertia compared to larger yellowfin tuna (Graham and Dickson, 2004), skipjack distributions may react more strongly to habitat volume (Z20 depth) than do yellowfin, which have a capacity to dive well below the thermocline for brief periods (Dagorn et al., 2006; Schaefer et al., 2007). Comparing the remaining models, the positive habitat relationship does seem to be more pronounced for skipjack tuna than for yellowfin. In addition, there could feasibly be a difference in the flight behaviour of the two species. Due to their greater diving abilities, yellowfin may have a strong downward-fleeing escape instinct when they sense danger (e.g. in the form of enclosing nets and engine noise), whereas skipjack may behave differently in their flight response. If the diving (e.g. thermoregulatory or low-light sight) abilities of their predators are more advanced than those of skipjack, there would be less evolutionary pressure to flee downwards, which might explain a weaker catchability relationship seen with thermocline depths.

The presence-absence model of yellowfin FREE-schools (and to a lesser degree skipjack) show an interesting mixture of the negative catchability effect and positive habitat effect, with a clear inflection at just under 150 m. Considering that purse-seine
nets have a finite depth limit, it is quite likely that there would be a threshold thermocline depth, above which a shallower tendency would increasingly concentrate fish within surface layers, increasing chances of a successful catch, while below the threshold depth, there would be no further decrease in catchability and a positive habitat effect might become the dominant factor as the thermocline depth increases further.

Mesozooplankton

Forage is recognised as one of the environmental parameters that is potentially most important to tuna distributions and is likely to impact their behaviour and distribution on a wide range of spatio-temporal scales (e.g. Blackburn and Laurs, 1972; Lehodey et al., 1998; Lehodey, 2001; Maury et al., 2001b; Bertrand et al., 2002a; Fonteneau et al., 2008; Dueri and Maury, 2010). Tracking experiments together with coincidental acoustic surveys of the water column, have revealed how tuna adjust their swimming depths and diving behaviour in order to exploit prey aggregations (e.g. Josse et al., 1998), commonly leading to diel patterns in their vertical positioning as they track the movements of the deep sound-scattering layer (e.g. Musyl et al., 2003; Weng et al., 2009). Stomach content analyses are useful to shed light on prey preferences (e.g. Ménard et al., 2000; Potier et al., 2007) and together with the use of acoustic and experimental longline surveys, Bertrand et al. (2002a) managed to describe the pelagic prey environment, together with behavioural and trophic interactions of three tuna species in French Polynesia. As was concluded in the same paper, the passive longlining gear used was providing biased samples of mostly unsatiated individuals, and seemingly not sampling tuna in dense prey patches effectively, suggestive that longlining data may not be suitable for describing tuna forage relationships.

Due to an almost complete lack of data on tuna prey abundances or distributions, evidence of broadly-applicable functional relationships between pelagic predators and their forage have similarly been lacking. Authors have attempted to incorporate estimates of trophic productivity in comparisons with fisheries data, by including chlorophyll (or primary production; e.g. Zagaglia et al., 2004; Zainuddin et al., 2006; Song et al., 2009), sometimes with a time-lag (e.g. Garcia and Cota, 1996). However none of these studies succeeded in providing a convincing functional response of tuna catches to productivity.
In the current analyses, mesozooplankton smooths showed notable similarities within FAD-associated models, less so within FREE-associated relationships, and only slight differences between species (Figure 4, 5). All FAD-associated models suggest an increasing, and then levelling off, relationship between catch rate (or chances of positive catch) and mesozooplankton concentrations. Assuming tuna follow an ideal free distribution (Fretwell and Lucas, 1969; i.e. that tuna density is proportional to the GAM smooth), the shape of these relationships are suggestive of a Holling type II functional response to tuna forage (Holling, 1959), which is assumed in theory (Gamblin et al., 2004; Dueri and Maury, 2010), but for which empirical evidence has not been shown before (as far as the author is aware).

Considering the importance of food resources to the high metabolism of tuna, the initial increasing slopes seen in the mesozooplankton relationships of FAD-associated models are not surprising: Areas with higher tuna forage would be expected to sustain higher tuna densities. However this increasing relationship then levels off and even shows signs of decreasing at highest mesozooplankton levels (Figure 4, 5). The levelling-off and decreasing parts of the relationship might be explained by the fact that highly productive waters may often be hostile to tuna in respect to other environmental variables. Surface-feeding tuna such as yellowfin and skipjack are visual predators (Lehodey, 2001) and thus likely avoid turbid productive waters. In addition, highly productive regions are commonly fuelled by cold upwelling waters and/or may exhibit low oxygen concentrations near the surface, both of which would provide hostile environments to tropical tunas.

Presence-absence models of FREE-catches suggest that the chance of a successful catch decreases as mesozooplankton concentrations increase (Figure 4). Corresponding abundance models (sfree1a, yfree1a; Figure 5) also suggest a decreasing relationship at mesozooplankton concentrations higher than ~0.1 g/m². These negative slopes could be interpreted as a modification in behaviour by unassociated schools, which reduces their catchability as mesozooplankton increase (despite the assumedly greater tuna abundances as interpreted from the FAD-associated smoothing functions).

For example, the negative slope could be explained if the large FREE-schools targeted by purse-seiners, are predominantly made up of spawning adults (as is believed for
yellowfin catches; A. Fonteneau, personal comment), which are made more vulnerable as a result of their spawning behaviour. Spawning aggregations likely respond differently to mesozooplankton densities than non-spawning schools. As put by Blackburn and Williams (1975): "Skipjack may be distributed according to the environmental requirements of their larvae when spawning and according to their own feeding requirements when not spawning". Spawning individuals might for example, search out regions of low mesozooplankton concentrations, as these likely provide lower predation pressures on developing eggs. Evolutionary development of such a strategy would, of course, require that once hatched, larvae would find adequate food resources in these unproductive regions to survive, or perhaps more likely, that the eggs would encounter more productive downstream food resources (e.g. oceanographic fronts or eddies) by the time that hatched larvae required food intake. Evidence supportive of the above theory, is the fact that average tuna sizes caught from FREE-schools are indeed notably larger for yellowfin (and slightly larger for skipjack), than are FAD-associated catches (Anon, 2009b).

The interesting non-linear smooths shown here between purse-seine catches and the mesozooplankton proxy of forage abundance, are (to the author's knowledge) the first time such predator-prey functional relationships have been shown from commercial tuna catches. Of course they need to be treated with appropriate caution, considering the uncertainties of mesozooplankton fields. Zagaglia et al. (2004) did show a marginally significant negative relationship between catch rates of yellowfin and remotely sensed chlorophyll using Brazilian longline data in the equatorial Atlantic. Although suggesting this relationship was not key in affecting yellowfin distribution, the authors noted that it might be caused by a preference for clearer waters. Given the low range of chlorophyll values in their study (mostly <0.4 mg/m$^3$) however, this explanation seems unlikely.

**Wind**

Evans et al. (1981) showed how wind speeds in excess of 8 m/s were accompanied by a reduced success of purse-seine sets in the eastern tropical Pacific. Subsequently other authors have included wind in their assessment of fishery data (e.g. Maury et al., 2001a; Zagaglia et al., 2004; Bigelow et al., 2006), due to its potential effect on gear or fishing efficiency. The effect of pseudo wind stress on CPUE and probabilities of a positive catch in GAMs reported here, was generally negative, although the shape
of non-linear smooths was not consistent among models (Figure 4, 5). Not surprisingly, most presence-absence models showed sharply declining chances of a positive catch at highest values of pseudo wind stress (Figure 4), although the same effect is not seen in abundance models (Figure 5).

Even though strong winds (and accompanying rough seas) very likely have a significant effect on fishing efficiency (thereby catchability), and also the ability to visually detect surface schools of tuna, an accurate description of these effects is unlikely to come from comparisons with monthly-aggregated wind fields. A case in point is that abundance models are based on only successful monthly 'samples' of purse-seine activity, and yet the range of pseudo wind stress values recorded is similar in abundance FAD-school models to those of presence-absence models (which have many unsuccessful records, of which some could be expected to be due to bad weather; Figure 4, 5). Wind strengths are commonly highly variable and extreme events occur on the order of days or shorter. Therefore average wind stress over a month will give only a very rough guide as to how many 'fishable days' there were, or how the efficiency of fishing attempts might have been affected during that month. This lack of adequate resolution, combined with the fact that the fishing fleets largely target certain species and fishing modes (FAD-/FREE-schools) in specific regions and during certain seasons (with specific wind regimes), might explain some of the unaccounted patterns seen in pseudo wind stress smooths, such as the unexpected (increasing) relationship seen in yellowfin FREE-school CPUEs (yfree1a).

**Additional Variables**

Although several additional environmental variables were initially explored (e.g. Figure 1), they were correlated with and superseded by those discussed above, or did not provide meaningful relationships interpretable in terms of catchability or habitat. The lack of results are of some interest in themselves, while some of the discarded variables did show potentially interesting relationships.

Although salinity has been suggested to play a potential role in tuna distributions (e.g. Bigelow et al., 1999; Maury et al., 2001a), the smooths emanating from analyses here (not shown), though significant, were not consistent among models and did not provide any indication of being interpretable in terms of tuna behaviour or catchability. Their significance was likely due to the spatially structured fisheries catches occurring.
on background basin-scale salinity patterns.

Oxygen undoubtedly plays an important role in limiting the vertical habitat of tuna (e.g. Barkley et al., 1978; Brill, 1994), at least in low-oxygen regions (Stramma et al., 2008). However smooths of oxygen concentration at 55 m were relatively flat and did not offer meaningful insights (not shown). On the contrary, the threshold depth of 3.5 ml/l oxygen (estimated to provide a lower limit to both yellowfin and skipjack tuna; Barkley et al., 1978; Evans et al., 1981; Brill, 1994) provided some significant and meaningful relationships (not shown). However as the thermocline is involved in stratification, which in turn affects the oxycline (Ingham et al., 1977), the depth of the oxygen limit was highly correlated to Z20 depth (Figure 1). The smooth of the oxygen threshold often became far more meaningful and significant only after removal of the Z20 term, and almost invariably showed a similar shape as had Z20 before removal. On the contrary, inclusion or removal of the oxygen threshold covariate did not impact much on the Z20 smooths, hence these were retained as the more stable and preferred explanatory covariates. The effect of Z20 and the depth of the oxygen threshold seem similar, but due to the correlation of these two covariates, confident separation of their individual role on fisheries catches may be difficult and provides a potential avenue for future research.

**Effort**

Presence-absence models suggest that chances of a successful catch sharply increase with increasing effort, although this effect quickly levels off (Figure 4). A very similar effort smooth was shown by Maury et al. (2001a) for young yellowfin tuna in the Atlantic Ocean. Using an advection-diffusion-reaction model and simulating fishing effort, Maury and Gascuel (2001) subsequently demonstrated how the heightened efficiency in locating fish aggregations due to cooperation (and/or spying) among fishing vessels, could be responsible for such non-linear relationships between CPUE and effort. The patchy nature of tuna aggregations (e.g. Fonteneau et al., 2008) means that one vessel searching a region of ocean will be less effective at finding a concentration of tuna than (for example) five vessels searching the same region. If the vessel which finds the concentration, immediately attracts the other vessels towards the tuna aggregation, the average 'unsuccessful' searching time of vessels will be dramatically shortened, compared to if each vessel carried on searching based on its own (spatially-limited) intelligence. Such cooperative (and/or spying) behaviour
of vessels is clearly demonstrated by the example documented in Fonteneau et al. (2008) and likely leads to hyperstability of the stock (Gaertner and Dreyfus-Leon, 2004), a situation in which CPUE indices would decrease more slowly than true abundances (Hilborn and Walters, 2004).

As FADs aggregate tuna from the surrounding background population and are monitored or tracked by vessels (Fonteneau et al., 2000), they help tuna fleets locate and fish the available tuna concentrations in an area, thereby saturating (or levelling-off) the effort curve sooner than would be seen for FREE-school smoothing functions, where searching time is of greater importance. The effort smooths of FAD-catch models support such reasoning, as they level off more abruptly and earlier than those of the corresponding FREE-catches (Figure 4).

Inclusion of effort covariates in models of a CPUE response is not common, although it has been done before (e.g. Maury et al., 2001a; Fonteneau and Richard, 2003). Catch rate is commonly used as a measure of abundance and assumes that catches are proportional to the product of effort and fish density: $C = qEN$ (1), where $C$ is catch, $E$ is effort, $q$ is the catchability (or the fraction of abundance caught by one unit of effort) and $N$ is the resource abundance (Maunder and Punt, 2004). CPUE is then rewritten as $\frac{C}{E} = qN$ (2) and including an effort covariate when modelling CPUE, therefore implies a remaining effort term on the right side of equation (2) and/or a quadratic effort term in (1). What abundance GAM results shown here and elsewhere (Maury et al., 2001a) suggest, is that catchability ($q$) is not independent of the effort term and that even after catch has been standardised (divided) by effort, there remains a non-linear effect of effort in the catchability constant, which is ignored by most fisheries scientists.

All abundance models show a very steep initial decline in effort smooths (Figure 5), which is likely caused by exceptionally high CPUE values at lowest effort values (causing inflated average CPUE at low effort; not shown). These exceptionally large CPUE values might be due to the stochastic nature of purse-seine catches, together with the temporal structuring of effort into calendar months: There will occasionally be a degree square and month sample, where very low effort (perhaps a single purse-seiner crossing a relatively small area/corner of a grid square) happens to result in
one or more successful purse-seine sets, causing an exceptionally high CPUE for that month and cell. However in an unbiased sampling design, such a stochastic effect would be counter-balanced by a proportionately greater number of small or zero-catches at low effort values. The fact that this is not the case, strongly suggests there might be either a) an under-reporting of small effort values when catches are insignificant or unsuccessful, or b) a bias towards under-estimating effort at small values, so that average CPUEs are artificially inflated at the low effort values. Whatever the cause may be, this artificial bias should be taken into account in the use of these data and its importance to stock assessments and other statistical investigations of CPUE should be further evaluated. Models that excluded low-effort CPUEs (not shown) revealed very similar smooths to those shown in Figure 4, except that they lacked the initial steep decline in effort smooths. It seems therefore, that the non-linear effort smooths in Figure 4 are adequately describing, and thereby accounting for, the CPUE bias at low effort values.

If one ignores (or removes) the initial declines in effort smooths discussed above, the remainder of each smooth is more comparable to those of presence-absence models. The same cooperation and/or spying effect could explain unassociated abundance smooths, which suggest a positive, but levelling-off relationship of CPUE with effort, similar to, though not as steep as those seen in presence-absence models. FAD-associated abundance models however point to a decreasing CPUE with greater effort, which seems more pronounced for skipjack than yellowfin CPUE. As FADs act to concentrate fish from the surrounding environment and equally concentrate purse-seine sets spatio-temporally around themselves, a local overfishing effect (decreasing slope in effort smooths; Maury and Gascuel, 2001) is more likely to emerge from these catch data by two potential means: 1) As the density of vessels increases within a region, the frequency of purse-seine sets on FADs in that area is likely to rise and the FAD-associated fish community has less time to recover between sets, resulting in lower yields per set. 2) As the FADs efficiently aggregate fish from the surrounding environment, in effect greatly increasing the tuna catchability and therefore efficiency of purse-seiners, overfishing or depletion of local (or even regional) tuna abundances is likely to take place at far lower effort of fishing days than for FREE-catches. Unfortunately the difference in average CPUE between FAD-associated and FREE-school fishing, cannot be accurately calculated from the current dataset, due to the unspecified effort. This is undoubtedly a great disadvantage to making comparisons
between FREE- and FAD-associated catch statistics and such details need to be secured from the fishery in future.

**Year Effect**
GAMs and GLMs (generalised linear models) are commonly used to standardize nominal CPUE, in order to produce CPUE time-series that are more representative of true stock abundances, by accounting for spatio-temporal, gear-related and/or environmental biases (e.g. Maunder and Punt, 2004; Su et al., 2008). However standardisation of CPUE was not the aim here and would have demanded more rigorous attention to statistical details, different priorities in model design and covariate selection, besides greater attention to the difficulties in using CPUE as a measure of stock abundance (e.g. Harley et al., 2001; Maunder et al., 2006; Rouyer et al., 2008). Instead, a year-effect was included in the GAMs, specifically allowing for the greatest degrees of freedom for this covariate, so that the most flexible smoothing function is allowed to emerge from the fitting procedure, in an attempt to remove inter-annual biases that could otherwise confound the environmental relationships of interest. Effects of interannual environmental variability, changes in targeting strategy, as well as changes in the efficiency of fleets and their gear, should largely be accounted for by this strategy.

**FREE- or FAD-catch**
Due to the lack of differentiation between effort directed at FAD- or FREE-schools, the total effort recorded has to be applied to both FAD- and FREE-catches. Besides causing an over-estimation of effort, this lack of resolution likely introduces a bias to results, as the proportion of effort directed at each of the two types of schools is unlikely to remain constant throughout the dataset.

To counter such a potential bias as best as possible, catches of FAD-schools (FREE-schools) were included as an explanatory covariate when modelling FREE-school (FAD-school) catch success or CPUE. In this way, the covariate provides information on the amount of effort attributable to each of the two fishing strategies, based on the basic assumption that catches are related to the amount of effort exerted to accomplish them. Similar approaches have been taken before in multi-species fisheries (e.g. Andrade et al., 2005; Su et al., 2008), in order to account for potentially unstable targeting strategies by fishers. As might be expected, the results of these covariates
pointed to highly significant decreases in the CPUE (or chances of positive catch) as the predictor variable increased (or became positive; Figure 4, 5). The inclusion of these predictor FREE- or FAD-catch covariates improved the fit and deviance explained by the models notably and acted to remove at least a proportion of the potential bias caused by the unspecified targeting of effort.

**Insights into Tuna Ecology and Behaviour**

The results from this investigation and their comparison with previous studies have allowed interesting insights into tuna ecology and behaviour and their interaction with purse-seine fisheries. Although tuna distributions can be related to surface temperature measurements (Maury et al., 2001a), such relationships likely only become clear when sampled SSTs extend to the limits (or beyond) of tuna temperature ranges. The vertical temperature profile is likely of far greater consequence to tuna behaviour and distributions: A shallower thermocline can act to trap skipjack and yellowfin tuna within vertical reach of the purse-seine nets - a catchability effect emerging mainly from FREE-school catches in this study. Countering this catchability effect however, it seems a deeper thermocline will on average mean greater vertical habitat and greater access to prey resources, leading to greater tuna abundances, as seen mainly in models of FAD-associated catch data. What is not seen in thermocline relationships shown here, is that the latter habitat effect likely has a maximum thermocline depth threshold, beyond which abundances would level-off and perhaps decrease again, due to the fact that the deepest thermocline depths are found in the unproductive oceanic gyre regions, which do not seem to support significant populations of yellowfin or skipjack tuna (Fonteneau, 1997). In certain low-oxygen regions of the oceans, the vertical oxygen profile likely plays a similar, but perhaps more critical role, to that of temperature and is expected to produce similar relationships in these regions (e.g. Prince and Goodyear, 2006).

For the first time (as far as the author is aware), a proxy of mid-trophic productivity has resulted in meaningful functional relationships in comparison with commercial fisheries data. These GAM relationships are suggestive of a Holling type II response curve, which has been employed in the modelling of tuna and other predator abundances (Gamblin et al., 2004; Maury et al., 2007), but up to now has not been demonstrated empirically. Certainly one has to acknowledge that the uncertainties in the mesozooplankton outputs have not been quantified and could therefore be
providing a biased picture. Phytoplankton fields seem to provide realistic views of the primary trophic level (e.g. Koné et al., 2009; Resplandy et al., 2009; Chapter 2), yet there are not comparable in situ datasets to verify basin-wide zooplankton fields and verification by cruise or station data were beyond the temporal scope of this dissertation. Instead, trust in the zooplankton relationships are based on confidence in phytoplankton fields and the model's skill at predicting the zooplankton biomass, by explicitly simulating physiological processes, predation and (active as well as passive) redistribution of biomass. As collection of basin-scale zooplankton data at high spatio-temporal resolutions is not yet a reality, simulated fields are likely to play a large role in future and concerted effort in their development and verification is vital for marine and fisheries science.

Besides the improved understanding of interactions between tuna catches and their environment, the kind of non-linear relationships described here can potentially provide very practical applications to resource management and conservation of open-ocean ecosystems. By isolating the environmental relationships that are interpreted as affecting abundances and applying them to environmental fields (measured in quasi real-time or simulated by forecast models), current or future changes in tuna habitat can be mapped. Such real-time (or forecast) habitat mapping could provide a vital tool for management of mobile no-take reserves, besides providing best estimates of how future climate change may impact on tuna habitats and distributions.

**Conclusion and Recommendations**

Contrasting FAD- and FREE-catch responses to environmental variables has been very useful in understanding and interpreting non-linear relationships revealed by GAMs. To the author's knowledge, this comparative approach has not been employed before and has demonstrated the value in assessing fisheries data from a range of perspectives, and of using flexible, non-linear modelling techniques in doing so. Future work on purse-seine catches needs to take into account the important differences between catches of FREE- and FAD-schools and how these impact on analyses and hypotheses being examined. Results presented here show that these two different fishing strategies can lead to greater differences in results and interpretations within a species, than the differences emerging between skipjack and yellowfin tuna.

Indian Ocean purse-seine catches investigated here, seem to confirm the importance
of three-dimensional habitat to skipjack and yellowfin tuna: The thermocline (and hence vertical thermal structure) can play an important role in catchability, as shown previously (e.g. Maury et al., 2001a). If this catchability effect is removed (by FADs) however, yellowfin and skipjack tuna abundances respond positively to thermocline depth, assumedly because colder sub-thermocline waters limit habitat depth and thereby access to food resources. This finding, together with the novel relationships between tuna catches (CPUE) and the mesozooplankton forage proxy, provide exciting new insights to tuna ecology and behaviour from commercial fisheries data.

In addition, this study has helped demonstrate the value in using realistic bio-physical ocean models in such investigations. Together with ever-increasing resolution and more accurate hindcasts of physical and biogeochemical dynamics, primary productivity and higher trophic levels, similar analyses promise to be an exciting and productive avenue of research in coming decades. However to match the increased access to more finer-scale environmental fields in future, and to allow increasingly accurate descriptions of tuna-environment relationships therewith, there is an urgent need for the collection and dissemination of detailed fisheries data at high resolutions (such as detailed set-by-set catch, effort, size and species information).

With ailing fish stocks globally (Worm et al., 2009) and the inherent difficulties in assessing and managing open-ocean fish resources (e.g. Miller, 2007; Cullis-Suzuki and Pauly, 2010), spatial protection of suitable habitats in no-take areas may be a promising sustainable solution that deserves attention (Game et al., 2009). Identifying or mapping these habitats in real time, or from forecasts, is one of the potential valuable applications of non-linear methods applied here, besides providing further insight into tuna ecology and behaviour. Furthermore, together with longer-term forecast simulations, these functional relationships might provide the best estimates of how habitats are likely to respond to future changes in climate. With growing food demands and greater pollution impacts from expanding human populations, our understanding of tuna habitat and how abundances and distributions are impacted by the environment, is likely a vital component in attempts to sustainably manage these resources over coming decades.
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Chapter 4

General Conclusion

Managing Ecosystems Sustainably in a Changing World

The aim of applied marine science, as with many other scientific disciplines, is to provide sound scientific evidence and develop robust constructs, which ultimately will inform decisions of how best to manage the interaction of humans with their marine environment. Due to the population explosion and the concomitant development of technologies that have allowed encroachment, exploitation and engineering of environments globally, people effectively interact with most of the biosphere (and many physical processes), reflecting an anthropocene epoch (Crutzen, 2002). Human-environment interactions are however mostly measured and/or managed at regional, national or even smaller scales. The spatial scale of this interaction, together with the economic incentives related to it, are likely some of the biggest factors that influence how challenging it is to successfully effect procedures that attempt to curb damaging or unsustainable practices. The greater the numbers of stakeholders, especially if they include different countries, cultures and associated priorities, the more difficult this management challenge becomes, as firstly consensus, and thereafter adherence or enforcement, needs to be achieved. A classic example of such a challenge is that of the global crisis of anthropogenic climate change. The management of tuna stocks, which range over entire ocean basins, is another large-scale and similarly challenging example (Miller, 2007).

In order to achieve the ideal, of basing on sound science, the decisions of how best to conserve ecosystems and manage resources in a variable and rapidly changing climate, two goals need to be addressed: 1) Changes in the physical environment need to be understood and predicted, and 2) the responses and interactions in biogeochemistry and ecosystems or resources, need to be described. While the two goals are commonly dealt with separately, they are in fact inextricably linked. Climate and physical variability impact heavily on biology (e.g. Bakun, 1996; Brander, 2010; Drinkwater et al., 2010), while there are also feedbacks on a wide range of scales, between the biogeochemistry or biology and the physical environment (e.g. De La Rocha and Passow, 2007; Lengaigne et al., 2007; Rodgers et al., 2008; Cermeño et
Due to these complex linkages and interactions, there is a need to consider systems with a more holistic approach; a strategy that has frequently been limited by a lack of data. As such, well-structured and carefully parameterised, coupled biophysical numerical models can help fill existing data gaps, providing an invaluable and rapidly-improving arsenal of tools and numerical fields, for understanding and predicting variability in environments and ecosystems.

Throughout this dissertation, hindcast outputs from a coupled bio-physical ocean model (NEMO-PISCES; Aumont and Bopp, 2006) were employed to provide a record of past environmental variability, much of which is not available from in situ datasets alone. As has been demonstrated here, such models allow (and are going to allow increasingly in future) exciting and novel avenues of research in marine science (and other realms), previously bounded by a lack of in situ data.

**Interannual Climatic Impacts**

Within the Indian Ocean, a large proportion of interannual variability is driven by the ocean-atmosphere interactions that characterise ENSO and IOZM events. These two climatic modes (and different combinations of their events) produce different patterns of predictable anomalies in large parts of the Indian Ocean, as seen in chapter two. While IO surface temperatures are largely controlled by ENSO-related dynamics, the thermocline (as estimated by Z20) is largely under IOZM influence. Because of the strong impact that thermocline depth has on primary productivity, IOZM equally has a dominant control on IO chlorophyll concentrations, causing regional and basin-scale re-arrangements of the basal trophic level, as shown in chapter two. These anomalous patterns of productivity assumedly filter through the food chains, influencing ecological processes in many different ways and impacting on resource populations. Therefore better descriptions and understanding of these anomaly patterns, together with models that are becoming more skilful at predicting the climatic events that cause them (e.g. Wang et al., 1999; Luo et al., 2007), can ultimately feed into meaningful pre-emptive management action and mitigation efforts.

Certainly the most novel and interesting results in chapter two, from a biological point of view, are the predictable patterns of chlorophyll anomalies. As phytoplankton form the base of food chains and direct the flow of energy through the ecosystem (Bakun, 1996), thereby affecting export production and carbon cycling (e.g. Cermeño et al.,
2008), understanding their responses to climatic events is crucial to many different aspects of resource management, conservation planning, and in predicting changes to the biological carbon pump (De La Rocha and Passow, 2007). Developing a more confident and detailed understanding of the regional phytoplankton responses to ENSO/IOZM events, such as investigating the changes in phytoplankton communities and quantifying changes in primary production, is an exciting and potentially valuable avenue for future research.

**Tuna and their Environmental Responses**

Their highly mobile lifestyle, demanding metabolism (Dickson, 1995) and well-documented physiological limitations (e.g. Neill et al., 1976; Block and Stevens, 2001; Graham and Dickson, 2004), mean that tuna are likely highly reactive to perturbations of their environment, perhaps especially to those that influence forage availability. Due to its strong influence on both thermocline depth and primary productivity, IOZM events likely have significant impacts on IO tuna. Notable changes in Indian Ocean purse-seine catches of tuna were seen in response to the 1997 El Niño–positive IOZM event (Marsac and Le Blanc, 1999), although to what extent these observed changes were driven by catchability effects or real changes in distributions, is difficult to ascertain. Similar zonal displacements in skipjack catches were shown in the western Pacific by Lehodey et al. (1997) and are interpreted as regional movements of tuna abundances in reaction to the ENSO-driven displacement of their preferred habitat of the warm pool. The results in chapter three reiterated how important the third dimension is to tuna habitat preferences and it is perhaps their preference of a deeper thermocline (shown in chapter three) that causes the skipjack stocks to follow the zonal changes in the western Pacific warm pool. Lehodey et al. (1997) note that the warm pool itself is relatively unproductive, however they reason that significant tuna forage is likely provided from the more productive upwelling region of the adjacent Pacific cold tongue.

However if an adjacent source of higher productivity were not available, how does one reconcile the two relationships, interpreted as habitat preferences, of greater tuna abundances with deeper thermocline depths and also with higher tuna forage concentrations? As seen in chapter two, a deeper thermocline largely translates to decreased chlorophyll productivity (see also Wiggert et al., 2009). However these two effects are not necessarily opposing, due to the fact that increased thermocline depths
and the resultant decrease in tuna forage (that assumedly follows a decrease in chlorophyll concentrations) will be temporarily displaced. Lehodey et al. (1998) and Maury (1998) for example, suggest time-frames of three to seven months for the conversion of primary productivity into tuna forage.

The differences between tuna-environment relationships gained from FAD-associated catches and free-swimming tunas in chapter three, highlight how FADs modify the tuna-fishery interaction via their effects on tuna behaviour. Fortunately for analyses here, this modification seems to act to remove (to a large extent), catchability effects that likely cloud habitat preferences in analyses of free schools. This finding has not been shown or discovered before (to the author's knowledge) and has important implications to any similar investigations that deal with similar purse-seine datasets. Even though they might be beneficial to analyses of catch data, there are multiple concerns of how FADs impact negatively on the ecology of target species, as well as that of the many by-catch species (e.g. Bromhead et al., 2000; Marsac et al., 2000; Taquet et al., 2007; Hallier and Gaertner, 2008). In addition, FADs greatly increase fishing mortality (raise efficiency) and heighten the likelihood of recruitment overfishing in larger species such as yellowfin and bigeye tuna (Bromhead et al., 2000). Therefore the continued wide-spread and largely unregulated use of FADs is a pressing issue, of which the effects on target species and ecosystems are not well researched and need greater attention (Dempster and Taquet, 2004).

**Future Research and Outlook**

An obvious next step to tuna-environment relationships described in chapter three, but which was not possible in the time-frame available, would be to apply the functional relationships that describe tuna habitat, to environmental fields of a different time-period and assess how such habitat suitability estimates compare to abundance indices. In addition, and especially if the prior comparisons provide confidence that habitat suitability is being adequately described by these functional relationships, application thereof in the same way, but to forecasts of NEMO-PISCES forced by IPCC SRES (Intergovernmental Panel on Climate Change, Special Reports on Emission Scenarios) predictions, could provide useful estimates of how tuna habitat will likely change under future climate change scenarios.

Of course these tuna-environment relationships can only aid forecasts of what
environmental changes might mean to tuna habitat, providing one part of the equation describing the future health and sustainability of tuna stocks. The other component consists of direct human impacts, chief among them fishing pressure. The human population and its anthropogenic impacts will continue to grow for decades to come, requiring ever greater efforts to maintain resources and ecosystems in a sustainable state. Therefore besides global climate change and the management of resources and conserving biodiversity, one of the greatest challenges facing our generation is to reduce and reverse population growth. In the mean time, one hopes that with an improved understanding and predictability of how climate variability will impact tuna populations, managers and politicians will have improved tools to make better decisions toward the long-term sustainability of ecosystems and resources, including how best to manage or curb fishing and other anthropogenic impacts. One concrete example by which these GAM relationships could aid such decisions, is by identifying favourable tuna habitat, in quasi real-time or from forecast models, which would allow the effective management of mobile protected areas in the open ocean environment. Trials of such ecosystem approaches to fishery management are overdue in the pelagic ocean (Game et al., 2009) and require urgent attention.
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