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COMPARING GARCH MODELS FOR GOLD PRICE DATA, USING A STATISTICAL LOSS FUNCTION APPROACH AND AN OPTION PRICING APPROACH

BLAKE CUNINGHAM

Abstract
Derivative instruments that rely on the price of gold are traded in large volumes. A significant number of these instruments are influenced by the volatility of gold price movements. Hence, it is important to understand the volatility of this commodity when developing successful trading and hedging strategies. In this thesis, use is made of various GARCH models that are evaluated using both in-sample and out-of-sample criteria. Thereafter, a basic options pricing straddle strategy is developed, to evaluate the performance of these models in pecuniary terms. The GARCH models that differentiate between positive and negative effects (skewness) outperformed those that made use of a symmetrical distribution in terms of both in-sample and out-of-sample tests; whilst the use of different distributions for the mean adjusted returns produced mixed results. When these models are incorporated in a basic options strategy it is shown that it is possible to derive a theoretical profit/loss for one of the parties, where the value of the theoretical profit/loss depends on the structure of the model that is employed.

1. INTRODUCTION

During the past year, when many financial assets have provided below average returns (as compared to recent decades), the price of gold has increased significantly, as many investors seek refuge from the effects of the recent global financial crisis.¹ This has resulted in significant changes to the composition of the gold market, as the demand for the commodity by investors has recently surpassed that demanded by jewellery manufacturers.² This change to the market has also impacted on the volatility of this commodity, as price movements are now largely influenced by speculative investors, who tend to trade more frequently. Understanding these changes in the volatility of this commodity is of great importance to traders, particularly those who are making use of derivative instruments (that are largely based on the volatility of the underlying asset).

To further our understanding of the volatility of gold price movements, this thesis makes use of various general autoregressive conditional heteroskedasticity (GARCH) models. Before fitting these models, the autocorrelation structure of gold

¹ Between 1 January 2010 and 31 December 2010 the price of gold rose by 23.6% (in US dollar terms), whilst the MSCI World Index rose by 9.1%.
² The Erste Group (2010:38) state that the current demand for gold by investors is 37%, compared to 4.7% in 2000.
price data and the distribution of the returns are investigated. It is noted that whilst the returns appear to be stationary, there is evidence of autocorrelation in the variance. In addition, the data also appears to have a leptokurtic distribution. Respective GARCH, EGARCH and GJR-GARCH models are then used to describe the volatility structure in the data.\(^3\) Each of these models is implemented using both normal distributions and student’s \(t\) distributions before they are evaluated using rigorous in-sample procedures. Thereafter, extensive out-of-sample evaluations are performed, using various loss functions.

As part of a final evaluation exercise, use is made of the GARCH models in a basic options pricing strategy to determine which of the models is able to generate the greatest profit margin for each of the respective investors (buy and sell side). This strategy makes use of a basic Black-Scholes framework for the derivation of a straddle trading strategy that is applied over short horizons. Hence, this investigation effectively seeks to determine whether the respective GARCH models are able to effectively price for the probability of large changes in the price of gold.

In the following section, the literature that is relevant to this investigation is reviewed. Section 3 describes the theoretical framework and section 4 describes the data. The programming code that is used to model the data is described in section 5 and a discussion of the results is contained in section 6. Section 7 describes the framework of the options strategy as well as the respective results. Section 8 concludes.

\section*{2. LITERATURE REVIEW}

The theoretical and technical groundwork for this thesis follows in subsequent sections. This section is just a brief review of the literature concerning the effectiveness of forecasting volatility with GARCH models.

Many papers report the persistence of volatility\(^4\), demonstrating that financial time series do indeed have model able volatility characteristics. However, the findings and opinions regarding the forecasting results were often sceptical about the ability of the GARCH models (Bollerslev and Anderson, 1998). These concerns primarily related to the GARCH models being able to explain very little of the variability in the \textit{ex-post} squared returns. Bollerslev and Anderson (1998: 886) made the point that comparing volatility forecasts to the \textit{ex-post} daily squared returns is not a good way to measure forecasting accuracy because of the noise associated with the measure. They suggested that higher frequency data was better, in the form of cumulative squared returns, and that the forecasting results using this measure were

\begin{itemize}
  \item \textbf{\textsuperscript{3} The GARCH model was originally developed by Bollerslev (1986), the exponential GARCH (or EGARCH) was developed by Nelson (1991), and the Glosten-Jagannathan-Runkle GARCH (or GJR-GARCH) was developed by Glosten, Jagannathan and Runkle (1993).}
  \item \textbf{\textsuperscript{4} Bollerslev, Chou and Kroner (1992); Bollerslev, Engle and Nelson (1994); Ghysels, Harvey and Renault (1996); Shephard (1996) all provide surveys of results pertaining to the persistency of volatility in time series data.}
\end{itemize}
notably better and significant. The higher the frequency, the better the measure was, to the point that infinite frequency (infinitesimally small intervals between observations) actually produced a measure of genuine volatility. Hsieh (1991) and Fung and Hsieh (1991) confirm this finding as they reported that using 15 minute intervals yielded significantly higher fit of volatility as compared to inter-day measures. Bollerslev and Anderson (1998: 900) found that by increasing their intervals from an initial daily observation, to an hourly total of 24 observations per day with their currency data, the R² statistic improved from 0.047 to 0.331. This thesis therefore makes good use of intra-day observations in its methodology.

Bollerslev and Anderson (1998: 901) ultimately concluded that GARCH models did provide good volatility forecasts.

In later works, the literature tested which particular GARCH models were the best. It was found that this often depended on the particular data – Hanson and Lunde (2005) found that for DEM/USD the basic GARCH(1,1) was not outperformed by any other more complex model, whilst there was a drastic improvement on this model by leverage models for IBM stock price data. Christoffersen and Jacobs (2004) found that leverage models performed better in an option pricing framework – a result that appears to disagree with the findings of this thesis.

Marcucci (2005) found that leverage models using fatter tailed distributions performed best for S&P index data. The literature reviewed therefore seems to agree that GARCH models are good at forecasting cumulative returns of high frequency data, where often leverage models outperform symmetric models, and fatter-tailed distributions incorporated into forecasts added to forecasting success.

No papers were found that tested different GARCH models for gold price data, and none were found that contrasted statistical loss function results and option pricing results. This paper therefore attempts to add to the literature by way of studying volatility for gold, and the differing results between accuracy checking methods.

3. THEORETICAL FRAMEWORK

The daily closing gold price per ounce was considered (P_t) and the corresponding rate of log returns \( r_t \) was produced, which is defined as the continuously compounded rate of return

\[
r_t = 100[\log(P_t) - \log(P_{t-1})]
\]

where the index \( t \) represents daily closing observations and \( t = -R + 1, ..., n \). Within this, the sample consists of an estimation (in-sample) period denoted
5 and an assessment (out-of-sample) period denoted \( t = 1, \ldots, n \) which have \( R \) and \( n \) observations respectively\(^5\).

Following Bollerslev\(^6\) (1986: 309), a GARCH(1,1) model for the series of returns on the gold price can be written as

\[
\begin{align*}
  r_t &= \mu + \varepsilon_t \\
  \varepsilon_t &= z_t \sqrt{h_t} \\
  h_t &= \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \beta h_{t-1}
\end{align*}
\]

where \( \alpha_0 > 0, \alpha_1 > 0 \) and \( \beta > 0 \) to ensure positive conditional variance and the disturbance \( z_t \) is an \textit{i.i.d.} process with zero mean and unit variance.

To alleviate the concern relating to non-negativity constraints on the ARCH parameters, Nelson (1991: 349) proposed the exponential GARCH, or EGARCH model. This model, with the conditional variance logged, avoids the parameter restrictions to ensure positive conditional variance and can be written as

\[
\log(h_t) = \alpha_0 + \alpha_1 \left| \frac{\varepsilon_{t-1}}{h_{t-1}} \right| + \xi \frac{\varepsilon_{t-1}}{h_{t-1}} + \beta_1 \log(h_{t-1})
\]

This model would also account for leverage affects, where positive and negative returns affect volatility in different ways. That is, it takes into account the tendency for volatility to rise when returns fall and to fall when returns rise\(^7\).

Further modifications to the standard GARCH model include those of Glosten, Jagannathan and Runkle (1993) with their GARCH-GJR. The model incorporates the asymmetry between positive and negative returns in that it allows the conditional variance to respond differently to them. The model is described as

\[
\begin{align*}
  h_t &= \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 \left[ 1 - I(\varepsilon_{t-1} < 0) \right] + \xi \varepsilon_{t-1}^2 I(\varepsilon_{t-1} > 0) + \beta_1 h_{t-1}
\end{align*}
\]

where \( I(\omega) \) is a dummy variable equal to one if \( \omega \) is positive, and zero otherwise. Therefore, the effect of a positive shock on the conditional variance is given by \( \xi \varepsilon_{t-1}^2 \), whilst a negative shock has an effect equal to \( \alpha_1 \varepsilon_{t-1}^2 \). Obviously if \( \alpha_1 > \xi \), negative shocks will have a greater impact on the conditional variance and a leverage effect will be present\(^8\).

---

\(^5\) \( R \) is the number of observations in-sample, and \( n \) is the number of observations out-of-sample.

\(^6\) Robert Engle (1982) was the first to propose ARCH modelling, but Benoit Mandelbrot (1963) was the first to note that volatility tended to cluster, with large deviations followed by large deviations, and small deviations followed by small deviations – regardless of sign.

\(^7\) This was first noted by Fisher Black (1976).

\(^8\) Conversely if \( \alpha_1 < \xi \) a leverage effect is also present, but of opposite nature. This relationship is not expected.
An increasingly popular alternative to the GARCH models is the stochastic volatility model. It may be specified with the same mean regression representation as above. However, the conditional variance of the model may be given by

$$\log(h_t) = \alpha_0 + \alpha_1 \log(h_{t-1}) + \nu_t$$  

(7)

where $\nu_t \sim NID(\delta, \sigma^2)$ is a random variable and $N$ denotes a normal distribution. The above conditional variance equation contains no moving average components and is referred to as an SV(1,0) model. In a GARCH model, the conditional volatility is perfectly explained by past observations, whilst in a stochastic volatility model, additional uncertainty in volatility is allowed for by the introduction of a stochastic error term. The inclusion of this term may be useful in the case of gold’s conditional volatility, which often appears to incorporate an element of randomness. However, the model was not used for the purposes of this thesis, as it has been noted to be poorer at forecasting than the simpler GARCH type models. The stochastic volatility model could however be useful in forecasting forward more realistic confidence intervals due to the additional stochastic element which would be prominent in Monte Carlo simulations. This thesis is however more interested in likely specific values for volatility, and so remains concerned with the GARCH family.

As is noted by Marcucci (2005: 4), a common finding in the GARCH literature is the leptokurtosis of the distributions of financial returns. The situation is no different for returns on gold (see table 1). As a result, it becomes appropriate to use fatter-tailed error distributions to take account of this. The above GARCH models are therefore run with both Gaussian and Student’s $t$ errors.

4. INVESTIGATION OF THE DATA

4.1 General Data Description

The data employed in this paper are the daily closing gold prices from 02 January 2002 to 26 November 2010 with 2318 observations. After conversion to a return series, one data point is lost and thus there are 2317 observations.

In addition to this, hourly prices were used to compute daily sums of hourly absolute returns as a proxy for the true volatility of the gold price over the out-of-sample period. This is in line with Marcucci (2005: 9) as it is a better measure for volatility than the traditional squared returns. Further comments on this will be made in the next section.

---

9 The Generalised Error Distribution (GED) is also often used, and is used by Marcucci (2005), but was not used in this thesis due to computer software limitations.
10 XAU:USD is the currency code for gold, which is the spot price for 24kt gold. The ETF (Exchange Traded Fund) for gold has the code GLD, and is pegged at one tenth of XAU:USD. The actual gold spot price data is the one used during the estimations.
The data for the gold price, both hourly and daily, was obtained from the website http://www.fxhistoricaldata.com/XAUUSD/.

Table 1 below shows some of the descriptive statistics for the returns on gold, resized into percentages. The mean of the series is slightly positive at just under 0.07% per day, with annualized yields of 17.4% nominal return and a 19.0% effective rate of return\(^\text{11}\). These returns are substantially positive, and indicate a strong and consistent upward trend in the price of gold, but should not be considered proof that the price of gold will always behave in this manner, in spite of the strongly statistically significant trend based on regression analysis\(^\text{12}\). The standard deviation of just over 1.2% indicates that the average movement above or below the mean of 0.07 is 1.2% - it is within this range (positive 1.28% and negative 1.14%) that most observations lie. However, the maximum deviation from the mean that has occurred \((10.357 - 0.069 = 10.289\%)\) shows that large deviations have occurred within the sample.

Given the above characteristics, it would be inappropriate to assume that returns are normally distributed as the largest deviation, which has an 8.47 sigma, should only occur once in \(12 \, 405 \, 916 \, 747 \, 260 \, 300\) (over 12 quadrillion) periods. This distribution assumption is therefore quite unrealistic, as although most of the observations still fall within one sigma, larger deviations are trillions of times more likely to occur than would be expected by the normal distribution.

The Jarque-Bera test also confirms the non-normality of the returns series with a test statistic of 2515 against a critical value of 5.967, significantly rejecting the null hypothesis of normality. Furthermore, it is noted that the distribution has very fat tails, as the kurtosis is large. This implies that the use of the fatter-tailed student’s \(t\) may be more appropriate, although a distribution with even fatter tails may be more appropriate. The skewness of the returns is found to be negative, indicating that negative returns are more likely to be further from the mean than positive returns.

Importantly for this paper, the LM(12) and \(Q^2(12)\)\(^\text{13}\) statistics indicate the presence of significant ARCH effects up to 12 lags.

\(^{11}\) The nominal rate is merely the mean multiplied by 252, whilst the effective rate is \((1 + \text{meanreturn})^{252} - 1\).

\(^{12}\) This is merely the problem of induction (Popper, 1972) – no amount of highly significant positive regressions can imply that this will always be the case.

\(^{13}\) LM(12) is the Lagrange Multiplier test for ARCH effects in the OLS residuals from the regression of the returns on a constant, while \(Q^2(12)\) is the corresponding Ljung-Box statistic on the squared standardised residuals (Marcucci, 2005: 9).
Table 1: Descriptive Statistics for Percentage Returns

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Normality Test</th>
<th>Crit (5%)</th>
<th>ARCH Test</th>
<th>Q(12)</th>
<th>Crit (5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.069</td>
<td>1.213</td>
<td>-7.707</td>
<td>10.357</td>
<td>-0.233</td>
<td>8.083</td>
<td>2515.578</td>
<td>5.967</td>
<td>165.281</td>
<td>25.465</td>
<td>21.026</td>
</tr>
</tbody>
</table>

Figure 1: Daily percentage returns of the gold price

Note: The sample period is from 2 January 2002 to 26 November 2010 and includes 2317 observations. The normality test above is the Jarque-Bera test which follows a $\chi^2$ distribution with 2 degrees of freedom under the null hypothesis of normally distributed errors. The LM(12) statistic is the statistic for the ARCH LM test on the residuals of the conditional mean regression up to 12 lags. This is performed under the null hypothesis of no ARCH effects and follows a $\chi^2(q)$ distribution where $q$ is the number of lags. The $Q^2(12)$ statistic is the Lung-Box test on the squared residuals from the OLS conditional mean regression up to the 12th order. This statistic also follows a $\chi^2(q)$ distribution where $q$ is the number of lags. The 5% critical value for both tests is therefore 21.03. The standard errors for the skewness and kurtosis are $\chi^2(q) = 0.0509$ and $\sqrt{\frac{24}{T}} = 0.1018$ respectively, where $T$ of course equals 2317.
Figure 1 displays the returns on gold and the high volatility of the series over the entire sample. Most notably, the graph shows strong signs of volatility clustering. Unsurprisingly, the period exhibiting the highest volatility occurs after the 2008 financial crisis. One can also see the high volatility just before the end of the series (November 26, 2010) where the price of gold famously, but briefly, broke the $1400 per ounce mark on the 9th of November. ACFs and PACFs of the returns data (figures 3 and 4, respectively) show that there is no need to include any correlation structure in the conditional mean equation, as the lags are not significant. The ACF (figure 5) of the squared returns, however, illustrates the relationship between returns and its lags through its second moment, which makes the case for some form of volatility modelling. The ACF and PACF of the intra-day volatility (figures 7 and 8, respectively) show significant signs of ARCH effects.

Figure 2 shows the kernel density of the gold returns. Notably, the majority of percentage daily returns are close to zero, and one can see the stark difference in shape to the normal distribution with similar moments.
Figure 3: Autocorrelation of returns

![Sample Autocorrelation Function (ACF)](image)

Figure 4: Partial autocorrelation of returns

![Sample Partial Autocorrelation Function](image)
Figure 5: Autocorrelation of squared returns

![Sample Autocorrelation Function (ACF)](image)

Figure 6: Partial autocorrelation of squared returns

![Sample Partial Autocorrelation Function](image)
4.2 Pareto Properties of Gold Returns\textsuperscript{15}

In figure 2 it was noted that the returns series did not exhibit the characteristics of a normal distribution, where fat tails, or leptokurtosis, was observed. It therefore makes sense to see if the returns fit other distributions. Examples of other types of

\textsuperscript{15} This section deals with the shape of the returns distribution, where the second moment is associated with volatility. The standard deviations of returns around a mean are distributed in the same way as the returns themselves, and standard deviation (as the square root of variance) is related to the second moment. This section describes how the distribution of the data is shaped relative to distributions that have fatter tails.
distributions include those from the Power law family, which model much higher probabilities for extreme observations.\textsuperscript{16} One of the distributions in the Power law family includes the Pareto distribution, which was tested against the data. In order to obtain a visual fit of a Pareto distribution to demonstrate its similarity to the data, the moments were matched using the Method of Moments. Below is the Generalised Pareto Distribution (GPD)\textsuperscript{17}:

\[
f(x) = \frac{1}{\gamma} \left(1 + k \frac{x-\theta}{\gamma}\right)^{-\left(\frac{1}{k}+1\right)}
\]  

(8)

where $\theta$ is known as the location parameter, $\gamma$ is the scale parameter, and $k$ is the shape parameter. Together these parameters define the PDF of the generalised Pareto, and so finding their values is of importance in reproducing a Pareto similar to that of the gold returns. As we only know two moments of the absolute value of returns, the standard deviation and the mean, it is required that one of the Pareto parameters be done away with. This is easily done for $\theta$ as we know that the lower limit of the one tailed distribution\textsuperscript{18} is zero, and this defines the position of the PDF. Hence it is only required to find $\gamma$ and $k$. The moments of the GPD are as follows:

Mean:

\[
\bar{x}(\text{mean}) = \theta + \frac{\gamma}{1-k}
\]

(9)

Variance:

\[
\bar{x}^2(\text{variance}) = \frac{\gamma^2}{(1-k)^2(1-2k)}
\]

(10)

And, as stated, it is assumed that:

\[
\theta = 0
\]

(11)

Therefore, rearranging equation x:

\[
\gamma = \bar{x}(1-k)
\]

(12)

And solving simultaneously yields:

\textsuperscript{16} This can be easily tested if one were to input the same large deviation into a Pareto PDF and a Normal PDF.

\textsuperscript{17} This is the PDF used by the MATLAB software package.

\textsuperscript{18} Because the GPD is a one-tailed distribution, and we are concerned about the absolute deviations of the data, the absolute values of the returns series was used for this exercise.
\[ k = \frac{1}{2} - \frac{x^2}{2\sigma^2} \]  

(13)

\[ \gamma = \frac{x}{2} + \frac{x^3}{6\sigma^2} \]  

(14)

Hence, using the 2317 absolute percentage returns to calculate \( \bar{x} (0.8740) \) and \( \sigma^2 (0.8444) \), these values are next inputted into equations 13 and 14 to get values of:

\[ k = 0.0477 \text{ and } \gamma = 0.8323 \]

It is with these values that a random draw of 2317 i.i.d. numbers between 0 and 1 is generated by a random number generator which can be applied to an inverse GPD cumulative distribution function in order to reproduce observations similar to the actual data. Figure 9 illustrates that the returns exhibit the same shape as the GPD, with the extreme values being within the same range, although the actual returns still exhibited a larger deviation than this particular random draw. The power law distributions are usually used to specifically model extreme values (Hosking and Wallis, 1987: 339), and may actually be more demonstrative of the return series if done in this fashion – i.e. only modelling the returns greater than one or two standard deviations. The main point though, is that the Pareto distribution needs to be considered in terms of allowing for the inordinately greater possibility of large deviations when compared to the usual normal distribution family.

---

19 These moments are, of course, different from the moments of the actual returns series because they are generated from the absolute data.
20 The command rand(2317,1) produces a randomly uniform distribution between 0 and 1 of 2317 points.
21 The Pareto distribution is often associated with the 80-20 principal when Pareto himself originally developed the Pareto distribution and showed that 80% of the wealth was owned by 20% of the populations. The gold return data is less extreme – 29% of the data accounts for 71% of the returns. This figure may not be shocking, but gets more extreme if one only models larger deviations.
22 This applies specifically to the expectation of absolute deviations, as the Pareto is one-tailed.
4.3 What is being forecasted

To compare the out-of-sample forecasting performance of competing models a measure of future volatility is needed. Marcucci (2005: 10) notes that in the literature, many researchers have used either the ex-ante or ex-post squared returns as a measure of future volatility. He argues that this measure represents a very noisy estimate of future volatility and can lead to incorrect conclusions regarding the real ability of GARCH type models when forecasting volatility. This thesis, in line with Marcucci, used intra-day variance calculated as the sum of the absolute log returns between hours during the day, where there are 24 hourly observations per day, and 2317 days. This method is preferred to using the independent variance of days because it is scale invariant – variance does not increase as the price level increases.

The volatility forecasts of the models at the different horizons are denoted as $\hat{h}_{t+h|t}$ and the actual or realised volatility as $\sigma^2_{t+1|t}$.

Importantly, when comparing the forecasts, the volatility is converted back into terms of returns. From the standard GARCH model:

$$h_t = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \beta h_{t-1}$$

The returns are stationary about a mean:

---

23 Although unorthodox, this was done as opposed to using the square of the mean-adjusted returns, because it was deemed to be easier to understand. In any case, there is no impact on the results.

24 The derivation is no different for the EGARCH or GJR.
The error on the returns series has the following structure:

$$\varepsilon_t = z_t \sqrt{h_t}$$  \hspace{1cm} (17)

Where:

$$z_t = \frac{r_t - \mu}{\sqrt{h_t}}$$  \hspace{1cm} (18)

Therefore:

$$r_t = \mu + z_t \sqrt{h_t}$$  \hspace{1cm} (19)

Where $z$ is distributed with zero mean and a variance of one:

$$z_t \sim N(0,1)$$  \hspace{1cm} (20)

Squaring both sides of equation 17 yields:

$$\varepsilon_t^2 = h_t z_t^2$$  \hspace{1cm} (21)

As $z$ has a variance of one and a mean of zero, it follows that we can expect:

$$E_t(z_t^2) = 1$$  \hspace{1cm} (22)

Hence, the expectation of equation 21:

$$E_t(\varepsilon_t^2) = E_t(h_t + i)$$  \hspace{1cm} (23)

And the root of the expectation (given that $h$ is positive):

$$\sqrt{E_t(\varepsilon_t^2)} = \sqrt{E_t(h_t + i)} = E_t(\sqrt{h_t + i})$$  \hspace{1cm} (24)

And as the expectation of returns is:

$$E_t(r_t + i) = E_t(\mu_t + i) + E_t(\sqrt{h_t + i})$$  \hspace{1cm} (25)

Hence, absolute realised returns are compared against a forecast of the return series’ mean component plus the root of the volatility forecast. From this point onwards the following notation applies:
The intra-day variance then needs to be resized to the return series. This is done by means of a search algorithm\textsuperscript{25} that seeks to identify that value of $\alpha$ that minimises the sum of least square errors from the expression:

$$ (vol_t - \alpha |r_t|)^2 $$

This $\alpha$ was then used to divide the intra-day variance values by, so that they were the same size as the absolute returns. This means that they could then be compared to the forecast of the $\mu$ plus $\sqrt{h_t}$. The alpha that was found to be optimal was 2.705781. It is noted that on visual inspection (figure 10), the intra-day data seems more stable, and has a thicker base. This is because returns are subject to losing substantial information if a day’s opening and closing prices are close together, in spite of large fluctuations within a particular day. This can also be seen with the peak of the density diagram being noticeably different from zero, as compared to the density plots of the absolute returns - see figure 11.

\textit{Figure 10: Comparison of resized intra-day volatility with absolute returns}

\[ r_{t+i} = \delta^2_{t+1|t}, \] \hfill (26)

And

\[ E_t(r_{t+i}) = \hat{h}_{t+h|t}, \] \hfill (27)

\textsuperscript{25} The Solve add-on in MS Excel easily allows one to minimise a sum of squares by changing selected parameters.
5. EXPLANATION OF THE EXPERIMENT CODE

5.1 Graphical Description of the Procedure
Prior to a discussion of the statistical loss functions and the associated results, it is necessary to cover the procedure that was programmed in MATLAB as this provides for a more adequate grasp of the results tables. The methodology can be explained using a brief series of diagrams. The out-of-sample fit measures the accuracy of the forecasts of the different models against data of actual intra-day volatility (described previously), and actual inter-day absolute returns. In order to produce a matrix of forecast data for a particular model and a particular horizon, actual data before the forecast period is used to get parameter values for the forecast function. In figure 12 the idea is made clear: the darker shaded cells represent the actual return data for the series that is used in parameter estimation; the parameters are then inputted into the forecast function which then forecasts a vector of values (the lighter shaded cells); those values are then slotted into the column (see figure 13) corresponding to the loop number. On the next iteration of the loop the amount of real observations used to forecast the next horizon increases by one, and the horizon forecasted shifts forward by one period (regardless of horizon length). Hence, subsequent forecasts overlap in terms of time reference by the length of the horizon less one. In each loop the horizon of forecasts is placed into a column (figure 13) and stored for later analysis. There are 252 loops for every permutation of horizon and model (252 was chosen as there are 252 trading days in

\[26\] Note that no forecasted values are used in any parameter estimation. Each loop updates the data used to estimate the parameters by one period with the actual return for that day. Therefore, all forecasts of \(t+i\) are based on parameter estimation given our knowledge at \(t\).
a year). There are six models and four horizons (1, 5, 10 and 22 days) - hence the loop produces 24 matrices\(^{27}\).

**Figure 12: Loop logic**

![Loop logic diagram]

**Figure 13: Formation of forecast matrix**

![Formation of forecast matrix diagram]

Each matrix produced resembles the one in figure 14 – it will be 252 columns wide, and either 1, 5, 10 or 22 rows tall.

\(^{27}\) This procedure could be shortened in order to use just one 22x252 matrix per loop per model, but the longer procedure used makes the coding simpler.
Figure 14: Completed forecast matrix

While the aforementioned looping process is running, 8 other matrices are being formed based on realised volatility. Four matrices each of intra-day and inter-day data corresponding to dimensions of 1x252, 5x252, 10x252 and 22x252. It is these matrices that proxy for $\sigma^2$ in the calculation of the statistical loss functions (MSE, MAD etc.). When calculating the loss functions the process portrayed in figure 15 applies. In figure 15 the example of calculating an MSE2 is used: the top matrix is comprised of the realised volatility, whilst the bottom matrix is comprised of the forecasted volatility corresponding to the same time reference. Individual elements of the matrices for each time reference (row m, column n) are then transformed using one of the loss functions (in this case the MSE2) and the result is placed into the corresponding reference in a third table of identical dimension. The individual horizon_length*252 elements of the third matrix are summed and then divided by n (horizon_length*252). This happens for all six models, times all four time horizons, times seven different statistical loss functions (less R2LOG for the squared returns), times two sets of realised volatility (inter-day and intra-day). All in all, we then get 312 results of interest.

In addition to this, another “model” is generated using the notion of Nassim Taleb’s taxi driver - this adds 44 more results for comparative purposes.
5.2 Nassim Taleb’s Taxi Driver

In his now infamous book “The Black Swan”, Nassim Taleb offers the following, debatable, comments about GARCH modelling:

“The econometrician Robert Engle, an otherwise charming gentleman, invented a very complicated statistical method called GARCH and got a Nobel for it. No one tested it to see if it has any validity in real life. Simpler, less sexy methods fare exceedingly better, but they do not take you to Stockholm.”

(Taleb, 2010: 156)\(^{28}\)

In another part of the book Taleb introduces a hypothetical taxi driver, one who makes predictions about the future based on the last known observation\(^ {29}\). Hence this taxi driver is compared against the GARCH models by forecasting a horizontal line equal in height to the last observed value of both absolute returns, and of intra-day volatility. To be fair, the context that Taleb uses this example is with regards to far more complicated, but more stable and long-term data such as GDP, or any general quarterly/yearly economic indicator – shocks in GDP, for example, are not as volatile as the data in this data set. However, the notion is used here as a sort of check that the GARCH models do improve forecasts over a very crude method. In addition, Taleb is indeed more concerned about the margin of error associated with

\(^{28}\)Engle was, of course, also awarded the Nobel prize for his contribution to cointegration.

\(^{29}\)Technically, this is a random walk model without drift.
prediction\textsuperscript{30} as opposed to specific predictions, which he perhaps correctly writes off as being at best a waste of time, and at worst dangerous. But, as long as one needs a “most likely scenario” (expectation) and a specific number prediction, where a shock would not have disastrous consequences, then it is safe to attempt to predict these specific numbers.

6. EVALUATION OF VOLATILITY FORECASTS

6.1 Statistical Loss Functions
With the above theoretical framework and data description covered, I progress to compare the estimated models on the basis of their performance on seven statistical loss functions. Instead of choosing one loss function as the “best and unique,” use was made of the seven below. Each of these have different interpretations and collectively they provide a more complete evaluation of forecasting performance. The criteria in (29) and (30) below are the typical mean squared error metrics. The R2LOG (32) loss function has the feature of penalizing the volatility forecasts asymmetrically in low and high volatility periods. At a first glance, the QLIKE function (31) does not make much intuitive sense as it does not appear that all values of \( \hat{\sigma}_{t+1|t} \) and \( \hat{\sigma}^2_{t+1} \) close to each other will yield lower values. This is because the log of a small variance will yield a very negative number. As a result, not as much emphasis is placed on this statistic but it is included for the sake of completeness. The MAD functions in (33) and (34) provide value in that they are more robust to the presence of outliers than the MSE criteria, and the HMSE is valuable in that it adjusts for heteroskedasticity. Further details of, and references to, these loss functions may be found in Marcucci (2005: 11).

\[
MSE_1 = n^{-1} \sum_{t=1}^{n} \left( \hat{\sigma}_{t+1} - \hat{\sigma}_{t+1|t}^{1/2} \right)^2
\]  
\[
MSE_2 = n^{-1} \sum_{t=1}^{n} (\hat{\sigma}_{t+1}^2 - \hat{\sigma}_{t+1|t})^2
\]  
\[
QLIKE = n^{-1} \sum_{t=1}^{n} (\log \hat{\sigma}_{t+1|t} + \hat{\sigma}^2_{t+1} \hat{\sigma}_{t+1|t}^{-1})
\]  
\[
R2LOG = n^{-1} \sum_{t=1}^{n} \left[ \log(\hat{\sigma}_{t+1}^2 \hat{\sigma}_{t+1|t}) \right]^2
\]  
\[
MAD_1 = n^{-1} \sum_{t=1}^{n} |\hat{\sigma}_{t+1} - \hat{\sigma}_{t+1|t}^{1/2}|
\]  
\[
MAD_2 = n^{-1} \sum_{t=1}^{n} |\hat{\sigma}_{t+1}^2 - \hat{\sigma}_{t+1|t}|
\]

\textsuperscript{30} How accurate predictions have been in the past, and how accurate they are likely to be in the future in spite of historical data – “unknown unknowns”.  
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Unfortunately, the R2LOG measure could not be used to compare the forecasts against the squared returns, as some of the inter-day closing prices remained unchanged, and hence forced a log of zero, which is mathematically undefined. In addition, when comparing the taxi driver forecasts, the QLIKE is also undefined due to the log of zero being present and the HMSE is undefined as it requires division by zero.

6.2 In-sample Results
The in-sample results concern the fit of the various models to the same data used in the model estimation. The data used was the full 2317 return observations. In addition, the models were compared to the corresponding 2317 intra-day volatility measurements. It is important to note that the model with the best in-sample fit is not necessarily the model with the best out of sample fit. All the models used the errors from a return series with a constant (C), and all these constants were statistically significant in estimation. The Akaike and Bayesian Information Criteria ranked the GARCH-GJR with student’s \( t \) distribution as being the best fit – a strong result as these criteria value parsimony, and this is one of two models with the most parameters, 6. The GARCH-GJR-T also performed the best overall with the sum of its ranks being the lowest – however, a surprising result was that its more parsimonious version with just a normal distribution achieved better ranks amongst the statistical loss functions. The overall result that the symmetric “vanilla” GARCH models (with \( t \) and normal distributions) achieved the worst ranks (5th and 6th, respectively) was expected prior to running the estimations.

The results vary somewhat when comparing the fit against absolute returns, as opposed to the intra-day volatility. The GARCH-GJR-T model was not the best, and the three best ranked models were those that used a normal distribution. This result is surprising as we saw earlier that returns do not conform to the normal distribution. Even though we are interested in forecasting volatility, and so prefer the intra-day comparison, the traditional approach to this kind of work has been to compare the volatility models to return data (Marcucci, 2005: 9).
Table 2: In-sample goodness of fit with loss function results against intra-day volatility

<table>
<thead>
<tr>
<th>Model</th>
<th># Par</th>
<th>AIC</th>
<th>Rank</th>
<th>BIC</th>
<th>Rank</th>
<th>Log(L)</th>
<th>Rank</th>
<th>MSE 1</th>
<th>Rank</th>
<th>MSE 2</th>
<th>Rank</th>
<th>QLIKE</th>
<th>Rank</th>
<th>MAD 1</th>
<th>Rank</th>
<th>MAD 2</th>
<th>Rank</th>
<th>R2LOG</th>
<th>Rank</th>
<th>HMSE</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>GARCH - T</td>
<td>5</td>
<td>-14374,2</td>
<td>3</td>
<td>-14345,5</td>
<td>3</td>
<td>7,192,1</td>
<td>3</td>
<td>0,0000275</td>
<td>3</td>
<td>0,0004252</td>
<td>4</td>
<td>-3,3792856</td>
<td>5</td>
<td>0,0035004</td>
<td>5</td>
<td>0,0151698</td>
<td>6</td>
<td>0,1676176</td>
<td>6</td>
<td>0,1430888</td>
<td>5</td>
</tr>
<tr>
<td>GARCH - N</td>
<td>4</td>
<td>-14268,8</td>
<td>6</td>
<td>-14265,8</td>
<td>6</td>
<td>7,148,4</td>
<td>6</td>
<td>0,0000276</td>
<td>4</td>
<td>0,0004218</td>
<td>3</td>
<td>-3,3792846</td>
<td>6</td>
<td>0,0034736</td>
<td>3</td>
<td>0,0150235</td>
<td>4</td>
<td>0,1638771</td>
<td>3</td>
<td>0,1499692</td>
<td>6</td>
</tr>
<tr>
<td>EGARCH - T</td>
<td>6</td>
<td>-14380,3</td>
<td>2</td>
<td>-14345,8</td>
<td>2</td>
<td>7,196,2</td>
<td>2</td>
<td>0,0000290</td>
<td>6</td>
<td>0,0004339</td>
<td>6</td>
<td>-3,3801080</td>
<td>4</td>
<td>0,0035181</td>
<td>6</td>
<td>0,0151214</td>
<td>5</td>
<td>0,1675474</td>
<td>5</td>
<td>0,1390266</td>
<td>3</td>
</tr>
<tr>
<td>EGARCH - N</td>
<td>5</td>
<td>-14295,8</td>
<td>5</td>
<td>-14267,1</td>
<td>5</td>
<td>7,152,9</td>
<td>5</td>
<td>0,0000286</td>
<td>5</td>
<td>0,0004270</td>
<td>5</td>
<td>-3,3805608</td>
<td>3</td>
<td>0,0034834</td>
<td>4</td>
<td>0,0149663</td>
<td>3</td>
<td>0,1640226</td>
<td>4</td>
<td>0,1423585</td>
<td>4</td>
</tr>
<tr>
<td>GJR - T</td>
<td>6</td>
<td>-14386,5</td>
<td>1</td>
<td>-14352,0</td>
<td>1</td>
<td>7,199,3</td>
<td>1</td>
<td>0,0000266</td>
<td>2</td>
<td>0,0004119</td>
<td>2</td>
<td>-3,3821994</td>
<td>2</td>
<td>0,0034326</td>
<td>2</td>
<td>0,0148364</td>
<td>2</td>
<td>0,1631232</td>
<td>2</td>
<td>0,1332933</td>
<td>1</td>
</tr>
<tr>
<td>GJR - N</td>
<td>5</td>
<td>-14304,6</td>
<td>4</td>
<td>-14275,8</td>
<td>4</td>
<td>7,157,3</td>
<td>4</td>
<td>0,0000266</td>
<td>1</td>
<td>0,0004074</td>
<td>1</td>
<td>-3,3824871</td>
<td>1</td>
<td>0,0034042</td>
<td>1</td>
<td>0,0146968</td>
<td>1</td>
<td>0,1599371</td>
<td>1</td>
<td>0,1372225</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 3: In-sample loss function results against absolute returns

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE 1 Rank</th>
<th>MSE 2 Rank</th>
<th>QUITE Rank</th>
<th>MAD 1 Rank</th>
<th>MAD 2 Rank</th>
<th>HMSC Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>GARCH - T</td>
<td>0.0000793</td>
<td>4</td>
<td>-3.7203547</td>
<td>5</td>
<td>0.0397151</td>
<td>4</td>
</tr>
<tr>
<td>GARCH - N</td>
<td>0.0000770</td>
<td>1</td>
<td>-3.7289619</td>
<td>1</td>
<td>0.0389569</td>
<td>1</td>
</tr>
<tr>
<td>EGARCH - T</td>
<td>0.0000801</td>
<td>5</td>
<td>-3.7182580</td>
<td>6</td>
<td>0.0398919</td>
<td>6</td>
</tr>
<tr>
<td>EGARCH - N</td>
<td>0.0000785</td>
<td>2</td>
<td>-3.7245782</td>
<td>3</td>
<td>0.0398285</td>
<td>3</td>
</tr>
<tr>
<td>GJR - T</td>
<td>0.0000805</td>
<td>6</td>
<td>-3.7270757</td>
<td>4</td>
<td>0.0397571</td>
<td>5</td>
</tr>
<tr>
<td>GJR - N</td>
<td>0.0000788</td>
<td>3</td>
<td>-3.7270030</td>
<td>2</td>
<td>0.070888</td>
<td>2</td>
</tr>
</tbody>
</table>

The model parameters are all significant – the standard errors of all the parameters are reported in brackets beneath them in table 4. For the leveraged models, one can see statistically significant differences between ARCH and Leverage (with the sign even changing under GJR specification) suggesting that there certainly are leverage effects within the data. i.e. positive and negative shocks should have differently weighted effects on volatility estimates.

Table 4: Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GARCH-T</th>
<th>GARCH-N</th>
<th>EGARCH-T</th>
<th>EGARCH-N</th>
<th>GJR-T</th>
<th>GJR-N</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.0009457</td>
<td>0.0006826</td>
<td>0.0010652</td>
<td>0.0008859</td>
<td>0.0010327</td>
<td>0.0008458</td>
</tr>
<tr>
<td>omega</td>
<td>0.002039</td>
<td>0.0002091</td>
<td>0.0002028</td>
<td>0.0002146</td>
<td>0.0002033</td>
<td>0.0002131</td>
</tr>
<tr>
<td>ARCH</td>
<td>0.0000009</td>
<td>0.0000010</td>
<td>-0.0425019</td>
<td>-0.0364838</td>
<td>0.0000006</td>
<td>0.0000005</td>
</tr>
<tr>
<td>omega</td>
<td>0.0000004</td>
<td>0.0000003</td>
<td>0.0227470</td>
<td>0.0169502</td>
<td>0.0000003</td>
<td>0.0000003</td>
</tr>
<tr>
<td>ARCH</td>
<td>0.0401598</td>
<td>0.0439187</td>
<td>0.0819669</td>
<td>0.0913146</td>
<td>0.0658521</td>
<td>0.0683229</td>
</tr>
<tr>
<td>GARCH</td>
<td>0.9540410</td>
<td>0.9494506</td>
<td>0.9950756</td>
<td>0.9954631</td>
<td>0.9589784</td>
<td>0.9551957</td>
</tr>
<tr>
<td>omega</td>
<td>0.0088668</td>
<td>0.0088284</td>
<td>0.0025449</td>
<td>0.0019141</td>
<td>0.0080136</td>
<td>0.0057309</td>
</tr>
<tr>
<td>Leverage</td>
<td>-</td>
<td>-</td>
<td>-0.0431669</td>
<td>-0.0374057</td>
<td>-0.0496613</td>
<td>-0.0480394</td>
</tr>
<tr>
<td>omega</td>
<td>0.9355622</td>
<td>-</td>
<td>0.9565775</td>
<td>0.9883047</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

6.3 Out-of-sample Results

The out of sample forecast results are this thesis’ main concern. They give an indication on the forecasting potential for each of the models. The results seem to be in agreement with the in-sample results in terms of model rank. The GARCH-GJR-T achieved the best rank for the intra-day comparisons, across all time horizons. This was closely followed by the EGARCH-T, whilst the GARCH-N achieved the worst model rank. Taleb’s taxi driver didn’t fare well at all, performing

---

31 C is the mean of the return series used to generate the errors. Omega is the long run mean, or the constant, in the GARCH models. ARCH is the autoregressive coefficient, whilst GARCH is the moving average coefficient of the GARCH models. Leverage is another autoregressive coefficient, but for negative shocks only, where it applies. DoF is the degrees of freedom for the t distribution, which controls the optimal kurtosis.
slightly worse than the GARCH-N. However, it was not the worst ranked every time – at the 1 day horizon using the MSE1 loss function, it ranked 5th beating out both GARCH models. This result seems less to do with the inability of GARCH to forecast, and perhaps more to do with GARCH not being the best model for the data.

The results as compared to the absolute returns show a similar picture. The leveraged models perform best, but surprisingly the models making use of the normal distribution all ranked higher – the complete opposite of the in-sample results. Once again, Taleb’s taxi driver performed the worst of the lot.

One can also see the trend of the average errors to be larger for longer horizons. This is important to note, as it demonstrates the deteriorating forecasting power of the models the further into the future they try to predict.

Table 5: 1-step-ahead intra-day out-of-sample results

Table 6: 5-step-ahead intra-day out-of-sample results

Table 7: 10-step-ahead intra-day out-of-sample results

Table 8: 22-step-ahead intra-day out-of-sample results
7. USING GARCH FORECASTS TO PRICE OPTIONS WITH THE BLACK-SCHOLES MODEL

7.1 Black-Scholes model: Introduction and intuitive description

The Black-Scholes option pricing formula is the most well-known options pricing formula, and has earned its creators the Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel. It is a very elegant formula that produces a price from a potentially complex process. The formula is as follows:

\[
C(S, t) = N(d_1)S - N(d_2)Ke^{-r(T-t)}
\]

\[
d_1 = \frac{\ln\left(\frac{S}{K}\right) + (r + \frac{\sigma^2}{2})(T-t)}{\sigma\sqrt{T-t}}
\]
\[ d_2 = \frac{\ln\left(\frac{S}{X}\right) + \left(r - \frac{\sigma^2}{2}\right)(T-t)}{\sigma \sqrt{T-t}} \]  

(38)

\[ P(S, t) = Ke^{-r(T-t)} - S + C(S, t) \]  

(39)

Black and Scholes, 1973

C(S,t) is the price of a call option where the underlying spot price is S and the current period is t. P(S,t) is the price of the put option. The other parameters are the strike price K, the risk-free rate r, the date of maturity T, and what this thesis is primarily concerned with, the volatility. The reader is asked to use one of the many available resources in order to understand how to use the formula\(^\text{32}\).

Figure 16 crudely acts as a tool for explaining just how the Black-Scholes formula works. As easy as it is to accept the formula and input values, it is probably better to also know why one gets certain prices. In simple terms: the price of the underlying asset follows a Brownian motion, described by the Wiener process – this is the continuous version of the discrete random walk (Taylor, 2007: 354). For the purposes of this example a random walk is used, but by decreasing the time intervals the random walk approaches a Brownian motion (Taylor, 2007: 354). At t0 the asset is at a certain price, but it faces a continuous probability distribution with regards to where the price will be in the following period. Our knowledge is limited to what is known at t0, hence the price could be anywhere along the distribution in t1, some places (prices) are more likely than others. For each of these places in t1, another distribution can be applied for t2. Most places on each of the distributions end up overlapping with many other distributions, but the further from the centre the overlapping probabilities equate to less. For the purposes of the diagram, it can be assumed that the bell curves all encompass a 99% probability. As time goes on, given our information is limited to t0, the area we are 99% sure the price will land up grows, with the most likely scenario (given our information) being in the middle. Now, using the example of a call option with a strike price of $1340, expiring at t4, a value needs to be given for the option to buy this asset at this price at that time. Since this option is only worth something if the price actually ends up being greater than $1340 at t4, one is purely interested in the expectation of all prices above this level. To obtain this expectation the resultant distribution is applied in an integral to all the values above $1340 minus $1340 and a number is given\(^\text{33}\). This number is the price of the option because risk-neutrality is assumed. Risk-neutrality merely means that an agent always prefers to maximise value, and is not biased towards or against safer bets with disproportionately lower

\(^{32}\) See Black and Scholes (1973) for the original, or visit [http://en.wikipedia.org/wiki/Black%E2%80%93Scholes](http://en.wikipedia.org/wiki/Black%E2%80%93Scholes) for a quick and easy overview.

\(^{33}\) If one has the probability density function at t4, it is a matter of integrating the PDF multiplied by x (the price) with the integrals limits set from $1340 to infinity.
payoffs. The same applies to a put option, except the expectation is taken over the other side (below) of $1340. Clearly a put option (with $1340 strike) will be a lot more expensive in this case because the expectation of its realised underlying value ($1340 minus any price below $1340) is a lot higher.

The Black-Scholes model also takes into account the risk-free rate which values the return of exercising the option in terms of its excess return over this rate. One can now see why an out of the money option is worth more when there is a higher volatility – the expectation of certain prices increases. Also, at the money options are worth less the longer the time to maturity as the expectation of the spot remaining stable lessens. The Black-Scholes formula very elegantly models this theory and allows one to enter but a handful of variables to achieve a precise number. However, understanding this process also exposes the fallibility of the model. It relies on the assumption of a normal distribution, and a constant rate of volatility (and risk-free rate). If volatility is better described by fatter-tailed distributions then this is not accounted for by the model. And, if one expects volatility to gradually increase or decrease then this is also not accounted for – however, it would appear that the slight forecasted changes in the standard deviation is not nearly as big an issue as the assumption of normality. Options should be priced higher because larger deviations should carry higher probabilities of occurrence. This is evidenced by the results of this thesis’ experiment which shows that options with highly deviant strike prices tend to be sold for too low a price, and can lose money for the issuer.

Figure 16: Visual Representation of Black-Scholes formula’s assumption of Brownian motion

---

34 Same as above comment, except integral limits are from zero to $1340.
35 Higher probabilities are assigned to more extreme prices.
7.2 Methodology: GARCH models in Black-Scholes pricing models

In order to test the performance of the different GARCH models in a more practical way, the out-of-sample predictions were applied to option pricing because it explicitly takes volatility into account. A uni-directional strategy is employed where one buys one put and one call option (European). A call is the right to buy an asset at the strike price, and a put the right to sell an asset at the strike price (CFA Institute, 2010: 83). Hence, when the asset ends up above the strike price of the call option, the call option is worth the spot price (on the day of expiry) less the strike price. And, when the asset price ends up below the strike price of the put option, the put option is worth the strike price less the asset price. However, if the asset price ends up being above the put strike, but below the call strike, then neither option is worth anything as one would make a loss if they exercised them. This strategy therefore bets that deviations of a certain magnitude will take place, either positive or negative. This strategy is known as a “long straddle” (The Options Guide, 2011). It is represented in figure 17. The strategy aims to have limited risk (equivalent to the cost of the options) but unlimited reward (upside potential). As can be seen from the figure, the realised maturity price needs to be substantially different from the spot price at t0, and even from either strike price in order to ensure that a profit will be made – hence the strategy bets that large deviations will occur. It is implemented for options with one day to maturity using the Black-Scholes formula, for 252 days for each of the GARCH models, for four different bands of deviation from the previous day’s price (1%, 1.5%, 2.5%, and 3.5%)\(^\text{36}\). The total profit over the course of the year indicates the differences between the models. The option buyer’s profit is the option issuer’s loss, and vice versa. In fact, this strategy can also be viewed as a “short straddle” from the issuer’s perspective.

**Figure 17: Long Straddle option strategy**

![Figure 17: Long Straddle option strategy](image)

Figure 18 shows the long straddle in action for the sample of 252 observations that are used. It is merely a band of 2.5% above and below the day before maturity’s

\(^{36}\) This is done by using a loop in the MATLAB package, and the function blsprice.m.
spot price, against the day of maturity spot price. When the blue line is either below the green line, or above the red line, either the put or call option is worth something (not necessarily more than the original price of the option). Each strategy for each model therefore is the sum of the cost of both the put and call options for all periods, plus the price of either the put or call option on the day of maturity (if it is more than zero). For each day the one step-ahead volatility forecast is inputted into the Black-Scholes formula. The formula needs annualised volatility, and so the forecasts are multiplied by $\sqrt{252}$. The US Treasury bill daily rate is used for each corresponding period.

Figure 18: 2.5% Long Straddle for sample

![Figure 18: 2.5% Long Straddle for sample](image)

7.3 Results of the options strategy experiment
Table 13 shows the profits that the option buyer would have made, had the issuer used the predictions offered by each of the GARCH models. Hence, when the buyer makes a profit, the issuer makes a loss. But, the issuer is the one who chooses the prediction model, and so he should choose that model that maximises his profits, or minimises his loss. Therefore, each model is ranked in terms of the

\[ \text{Annualised standard deviation is the square root of annualised variance, which is } \sigma \sqrt{252} = \sqrt{\sigma^2 252}. \]

\[ \text{The blue (middle) line is } P_{t+1}, \text{ whilst the other two lines are } 1.025xP_t \text{ and } 0.975xP_t. \text{ This particular sample begins on the 6th of November 2009 and ends 28th of October 2010.} \]
issuer’s profit/loss – the model that yields the highest profit for the buyer is considered the least effective and is ranked lowest.

The interesting thing about these results is how much they conflict with the results of the statistical loss functions. Whereas the models that took account for leverage obtained the best fit for all horizons when tested with the statistical loss functions, the simpler GARCH(1,1) models performed the worst from the purchasers perspective (or alternatively, they would have provided the issuer with the highest profit margin).

*Figure 19: Forecast comparison for sample*

![Comparison of annualised volatility forecasts for sample period](image)

Figure 19 illustrates the difference between the step-ahead forecasts of a GARCH(1,1) model with an EGARCH model, both using the normal distribution. The EGARCH appears to be more conservative, with lower peaks, but often produces higher forecasts. However, the forecasts of the EGARCH are, on average, suggesting lower option prices because of the lower volatility forecasts in certain areas. Figures 20 to 23 illustrate the shape of the profits made by the long straddle strategy over the 252 periods. As can be seen, in all the figures the GARCH model (blue line) is usually at the bottom, which corresponds to charging the buyer higher prices on average for the options. Although this test is highly theoretical, because options prices are ultimately decided by the market, it does serve to recommend to an issuer that he may do well to consider using the GARCH(1,1) in preference to

---

39 This is apparent when one looks at Vega, the partial first derivative of the option prices with respect to volatility. This value is positive for out of the money options. 

\[
\frac{\delta C}{\delta \sigma} = SN(d_1)\sqrt{T-t}
\]
the EGARCH or GJR-GARCH as the basis for pricing OTC options, purely because it appears (from this sample) that it would work out to be more profitable over the long run by balancing out the occasional extreme losses of his short straddle\(^40\).

\textit{Table 13: Results of long straddle strategy}

<table>
<thead>
<tr>
<th></th>
<th>1%</th>
<th>1.50%</th>
<th>2.50%</th>
<th>3.50%</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{GARCH-T}</td>
<td>-$37.45</td>
<td>6</td>
<td>$20.41</td>
<td>5</td>
<td>$10.56</td>
</tr>
<tr>
<td>\textit{GARCH-N}</td>
<td>-$32.89</td>
<td>5</td>
<td>$21.71</td>
<td>5</td>
<td>$10.38</td>
</tr>
<tr>
<td>\textit{EGARCH-T}</td>
<td>-$20.05</td>
<td>4</td>
<td>$34.49</td>
<td>4</td>
<td>$11.70</td>
</tr>
<tr>
<td>\textit{EGARCH-N}</td>
<td>-$7.17</td>
<td>1</td>
<td>$40.34</td>
<td>1</td>
<td>$11.66</td>
</tr>
<tr>
<td>\textit{GJR-T}</td>
<td>-$14.71</td>
<td>3</td>
<td>$36.89</td>
<td>2</td>
<td>$11.69</td>
</tr>
<tr>
<td>\textit{GJR-N}</td>
<td>-$12.40</td>
<td>2</td>
<td>$36.73</td>
<td>3</td>
<td>$11.49</td>
</tr>
</tbody>
</table>

\textit{Option Cost}

<table>
<thead>
<tr>
<th></th>
<th>1%</th>
<th>1.50%</th>
<th>2.50%</th>
<th>3.50%</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{GARCH-T}</td>
<td>$602.44</td>
<td>6</td>
<td>$249.08</td>
<td>5</td>
<td>$3.18</td>
</tr>
<tr>
<td>\textit{GARCH-N}</td>
<td>$597.89</td>
<td>5</td>
<td>$247.78</td>
<td>5</td>
<td>$3.08</td>
</tr>
<tr>
<td>\textit{EGARCH-T}</td>
<td>$585.04</td>
<td>4</td>
<td>$235.00</td>
<td>4</td>
<td>$2.04</td>
</tr>
<tr>
<td>\textit{EGARCH-N}</td>
<td>$572.16</td>
<td>1</td>
<td>$229.16</td>
<td>1</td>
<td>$2.09</td>
</tr>
<tr>
<td>\textit{GJR-T}</td>
<td>$579.70</td>
<td>3</td>
<td>$232.60</td>
<td>2</td>
<td>$2.06</td>
</tr>
<tr>
<td>\textit{GJR-N}</td>
<td>$577.39</td>
<td>2</td>
<td>$232.77</td>
<td>3</td>
<td>$2.26</td>
</tr>
</tbody>
</table>

In figures 20 to 23, the differences that the various strike price bands make to the profit/loss are clearly apparent. When the strike band is low (1% which is less than the standard deviation), the frequency of profiting from the strategy is more, but the cumulative cost of the options is also a lot more – the precise figures can be seen in tables 13. However, at the other extreme, when the strike band is quite high the frequency is lower and the profit per frequency is also lower, but the cumulative options cost is much lower. This means that there is an optimum strategy for a trader utilizing the long straddle – in this case it is the 2.5% band as it yields the highest profit across all forecasts. This is also the worst band for the short straddle strategy.

\(^{40}\) Nick Leeson famously bankrupted Barings Bank in 1995 after using the short straddle strategy on Japanese stocks (Time, 1995).
Figure 20: 1% Straddle

![Figure 20: 1% Straddle](image1.png)

Figure 21: 1.5% Straddle

![Figure 21: 1.5% Straddle](image2.png)

Figure 22: 2.5% Straddle

![Figure 22: 2.5% Straddle](image3.png)
7.4 Some caveats
The above methodology is entirely theoretical. In reality it would be very difficult
to get someone to sell you an option as small as some of the prices from the 3.5%
straddle. In addition, although traders make use of the Black-Scholes model, they
will have different methods of correcting for the model’s shortcomings – prices in
the real market will differ in many ways to this thesis’ theoretical prices. There are
also other shortcomings of the Black-Scholes model that are widely recognised.
These include the assumption of constant interest rate until maturity, no
transaction costs, ability to short sell, no taxes, continuous trading of the
underlying and option, and no arbitrage (Taylor, 2007: 373). These assumptions
may or may not be true in any one market, and if they are not true there are ways
of dealing with them such as specially weighted interest rates (Hull, 2009).
However, dealing with these shortcomings are beyond the scope of this paper, but
it is recommended that future research investigate what effects these have in the
gold market and how they relate to the use of GARCH models in asset pricing.
An important thing to note is that the model used in this thesis’ estimation may
have been misspecified. Biger and Hull (1983: 25) state that the traditional Black-
Scholes formula needs to be adjusted for currencies, where the underlying asset has
a continuous payout – the interest rate. Although gold isn’t specifically a currency,
it is often treated as such, and does indeed have an interest rate – the gold lease rate.
This rate is the rate at which a financial institution is prepared to lend gold at
(Whaley, 2006). It is, however, not quoted in the market as it is usually available to
larger market participant only. The implied rate can be found at www.lbma.org.uk
(The London Bullion Market Association) – it is calculated as LIBOR (London
Inter Bank Offered Rate) minus GOFO (Gold Forward Offered Rate). Unfortunately, there were complications with this rate for the particular out-of-
sample used in the estimations – the implied rate was negative, which is a
mathematical anomaly. For simplicity’s sake the usual Black-Scholes equation was
stuck to. However, if further research were to be done with gold data, it is worth noting that the revised model is as follows:

\[ C(S, t) = N(d_1)Se^{-rf(T-t)} - N(d_2)Ke^{-rd(T-t)} \]  \tag{40}

\[ d_1 = \frac{\ln\left(\frac{S}{K}\right) + (rd - rf + \frac{a^2}{2})(T-t)}{a\sqrt{T-t}} \]  \tag{41}

\[ d_2 = \frac{\ln\left(\frac{S}{K}\right) + (rd - rf - \frac{a^2}{2})(T-t)}{a\sqrt{T-t}} \]  \tag{42}

\[ P(S, t) = Ke^{-rd(T-t)} - S + C(S, t) \]  \tag{43}

(Biger and Hull, 1983: 25)

The model is very much the same as the traditional model, except for the continuous payout rate \( rf \) which has been placed within the equations. This variable represents the foreign interest rate, if one were to be buying an option where the foreign currency was the underlying. In this case, gold is the underlying currency. The domestic rate of interest for the currency that the option is priced in (US Dollars in this case) is just the variable \( rd \). It is not expected that the results would change drastically with this thesis’ estimation purposes as the options are so short dated that all interest rate effects are marginal.

8. CONCLUSION

Three different GARCH-type models, with both normal and student’s \( t \) distributions, were tested for their ability to forecast the volatility of the gold price. The models were tested in both a loss function framework, and an option pricing framework.

It was found that the models that took into account the differing effects of positive and negative return data, demonstrated better forecasting ability when statistical loss functions were used to measure fit.

However, when an options straddle strategy was tested with the one-step ahead forecasts, it was found that the regular GARCH models provided better results, in the form of lower losses and higher profits, for the issuer of the options.

The results are therefore mixed, and possibly inconclusive. The out-of-sample time period was for a full working year which was intended to get a more comprehensive perspective on the results.

There are problems with both the statistical loss function measurements, and the option pricing measurements. The loss functions do not tell us the monetary implications of the forecasts, whilst the option methodology had many noted flaws in assumptions and relation to reality.
In light of these issues, it is concluded that the observations from the statistical loss functions were more relevant as they were more comprehensive in scope having used four different forecast horizons, whereas the options results used just the one day horizon. Therefore, it can be said that gold exhibits volatility clustering, and using GARCH models can indeed be useful in forecasting its volatility. In addition, the volatility in gold reacted to negative returns more so than positive returns, evidenced in the better performance of EGARCH and GJR-GARCH over the standard GARCH. The fatter tailed student’s $t$ distribution also outperformed the standard normal distribution, and the best performing model in all time horizons was the GJR-GARCH with a student’s $t$ distribution.

Further research is recommended to build on these findings, to test more intricate versions of the models and to get robust results in pecuniary terms.
REFERENCES


ACKNOWLEDGEMENTS

I would like to thank Kevin Kotze for his role as supervisor on this thesis – his expertise and advice were invaluable. In addition, Peter Searle and Robert Price were group members with me on a term paper that was the initial inspiration for this work – thank you to them.