35

Antarctic Sea-lce Extent, Southern Hemisphere

" Circulation and South African Rainfall

Debra Alison Hudson

" Thesis Presented for the Degree of
DOCTOR OF PHILOSOPHY
in the Department of Environmental and Geographical Science

UNIVERSITY OF CAPE TOWN




The copyright of this thesis vests in the author. No
guotation from it or information derived from it is to be
published without full acknowledgement of the source.
The thesis is to be used for private study or non-
commercial research purposes only.

Published by the University of Cape Town (UCT) in terms
of the non-exclusive license granted to UCT by the author.



ii

ABSTRACT

Antarctic Sea-Ice Extent, Southern Hemisphere Circulation and South African Rainfall

The study examines the response of an atmospheric general circulation model (GCM) to a
reduction in Antarctic sea-ice extent during summer and winter, with emphasis on non-polar
and southern African climates.

Following an evaluation of the GCM, the control and perturbation simulations are analysed.
The controls are forced by prescribed, observed sea surface temperatures (SSTs) and sea-ice
extents, while in the perturbation simulations sea-ice is reduced and replaced with SSTs. The
introduced anomalies are derived from an algorithm based on observed ice variability. The
simulations are restarts of an AMIP (Atmospheric Model Intercomparison Project) configured
simulation, and two summers (1979/80 and 1984/85) and two winters (1980 and 1985) have
been selected for the study. Three replicates have been performed for each time period for
both the control and perturbation conditions.

The results show that the atmospheric response is sensitive to the positioning and magnitude
of the introduced anomalies. In summer the response is more zonally uniform, and consistent
between 1980 and 1985 than in winter. The sea-ice reduction produces an increase in surface
air temperature, and sensible and latent heat fluxes over the anomalies in both seasons. There
is also a general decrease in sea level pressure at high latitudes, and an increase in midlatitude
cyclone densities around 60°S. In summer there is increased subsidence between 30°S and
50°S, and in winter there is a southward shift of the Hadley Cell over the western Pacific, but
a northward shift of pressure systems over the Atlantic. In both seasons, there is a general
increase in 500 hPa wind speeds in middle to high latitudes (~50°S - 65°S) and a reduction in
wind speeds to the north of this (~30°S - 40°S), although this change is less uniform in
winter. The perturbation produces a reduction in the amplitude of Rossby wave number 1 in
both seasons, related to reduced asymmetry of the SST distribution around the pole in the
perturbations. In winter, the amplitude of wave number 3 increases and undergoes a phase
shift, triggered by the large sea-ice perturbation in the Atlantic sector. The results show that .
the atmosphere is quite sensitive to relatively small ice changes.

Regional-scale precipitation over South Africa is derived from the GCM using empirical
downscaling. In summer the sea-ice perturbation causes a decrease in rainfall over the north-
east coast, and an increase in rainfall over the interior of the country. In winter there is an
increase in precipitation over the west and south coasts. In both seasons the precipitation
response is small, but the physically plausible and similar nature of the changes in 1980 and
1985 lends credence to the results and suggests that an Antarctic sea-ice anomaly has the
potential to alter circulation patterns and precipitation over the South African region.

Debra Alison Hudson ’ University of Cape Town
October 1998
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PREFACE

There is little doubt that Antarctic sea-ice is of considerable importance in determining the
climate at high latitudes. The large seasonal variation of sea-ice is such that it virtually
doubles the size of the Antarctic continent during winter (Carleton, 1992), thus having a
profound effect on climate dynamics and energy balances. Little is known, however, of the
impact that Antarctic sea-ice anomalies have on the climates of lower latitudes. Even at polar
latitudes, the non-linear and complex nature of sea-iée atmosphere interactions, together with
a lack of observational data, has to some extent hampered investigations of the interplay
between these two components of the climate system. Hanna (1996, p373) notes that “sea-ice
climatic feedbacks are crucial and more complex than hitherto believed”. The present
research is a modelling study which examines the effect that a reduced Antarctic sea-ice
extent has on the climate of the Southern Hemisphere, especially non-polar climates. A
particular focus is to investigate the regional response of circulation dynamics over southern
Africa to a reduction in sea-ice extent, and to assess whether sea-ice anomalies have the

potential to influence precipitation over South Africa.

The research is approached from a climatological, rather than meteorological, perspective.
Although there is a large degree of overlap between meteorology and climatology, there are
some fundamental differences. Meteorology deals primarily with the study of the physics of
weather processes. Climatology, on the other hand, is concerned with longer time scales than
meteorology, for example time periods extending from months to centuries, and is the study
of the aggregate effect of weather phenomena, thus investigating average and extreme

conditions, as well as variability within the system.

The study is presented in 4 sections, encompassing 10 chapters. Section I is an introductory
section containing three chapters. Within this section, Chapter 1 provides background
information concerning the current state of knowledge of sea-ice atmosphere interactions. In
addition, the use of General Circulation Models is discussed, and previous modelling studies
which have examined the influence of anomalies of Antarctic sea-ice on the atmosphere are
described. The chapter also introduces the concept behind the technique of downscaling,
which is used to facilitate a regional analysis of precipitation over South Africa. Finally, the

major objectives of the research are outlined. Chapter 2 describes the observed and model
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data sets used in the study, as well as details of the GENESIS General Circulation Model. An

account of the analysis and statistical tools that are used is provided in Chapter 3.

Section II encompasses a single chapter, Chapter 4, which is concerned with the evaluation
of the present-day, control simulation of the GENESIS General Circulation Model against
observed data. This simulation is used as the control in the sea-ice perturbation section of the
study. Thus, the reliability of the results from the experiment simulations will be partially

related to the model’s ability to simulate present-day conditions.

Section III is the largest section, comprising 5 chapters, and is concerned with the sea-ice
extent reduction experiments. Chapter 5 provides a description of an algorithm, which has
been developed in the present study to obtain the anomalous sea-ice fields for the perturbation
experiments. The experimental design and nature of the model simulations are also
discussed. An analysis of the results of the summer season sea-ice perturbations on the
Southern Hemisphere climate is presented in Chapter 6, while Chapter 7 focuses on the
regional response of the climate over southern Africa, including an assessment of the
implication of a sea-ice extent reduction on South African rainfall. Similarly, Chapter 8 and
Chapter 9 consider the results of the sea-ice perturbations for the winter season over the

Southern Hemisphere and southern Africa respectively.

Lastly, Section IV consists of the final chapter, Chapter 10, which includes a summary of
the primary conclusions, proVides an appraisal of the constraints and caveats of the study, and
presents some recommendations for future research. For the‘convenie_nce of the reader, a list

of acronyms that have been used in the text is provided in Appendix A.
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SECTION I

Introductioh



CHAPTER 1

Background

1.1 Sea-Ice and Atmosphere Interactions

‘The seasonal formation and retreat of sea-ice in the polar regions is an extremely important
process which affects the global climate. Sea-ice cover influences heat, moisture and
momentum exchanges between the ocean and atmosphere, and is of central importance to
climate dynamics and energy balances (Wadhams, 1994). The seasonal cycle of Antarctic
sea-ice displays large changes in ice extent (Figure 1.1), in addition to considerable
' iﬁterannual variabilify. Gloersen et al., (1993) analysed satellite data of Antarctic sea-ice
extent for the years 1978 through to 1987 and found that average seasonal extents varied
between a summer minimum of 3.5 million km? in February and a winter maximum of
19 million km? in September, with an interannual variability of +5% in the winter ice cover.
The presence or absence of sea-ice can have a large impact on the surface energy balance,
often contrc;lling both the sign and magnitude of fluxes. During summer, regi.ons covered
with sea-ice have much higher albedos compared to sea surface albedos, and therefore absorb
aﬁd store less energy than the surrounding ocean. In contrast, duﬁng winter' when there is

negligible insolation, the presence of sea-ice acts to decrease heat losses from the ocean.

Figure 1.1 Map showing the mean maximum and mean minimum sea-ice extents for 1973 to 1982
(after Carleton, 1989).

A topic that has been of great scientific and public concern over the past decade is that of

anthropogenically induced global warming. Carbon dioxide (CO,) concentrations have been
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increasing steadily over the last few decades, and the Intergovernmental Panel on Climate
Change (IPCC) has calculated that if emissions are maintained at 1994 levels, then
concentrations will reach double pre-industrial levels (280 ppmv) by the end of the 21%
century (IPCC, 1996). CO, absorbs long-wave radiation emitted from the earth’s surface and
as such, with increasing concentrations, we would expect substantially warmer future
climates. Current suggestions are that global warming will impact substantially on the polar
regions and that changes in the areal coverage of sea-ice may be one of the first signs of
climate change. The latitudinal extent of Antarctic sea-ice cover is strongly related to
atmospheric temperature and oceanic heat flux, as well as to winds, ocean currents and the
wave field (e.g. Weatherly et al. 1991; Squire, 1994; Wadhams, 1994). It is unclear how
these factors will be affected with the adven'_c of climate change, but it is thought that with
higher sea-surface and atmospheric temperatures under a warming climate, sea-ice reductions

are likely to occur.

Independent analyses of satellite-derived sea-ice extents for 1978-1987 (Gloersen and
Campbell, 1991) and 1978-199.4_ (Johannessen et al., 1995) respectively, have, however,
shown no significant trends in Antarctic sea-ice cover. De la Mare (1997) managed to extend
the sea-ice data to periods prior to the advent of satellite technology by using whaling records
as proxy data for sea-ice extent, based on the fact that the southern-most limit of whaling was
cons;crainéd by the sea-ice boundary and that whaling fleets were often found to spread along
the sea-ice edge, sinée it is a region of high biological productivity. De la Mare’s (1997)
results suggest that there was a large and rapid decrease in Antarctic summertime sea-ice
extent between the 1950°s and 1970’s, with sea-ice extent remaining fairly stable .after the
1970’s. It is thus still uncertain whether Antarctic sea-ice extent has been responding to

purported anthropogenically induced global warming.

Nearly all equilibrium General Circulation Model simulations under doubled CO, conditions
show considerable polar warming and an associated reduction in sea-ice extent (e.g.
Schlesinger and Mitchell, 1987; Wilson and Mitchell 1987; Meehl and Washington, 1990;
Boer et al., 1992; Pollard arid Thompson, 1994; Hunt et al., 1995, Hudson, 1997). However,
the results from atmospheric General Circulation Models coupled to full ocean models
suggest that vertical mixing in the Southern Ocean is likely to retard and diminish warming in
the polar regions (e.g. Stouffer et al., 1989), compared to the results obtained from
atmospheric General Circulation Models coupled to mixed layer ocean models. Despite the

possible reduction in sea-ice limits with global warming, there is also the considerable
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interannual variation in Antarctic sea-ice extent to consider (Gloersen et al., 1993). The
controls of this interannual variability are not well known (Hanna, 1996) and we still do not
have a good understanding of the influence which these present-day Antarctic sea-ice
variations exert on the climate, especially non-polar climates. The question of how an
anomalously reduced sea-ice extent (reduced either in the future in response to global
warming, or in response to interannual variability) would feed back and impact on global and

synoptic circulation patterns remains largely unanswered.

Studies of sea-ice atmosphere interactions in the Southern Hemisphere have been restricted
by limited observed data, both spatially and temporally. However, the availability of data
over the last two decades has improved, largely due to increased satellite coverage of the
Sduthern Ocean and the advent of weather prediction models, which can be used to assimilate
observed data and create operational analyses. Research has also been limited by the
complexity of the non-linear processes and feedbacks involved in sea-ice atmosphere
interactions. These two factors have combined to produce some confusing and quite
frequently conflicting results in the literature, especially concerning the relationship between
sea-ice and non-polar climates. Nonetheless, a wide range of studies using observed data of
varying quality have examined a host of relationships between Antarctic sea-ice and the
atmosphere. These studies have ranged in scale, both spatially and temporally, from those
examining local and/or short-term case studies (e.g. Cavalieri and Parkinson, 1981; Mayes,
1985; Jacobs and Comiso, 1993; King, 1994), to those studies' which have investigated the
possible links between Antarctic sea-ice and large-scale indices of the circulation, such as the
El Nifio Southern Oscillation (ENSO) (e.g. Chiu, 1983; Carleton, 1988, 1989, 1992; Xie et
al., 1994; Simmonds and Jacka, 1995).

There is substantial evidence that sea-ice can force'changes in atmospheric circulation in the
region of the sea-ice margin (e.g. Ackley and Keliher, 1976; Ackley, 1981; Carleton, 1981;
Streten, 1983; Mayes, 1985; Watkins and Simmonds, 1995), but of more interest is the
suggestion that sea-ice variations around Antarctica can cause an atmospheric response in the
midlatitudes and subtropics, as well as in polar and sub-polar latitudes. In contrast to the
Arctic, Antarctic sea-ice has an outer boundary which is unconstrained by land, and therefore
interacts both dynamically and thermodynamically with the atmospheric and oceanic
circulation of middle and lower latitudes of the Southern Hemisphere (Carleton, 1992).
Research has indicated that Antarctic sea-ice variations may influence cyclogenesis and the

behaviour of midlatitude cyclones. In a modelling study, Simmonds and Wu (1993) recorded
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significant increases in midlatitude cyclone densities near 60°S, and enhanced cyclogenesis in
the western Weddell Sea in response to reduced Antarctic sea-ice concentrations in winter. In
addition, results from the Fine Resolution Antarctic Model appear to show that the seasonal
extent of sea-ice may control the passage of cold fronts towards South Africa during winter
(Lucas and Lindesay, 1991). "Some studies suggest that Antarctic sea-ice atmosphere
interactions are regionally specific, for example, Godfred-Spenning and Simmonds (1996)
found that the sea-ice—cyclone relationship for the period 1973-1991 was only evident in
certain regions of the sea-ice zone and during particular seasons, for instance there was a
relationship between sea-ice and cyclone density in the Amundsen Sea during summer.
Howarth (1983) similarly found little correlation between sea-ice and cyclone tracks on a
hemispheric scale, but relationships were evident in specific regions or over short time
periods. Further research with observed data seems to indicate that temperature gradients in
the region of the sea-ice margin may induce baroclinic instability, and this, combined with
air-sea interactions, may enhance mesoscale cyclogenesis near the ice-ocean interface
(Carleton and Carpenter, 1990; Carleton, 1995). These mesocyclones (polar lows), in
~ contrast to the larger ‘synoptic’ or ‘frontal’ cyclones, constitute up to 50% of all cyclones
recorded during winter over the Southern\Hemisphere oceans (Carleton, 1995). Through the
impact of sea-ice variations on midlatitude cyclones, the effect of sea-ice extent anomalies

may be transmitted to lower latitudes.

Some modelling studies have shown changes in tropical pressures and a reduction in the
strength of the midlatitude westerlies in response to a reduction in Antarctic sea-ice extent
(Simmonds, 1981; Mitchell and Hilis, 1986; Simmonds and Dix, 1987). Carleton (1989) has
also suggested, based on statistical analyses with observed data, that changes in sea-ice extent
may preceed changes in midlatitude sea level pressure wave number one. He found that
greater ice extents during late winter for the period 1973-1982 were related to a displacement
of wave number one towards Australia. In addition, these changes preceded changes in the
tropical Southern Oscillation Index (SOI) by approximately 5 months. In terms of the
planetary long waves in the Southern Hemisphere, it is thought that they may be forced, in
part, by thermal effects associated with the asymmetric sea surface temperature (SST) and ice
distribution aroﬁnd Antarctica (Anderssen, 1965; Grose and Hoskins, 1979; Trenberth, 1980;
Karoly, 1985; James, 1988; Simmonds et al., 1989). Therefore, a modification of this
asymmetry, for example through a change in sea-ice extent, has the potential to alter the
characteristics of the planetary long waves. Lastly, Meehl et al. (1997) have suggested that an

alteration of the seasonal cycle of surface temperatures at 50°S and 65°S could alter the
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manifestation of the semiannual oscillation (SAQO). The SAO describes the biannual
contraction and intensification of the circumpolar trough surrounding Antarctica. Sea-ice
cover influences temperatures at 65°S and it is therefore possible that anomalous sea-ice

extents may influence the SAO.

The key objective in the present study is to further explore and clarify the role of Antarctic
sea-ice extent as a non-local climate forcing factor. The effect that a reduced Antarctic sea-
ice extent has on the general climate of the Southern Hemisphere and, more specifically,
southern Africa will be investigated. The analysis of observed data is of limited use when
attempting to investigate such a question, since the relationships found between the observed
seasonal behaviour of sea-ice extent and some atmospheric variable may not necessarily be
the same as a response of that variable to sea-ice anomalies within a given season. In
addition, with statistical studies using observed data, it is often difficult to establish cause and
effect. An ice anomaly itself is the response to atmospheric forcing, and therefore
determining the ice’s subsequent influence on the atmosphere is problematic. It is also
possible that the atmospheric response to sea-ice is non-linear, and therefore one should be
cautjous in interpreting the results from studies with observed data that use linear statistical
methods, such as correlations. Thus, the approach adopted in the current study is to use a
General Circulation Model in order to isolate the effect of prescribed anomalies of sea-ice
extent. A General Circulation Model represents a controlled environment, within which the
impact of vém’ous anomalies on the climate system can be studied. By comparing an anomaly
simulation to a control simulation, the climatic impact of a sea-ice perturbation can be

elucidated.

1.2 General Circulation Models

General Circulation Models (GCMs) are numerical models- of the earth-atmosphere system
which are capable of reasonably simulating many of the large-scale features of the observed
climate. They model global weather by attempting to solve the basic physical equations which
govern the processes operating within and between the atmosphere, ocean, cryosphere and land-
surfacé. - Figure 1.2 shows a simplified view of the climate system and the important

interactions which occur between the various components.

Some physical processes take place at scales smaller than a GCM’s grid resolution, for example
those related to clouds, and cannot be modelled explicitly. Instead, their effects are taken into

account by relating them to larger-scale phenomena that are resolved by the model, through a
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process known as parameterisation. Contemporary GCMs used for climate modelling have
horizontal grid resolutions ranging between 2° and 4° of latitude or longitude and typically have
18 :or more atmospheric levels in the vertical. Many GCMs are spectral models, i.e. the
equations are solved using spherical harmonic techniques, and the horizontal resolution is given
as the wave number of truncation, with higher wave numbers representing finer resolutions.
Current GCMs used for climate modelling studies (as opposed to weather forecasting) usually
have wave numbers of truncation between 21 and 42. GCM simulations are most reliable at
hemispheric or continental scales, and less accurate at regional scales. There are still many
sources of uncertainty associated with GCM simulations, most of which are related to
resolution, processes which are parameterised and interactions with the boundary (Trenberth,
1996). As has been mentioned previously, parameterisations are required to deal with sub-
grid scale processes, and this may contribute to significant errors in GCM simulations at
regional scales. The IPCC (1996) has stated that the largest areas of uncertainty in climate
models are clouds, the hydrological cycle and the treatment of the land surface, and that these

appear to cause the largest discrepancies between the present-day control simulations of

different GCMs.

Changes in the Atmosphere: Changes in the
Composition, Circulation Hydrological Cycle

Atmosphere l Aerosols
- H,0,N,, 0,, CO,, O,, etc.
""" Air-Biomass
; Coupling

Changes in
Solar Input

Air-Tee e Terrestrial
Coupling Precipitation- Radiation
Evaporation

Land-Biomass

Coupling
Changes in the Ocean: f Changes in/on the Land Surface:
Circulation, Biochemistry Orography, Land Use, Vegetation, Ecosystems

Figure 1.2 Schematic view of the components (bold) of the climate system and interactions between
the components (thin arrows). The bold arrows designate aspects of the climate system which have
the potential to change (modified from IPCC, 1996).

A GCM consists of a number of components or sub-models of varying complexity, -

encompassing the atmosphere, YOCean, cryosphere and land surface.  The atmospheric
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componént is the most sophisticated, primarily due to development for the purposes of daily
weather prediction, whereas development of the other components has lagged somewhat. The
oceanic component of a GCM can be represented in a variety of ways. Firstly, instead of
using an ocean model, prescribed present-day sea-surface temperatures (SSTs) and sea-ice
extents can be specified as a boundary condition for the atmospheric general circulation
model (ACGM). Secondly, the ACGM may be coupled to a simple slab or mixed-layer ocean
model, usually with prescribed heat transport, and lastly, the AGCM may be coupled to a full
ocean model. In the latter two cases, models of sea-ice are aiso incorporated. Sea-ice models
range from those which consist of a motionless ice layer whose thickness is governed by
thermodynamics, to more complex and less frequently used models which incorporate sea-ice
dynamics, fractional coverage, multilayer ice and the effects of salinity and snow on ice

(IPCC, 1996).

It is important to have a range of model complexities, because they suit different needs. It is
not always desirable to utilise the most complex of the models i.e. the fully coupled ocean-
atmosphere models. Apart from the faét that these models are both computationally and
financially expensive to run, they may not provide the best solutions to the problem being
investigated. For example, Joubert and Tyson (1996) have suggested that owing to evidence
showing errors in the simulation of the Southern Ocean by fully-coupled ocean-atmosphere
models, the mixed-layer models may, at this stage, be more reliable for GCM studies over the
southern African region. In addition, when dealing with processes that are not fully
understood, it may be better to keep associatéd values constant, or as observed, rather than
trying to model them incorrectly. The lower order models are also often better at highlighting
dominant mechanisms in the earth-atmosphere system and may be especially useful for
providing insight into the role played by key processes. Nonetheless, whenever a model is

used in a study, it is important that it is applied with suitable appreciation of its limitations.

The present study utilises a GCM which is forced with prescribed SSTs and sea-ice extents,
where the fields in the control are as observed and anomalies are introduced in the
experiment. By using prescribed fields, one is able to isolate the forcing from the sea-ice
perturbation, whereas results from a GCM using a sea-ice model would be complicated by
feedbacks between the atmosphere and sea-ice, and the effect of the sea-ice on the
atmosphere would be more difficult to determine. By nature of the model used, the sea-ice
reduction experiments cannot take into account the subsequent feedback of the atmosphere to

the ocean or cryosphere.
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1.3 Modelling the Impact of Sea-Ice Reductions

Once a specific GCM has been validated, and the simulations deemed realistic, it can be a
useful tool for investigating scientific questions, such as how reduced sea-ice limits may
impact on the atmosphere. A number of modelling experiments investigating the atmospheric
response to a reduction in sea-ice, have been performed for the Arctic (Fletcher et al., 1973;
Newson, 1973; Warshaw and Rapp, 1973; Herman and Johnson, 1978; Serafini and LeTreut,
~ 1988; Duimenil and Schroder, 1989; Raymo et al., 1990; Royer et al., 1990; Crowley et al.,
1994; Murray and Simmonds, 1995). However, results obtained from studies with the Arctic
are not necessarily transferable to the Antarctic, primarily due to the different distribution of
land masses in the hemispheres. In addition, the seasonal variation of sea-ice cover is about 6

times greater around Antarctica than in the Arctic (Simmonds, 1981).

The Southern Hemisphere experiments that have been performed, can be grouped into those
examining the impact of reduced sea-ice concentration, on the one hand, and reduced sea-ice
extent on the other. In terms of sea-ice concentration, Ledley (1988) used an energy balance
climate model coupled to a three layer thermodynamic sea-ice model to investigate the
feedback between atmospheric temperature and small areas of open ocean (leads) within the
winter sea-ice zone. She found that due to changes in the sensible heat flux, leads have a
large impact on the atmospheric temperature of polar regions. Similarly, Simmonds and
Budd (1990, 1991) examined the response of the atmosphere to changes in the open water
fraction of Antarctic sea-ice in perpetual July simulations with an R21 spectral resolution
GCM using prescribed SSTs and sea-ice extents. They also found substantial atmospheric
warming in those areas where leads were included, and the experiments appeared to indicate
westerly wind anomalies south of 60°S and anomalous easterlies between 40° and 60°S in
response to reduced sea-ice concentrations. In addition, they found that some variables, such
as sea-level pressure and precipitation, did not respond monotonically to reductions in sea-ice
concentration. For example, pressure reductions were recorded over the Weddell Sea in
response to the reduction in sea-ice concentration, but a larger pressure decrease was recorded
in this area for the case when the open water fraction was set to 0.8 than was recorded when
the open water fraction was set to 1.0. Simmonds and Wu (1993) extended the previous
research by examining the effect of reduced sea-ice concentrations on midlatitude cyclones.
They found a general tendency for an increase in the number of cyclones surrounding the
Antarctic continent and a decrease further north, as well as enhanced cyclogenesis south of
about 65°S, especially over the western Weddell Sea. In contrast to the above studies,

Watkins and Simmonds (1995) performed a number of short simulations (5 days) using an
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R31 spectral resolution GCM with prescribed SSTs and sea-ice extents in order to determine
the atmospheric response to Antarctic sea-ice concentrations on synoptic time scales. The
results suggested that real-time Antarctic sea-ice data may be particularly useful for numerical

weather prediction.

In contrast to varying Antarctic sea-ice concentration, there have been a number of studies
which, as is the focus in the present study, have modified sea-ice extent. Simmonds (1981)
replaced September sea-ice extent with that for March in a perpetual September simulation
using a hemispheric GCM with an R15 horizontal resolution and 9 levels in the vertical.
Where sea-ice was removed, it was replaced by water with a temperature of -1°C. In another
study, Mitchell and Hills (1986) examined the effect of removing all Antarctic sea-ice
equatorward of 66°S and replacing it with water at 0°C. To do this they performed three 4-
month (June, July, August, September) replicate experiment simulations using a GCM with a
horizontal grid length of about 330 km and 5 layers in the vertical. In response to the latter
paper, Simmonds and Dix (1987) expanded upon the 1981 research (Simmonds, 1981), using
a global version of the same GCM as before, although with some improvements. In a
perpetual July .simulation, they removed all sea-ice in the experiment and replaced it with
open water at 0°C. Lastly, Mitchell and Senior (1989) repeated the experiments of Mitchell
and Hills (1986) using an 11-layer GCM in order to produce an improved control simulation.
Three 4-month experiment simulations were performed as before, although ice equatorward
of 67.5°S was removed, in contrast to 66°S in the Mitchell and Hills (1986) experiment, and
the ice was replaced with water at -1.8°C, in contrast to 0°C in the Mitchell and Hills (1986)

experiment.

In response to the various imposed sea-ice extent reductions, all the above studies
(Simmonds, 1981; Mitchell and Hills, 1986; Simmonds and Dix, 1987; Mitchell and Senior,
1989) found a decrease in the zonally averaged westerly component of the wind between
about 45°S and 65°S in the middle to upper troposphere. In addition, they all noted zonally
averaged warming of the lower troposphere south of about 55°S as a result of the sea-ice
reduction. There are, however, a number of inconsistencies between the results of the
different experiments. For example, Mitchell and Hills (1986) and Mitchell and Senior
(1989) found a reduction in surface pressure in the regions from which sea-ice was removed,
whereas Simmonds (1981) and Simmonds and Dix (1987) found both increases and decreases

in surface pressure in the regions from which sea-ice was removed, although the spatial
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distribution of these increases and decreases did not coincide. It has been suggested that
differences in the results of these modelling studies may be due to the different sea-ice
anomalies -used (Mitchell and Hills, 1986; Mitchell and Hills, 1987; Mitchell and Senior,
1989), the high variability of the model circulation over midlatitude, sub-polar and polar
latitudes (Mitchell and Senior, 1989) and to differences between the respective models
(Mitchell and Hills, 1986; Mitchell and Hills, 1987; Simmonds and Dix, 1987; Mitchell and
Senior, 1989).

The above mentioned experiments were conducted with large and sometimes unrealistic sea-
ice extent anomalies. The removal of ice north of a designated latitude (Mitchell and Hills,
1986; Mitchell and Senior, 1989) does not take into account asymmétrical melting around the
Antarctic continent, such as the substantial seasonal ice changes that occur in the region of
the Ross and Weddell Seas (Ackley, 1981). It is also unrealistic for the sea-ice distribution in
the experiment simulation to remain constant from June through to September, as was the
case in the studies by Mitchell and Hills (1986) and Mitchell and Senior (1989). Furthermore
these experiments, together with those of Simmonds (1981) and Simmonds and Dix (1987),
ir_vnp‘osed extreme changes in sea-ice extent, and one should be cautious in applying the results
to smaller perturbations in ice extent that are actually observed. In these types of studies there

is, however, the problem of what anomalous sea-ice data set to introduce into the model.

The current study will present an algorithm which has been devised to generate sea-ice data
sets for experiment simulations similar to those mentioned above. For any given month of
the GCM control sea-ice data set, the algorithm will produce a corresponding month with
reduced sea-ice coverage, which can be used in the experiment simulation. Where sea-ice is
removed, it is replaced by an interpolated gradient of SSTs extending to the new ice
boundary, thus including the effect of the warming of ice-free surface waters, whereas the
previous studies did not. Observed sea-ice coverage is analysed as the basis for reducing sea-
ice extents, and depending on the stage in the seasonal cycle, the algorithm either exacerbates
the observed pattern of melting, or diminishes the observed pattern of freezing. The
algorithm allows for the formulation of fairly realistic sea-ice input data, in that the sea-ice
reductions are not applied uniformly around the Antarctic continent, reductions are consistent
with observed patterns of sea-ice decay, and data sets of multiple months can be obtained
where a realistic seasonal cycle is clearly evident. As well as examining the effect of reduced
freezing during winter, this also facilitates the investigation of the atmospheric impact of

enhanced sea-ice melt during the summer months. The effect of reduced sea-ice limits on the
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atmosphere during the summer season of the Southern Hemisphere has previously not been
considered. There are also options available in the algorithm for producing ice reductions
ranging from perturbations of the same order of magnitude as those seen in interannual
variability, to those which are more extreme perturbations. In this study, the algorithm has

been applied to the Antarctic, but could be used equally well for the Arctic.

1.4 GCM Skill Level and the Regional-Scale Response

One of the aims of the present study is to examine the potential influence that Antarctic sea-
ice extent has on the climate of southern Africa, and in particular, precipitation. Although
GCMs are the most appropriate tools for addressing such a topic, the typical grid resolution is
such that the complex regional precipitation patterns over the sub-continent are often not
captured. In addition, the skill level (von Storch et al., 1993) of GCMs is usually poor at the
scale of the grid cell, but increases as results are averaged over a larger grid, such that
simulations are reasonably accurate at synoptic scales and larger (Hewitson and Crane, 1996).
This problem of poor regional-scale accuracy is especially true for precipitation, and has been
attributed, in part, to the variable’s dependence on grid resolution ‘and cumulus
parameterisation (IPCC, 1990; IPCC, 1992). Owing to the semi-arid nature of much of
southern Africa, and the high variability of rainfall, precipitation is one of the key variables of -

interest.

The variability of South African rainfall has been extensively investigated and a number of
empirical controls have been proposed in the literatufe. The ENSO phenomenon has been
found to exert a controlling influence on summer rainfall over South Africa (Harrison, 1986;
Lindesay, 19.88a, 1988b; van Heerden et al., 1988; Mason and Lindesay, 1993), although the
effect of ENSO appears to be modulated by the phase of the stratospheric Quasi-Biennial
Oscillation (QBO) (Mason and Lindesay, 1993). The QBO refers to the periodic reversal of
the equatorial stratospheric winds. During the high (low) phase of ENSO and when the QBO
is in its westerly phase, significantly wet (dry) conditions occur over the summer rainfall
region of South Africa between Jamiary and March (Mason and Lindesay, 1993). However,
when the QBO is in its easterly phase, the association between ENSO and summer rainfall
between Januafy and March is statistically insignificant (Mason and Lindesay, 1993). It has
also been recognised that SST anomalies in the oceans sinrounding southern Africa are
important in controlling the variability of rainfall over South Africa (Gillooly and Walker,
1984; Brundrit and Shannon, 1989; Walker and Lindesay, 1989; Mey et al., 1990; Walker,
1990; Mason, 1990; Mason, 1992), and Mason (1992) has shown that on a year to year basis,
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these SST changes exert a greater influence on South African rainfall than does ENSO. In
addition, variations in the tropical easterly waves are important in accounting for wet and dry
years over the interior of the country (Tyson, 1984; Jury and Pathack, 1991; Jury et al., 1991),
and deviations in the westerlies, for example in the frequency and amplitude of the westerly

waves, influence precipitation over the southern portion of the country.

In order to examine the potential influence that Antarctic sea-ice extent has on precipitation
over South Africa, the technique of downscaling has been applied. Downscaling has been
utilised so as to obtain precipitation results of a finer resolution than the GCM grid and to
overcome the inadequacies of GCM derived precipitation. There are two major downscaling
approaches. The first is a process-based approach; for example the technique of nested
modelling, and tﬁe second is an empirical approach that uses identified relationships derived
from observed data. Nested modelling is computationally demanding and there are still
problems éonceming the handling of the interface between the GCM and the nested model
that need to be considered (Hewitson and Crane, 1996). As such, the approach of empirical
downscaling has been selected for the current study. This technique initially derives a
felationship or transfer function between observed synoptic-scale circulation and a regional
climate var.iablé of interest, e.g. precipitation, over a certain spatial domain. The regional-
scale variable is therefore expressed as a function of the larger-scale circulation. Then, once
t.h>e synoptic-scale circulation of the GCM has been validated against observed data, the
transfer function can be applied to the model circulation in order to obtain the specific
regional variable. In this vstudy, the relationship will be derived using an artificial neural
network, following the procedure developed by Hewitson (1998). The advantage of using
neural networks for downscaling over other, usually statisticaily-based techniques like
regression, is that they are not restricted to linear relationships or prescribed non-linearities

and they are fairly robust in the presence of noise.

1.5 Objectives of the Study

The primary aim of this study is to examine the role of Antarctic sea-ice extent és a non-local
climate forcing factor. As such, the effect that a reduced Antarctic sea-ice extent has on the
climate of the Southern Hemisphere, particularly the lower latitudes, will be investigated.
This research will increase our knowledge of the atmospheric processes involved in the
translation of a remote event, in this case changes in Antarctic sea-ice extent, into regional

climatic variations and impacts. In order to do this, a number of four month, summer and
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winter GCM simulations have been performed so as to isolate the impact of prescribed

anomalies of sea-ice extent.

This work is an extension over earlier, similar modelling studies for a number of reasons.
Firstly, an algorithm, mentioned previously, has been -developed in order to introduce smaller
and more realistic sea-ice anomalies into the GCM than have been used before. The sea-ice
perturbations used in the present study resemble the observed magnitude of interannual
differences in sea-ice extents. Although the sea-ice perturbation is smaller than those
previously used, the present study also considers the effect of warming the ice-free surface
waters whereas previous studies replaced the ice with water at a constant temperature, less
than or equal to 0°C, depending on the study (Simmonds, 1981; Mitchell and Hills, 1986;
Simmonds and Dix, 1987; Mitchell and Senior, 1989). Se’condly,.this research is more
comprehensive than the former studies, in terms of both the number of simulations performed
and the number of variables considered. The number of simulations is significant, due to the
inherent climatic variability of middle and high latitudes. A true sea-ice—atmosphere signal
should become more apparent above the noise as more simulations are conducted. In terms
of the variables analysed, previous studies only focused on a few variables, usually sensible
and latent heat fluxes, surface temperature, sea level préssure and winds, and most of these
(all except for sea level pressure) were exclusively examined from a zonally averaged
perspective (cf. Simmonds, 1981; Mitchell and Hills, 1986;> Simmonds and Dix, 1987;
Mitchell and Senior, 1989). Thirdly, the study focuses more on the response outside the polar
region than previous modelling studies did, and examines the sensitivity of the atmosphere to
changes in Antarctic sea-ice extent during the winter and summer seasons, while past
modelling studies only addressed the winter months. It should also be mentioned that other
Antarctic sea-ice sensitivity studies emphasised changes in the mean state of the atmosphere,
yet changes in variability may result in more significant impacts and are thus considered in
the present study. Fourthly, all the Antarctic modelling studies that considered sea-ice extent
were done prior to 1990 (viz. Simmonds, 1981; Mitchell and Hills, 1986; Simmonds and Dix,
1987; Mitchell and Senior, 1989), and considering the subsequent improvement of GCMs,
both in terms of resolution and physical parameterisation, it would seem appropriate to repeaf
such experimehts using a current generation model. The reliability of the atmospheric
response to the sea-ice forcing is obviously related to the model’s ability to simulate present-
day conditions. The present study uses the latest version of the GENESIS! GCM (version

2.0.a) which was released for use in 1996.

! Global Environmental and Ecological Simulation of Interactive Systems
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An important focus of this research, which has not been addressed previously, is to examine
the effect which Antarctic sea-ice extent may have on the climate, and ‘eSpeciéﬂly
precipitation, of southern Africa. This arid sub-continent is characterised by highly variable
rainfall and water is a limiting resource, therefore any studies which aim to increase our
understanding of the controls on regional precipitafion are of the utmost importance. The
technique of empirical downscaling will be used to obtain sub-grid scale fields of
precipitation over South Africa from the synoptic-scale circulation of the GENESIS model, so
as to facilitate a regional analysis and overcome the inadequacies of GCM derived grid-cell

precipitation.

Finally, comparatively little effort has been devoted to evaluating the GENESIS GCM’s
simulation of the present-day climate, particularly of the Southern Hemisphere. The present
study therefore aims to provide a more comprehensive validation of the Southern Hemisphere
climate of GENESIS than has been done previously. It has already been mentioned that the
reliability of results from sensitivity studies is related to the model’s ability to simulate
present-day conditions.‘A In addition, validation studies play an important role in facilitating
the improvement of GCMs and provide a perspective on the limitations of the model, which

need to be taken into account when performing experiment or sensitivity simulations.
The broad objectives of the present study can therefore be summarised as follows: -

e To evaluate the GENESIS GCM’s control simulation of the present-day climate of the
Southern Hemisphere. This is necessary in order to determine whether the model is
capable of reproducing the major features of the climate, such that it can be deemed valid

for use for the sensitivity simulations.

e To dévelop a sea-ice algorithm which generates SST and sea-ice data sets for GCM

sensitivity simulations.

o To perform GCM sea-ice sensitivity simulations, in both summer and winter, in order to
evaluate the influence of a reduced Antarctic sea-ice extent on the climate of the Southern

Hemisphere.

» To establish whether Antarctic sea-ice anomalies have the potential to affect non-polar

regions, and if so, in what manner.
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e To contrast the sea-ice sensitivity simulation results obtained for the summer season with

those obtained for the winter season.

e To compare the results obtained from the sea-ice sensitivity simulations with those of
previous, similar modelling studies, as well as studies which have made use of observed

data.

e To determine whether sea-ice perturbations have the potential to affect circulation

dynamics in the southern African region in particular.

e To obtain sub-grid scale fields of precipitation over South Africa, using the technique of
downscaling, in order to assess the possibility that Antarctic sea-ice extent may have an

influence on South African precipitation.

The present study should be viewed in the context Qf improving our understanding of present-
day climate variations, of perhaps aiding long-term forecasting and helping to predict the
climatic outcome of possible future global warming. The study may also highlight the
significance, or lack thereof, of errors in coupled ocean-atmosphere GCMs with respect to
their simulation of sea-ice, and may provide some indication of the likely effect of these

errors in the models.






CHAPTER 2

Data and Model Description

2.1 Introduction

An important component of climate modelling studies is the evaluation of model
performance. To do this, model output must be compared to observed data. In the preseﬁt
study, the NCEP!/NCAR? assimilation reanalyses are used to represent the observed data.
This chapter will describe this database, together with the nature of the variables, spatial
extent and time period extracted for the validation study. In addition, a description of the
GENESIS3 (version 2.0.a) GCM will be provided, as well as an explanation of the model
output data used. The data that have been used for the sea-ice and SST experiments will be

addressed at a later stage, in Chapter 5.

2.2 Observed Data

The NCEP/NCAR reanal.ysis data, provided by the N OAA* Climate Diagnbstics Center
(CDC), have been used as the observational database for comparison with the GCM data.
The quality of the reanalysis data and the methods used to obtain the data have been
documented by Kalnay et al. (1996) and can also be found at the NOAA website?, along with
various updates relating to the data. The data extends from 1957 to 1996 and encompasses an
assimilation of observed data measurements from land stations, ships, rawinsondes, pibal,
aircraft and satellites. The NCEP Medium Range Forecasting Global Model (T62 horizontal
resolution and 28 vertical levels), fogether with a global data assimilation system were used to
create the reanalyses such that the method of quality controlling and assimilation of the data

remained the same throughout the reanalysis period (Kalnay et al., 1996).

Higgins et al. (1996) compared the NCEP/NCAR reanalyses to the NASA%/Data Assimilation
Office reanalyses for the common period of 1985 to 1993. They found that the NCEP/NCAR
reanalyses capture the mean climate and the seasonal evolution of basic prognostic fields very

well. The largést differences between the two data sets are generally over the high latitudes

! National Centers for Environmental Prediction (USA)

? National Center for Atmospheric Research (USA)

3 Global Environmental and Ecological Simulation of Interactive Systems
4 National Oceanic and Atmospheric Administration (USA)

3 http://www.cdc.noaa.gov

¢ National Aeronautics and Space Administration (USA)
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of the Southern Hemisphere, where observations are sparse and model bias is introduced into
the data. Furthermore, some variables, such as those linked with the hydrological cycle, are
strongly influenced by the model and less so by the observed data, and therefore model biases
can affect results. Problems that have been identified in the NCEP/NCAR reanalyses are
discussed by Higgins et al. (1996) and can also be found at the NCEP/NCAR reanalysis
website’. The problem that is most relevant to the present study is the error introduced
through the use of Southern Hemisphere surface pressure bogus data (i.e. PAOBS). The
PAOBS data set was created by the Australians for the data-poor regions of the Southern
Ocean and is different from conventional data in that the data are estimated by human
analysts based on, for example, satellite data®. In the process of producing the NCEP/NCAR
reanalysis data, the PAOBS data set was erroneously shifted by 180° longitude, affecting the
years extending from 1979 to 1992 of the reanalyses. Thé impact of this error on the
reanalyses has been investigated by the Environmental Modeling Center- (EMC) and the
Climate Prediction Center (CDC) and the results are documented at the NCEP/NCAR
reanalysis website’. They found that the Southern Hemisphere south of about 50°S is the
most affected, since this region is very sensitive to any changes. The winter months are
influenced more than the summer months and the impact of the error decreases as time scales
increase from daily to monthly. The impact is insignificant on the global scale, but may be
important on the synoptic scale. >In a letter'® dated 14 May 1996 from E. Kalnay (EMC) to A.
Oort (head of reanalysis project), Kalnay provides three reasons for why the impact of
mislocating the PAOBS data is fairly small. Firstly, “geostrophic adjustment indicates that
surface pressure is a type of data ‘hard to swallow’ by the model”!!. Secondly, the quality
control system rejected about 50% of the PAOBS data, and lastly, the PAOBS data were
weighted less than the ship and buoy data. Owing to these reasons, and in the context of the
usage of the reanalysis data in the present study as a basis of comparison with the GENESIS
GCM data, it is unlikely that the error with the PAOBS data will have a significant impact on
the results of the validation study. The purpose of using the NCEP/NCAR data is to evaluate
whether the GCM performs within the bounds of observations and as such, the data are being
used to identify fairly large scale biases in the GCM output. The validation study is also

primarily performed over the entire hemisphere, i.e. with a somewhat broad perspective,

7 http://wesley.wwb.noaa.gov/paobs/paobs.html

8 Refer to http://wesley.wwb.noaa.gov/paobs/paobs.html

? http://wesley.wwb.noaa.gov/paobs/paobs.html

19 This letter can be found at the following website: http://wesley.wwb.noaa.gov/paobs/ek.letter.html
1! Refer to http://wesley.wwb.noaa.gov/paobs/ek.letter.html '
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therefore small, local errors in surface pressure resulting from the mislocation of the PAOBS

data will pfobably not be apparent.

For the present study, twice-daily data for the period 1979 to 1988 have been extracted from
the 40-year data set. This 10-year interval was chosen because it corresponds to the model
time period used in the investigation (refer to section 2.4). Analyses of the data have been
performed over the entire Southern Hemisphere, as well as over a window (20°S to 50°S; 2°E
to 47°E) encompassing South Africa. The variables that have been used are shown on Table
2.1. The pressure level reanalysis data are archived on a 2.5° latitude-longitude grid, while
the surface data are saved on a T62 Gaussian grid (Table 2.1). The study is restricted to mid-
winter (JJA - June, July and August) and mid-summer (DJF - December, January and
February) and as such, the extractéd reanalysis data have been averaged to obtain the
respective seasonal averages. However, the twice-daily data have been used for Fourier
analysis, a cyclone and storm track analysis and the classification of spatial sea level pressure

data using a Self-Organising Map.

Variable - Grid - Levels
Air Temperature 2.5°x2.5° 500 hPa
Air Temperature at 2 m T62 (1.88° x 1.88°) 2m above the .surface
Geopotential Height 2.5°x2.5° -~ 500 hPa
Sea Level Pressure - 2.5°x2.5° | sea. level
Specific Humidity | 2.5°%x2.5° 500 hPa
Specific Humidity at 2 m T62 (1.88° x 1.88°) 2m above the surface
U-Wind 2.5°x2.5° 700 hPa and 500 hPa
V-Wind | 2.5°% 2.5° 700 hPa and 500 hPa
Precipitation Rate T62 (1.88° x 1.'88°) | surface

Table 2.1 Variables extracted from the NCEP/NCAR reanalysis data, together with their grid
dimensions and the levels used.

In order to validate the GENESIS GCM, the model data must be compared to the
NCEP/NCAR reanalysis data on a grid-point by grid-point basis. However, the data sets are

not presented on the same horizontal grids. To overcome this problem, the reanalysis data are
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regridded to the GENESIS GCM T31 (3.75° x 3.75°) grid using a spherical interpolation
routine (Willmott ez al., 1985a) described in the following chapter. The interpolation is
therefore done from the higher-resolution reanalysis grid to the lower-resolution GENESIS
grid, since the reanalysis data are either on a 2.5° x 2.5° grid or a T62 (1.88° x 1.88°) grid,
depending on the variable concerned (Table 2.1). This method is preferred over interpolating
the GCM data to the higher resolution reanalysis grids, since the latter would introduce
unnecessary errors into the model data. The interpolated NCEP/NCAR reanalysis data will

hereafter be referred to as the observed data or the NCEP data.

2.3 The GENESIS GCM

The GENESIS model originated out of an effort to develop a first-generation earth system
model which especially emphasises terrestrial physical, biophysical and cryospheric processes |
(Thompson and Pollard, 1995, 1997). Version 1.02 of this GCM has been widely used by
climatologists and has found a particular niche in paleoclimate modelling (Barron et al.,
1993'; Crowley et al., 1993; Otto-Bliesner, 1993; Crowley and Baum, 1994; Foley, 1994;
Barror'l' et al., 1995; Jenkins, 1995; Crowley et al., 1996). Since th.e model has been used
extensively for paleoclimatic éxperimenté, it is one of the few GCMs that has been found to
be satisfactory under a climate regime other than the present day. Studies with GENESIS
version 2.0.a have included an examination of Greenland and Antarctic mass balances for the
present-day and doubled CO, situations (Thompson and Pollard, 1997), an analysis of the
density, distribution and characteristics of midlatitude cyclones in the oceans south of Africa
(Hudson and Hewitson, 1997) and an investigation into the climatic response over southern
Africa and the adjacent oceans to a doubling of CO, in the model (Hudson, 1997). GENESIS
version 2.0.a is currently being used by South African climatologists, as well as researchers
from other disciplines, (e.g. hydrology), in order to assess regional climate change impacts
and generate climate change scenarios for the country. Hereafter, “GENESIS GCM” will

refer to version 2.0.a, unless otherwise mentioned.

~ GENESIS is a current generation global model which consists of an atmospheric general
circulation model coupled to multi-layer models of vegétation, soil, land ice, snow, sea-ice
and a 50 m slab mixed-layer ocean. The atmospheric general circulation model (AGCM) has
a T31 spectral resolution with 18 atmospheric levels, and is coupled to the 2° by 2° land
surface models by means of a Land-Surface-Transfer (LSX) scheme. The model fields are

transferred between the AGCM and the surface by bilinear interpolation or area-averaging at
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each time step (Pollard and Thompson, 1995a).. The primary features of the model are
summarized below, but for a more detailed description of GENESIS version 2.0.a the reader
is referred to the paper by Thompson and Pollard (1997). The previous version (1.02) of the
model has also been described by Pollard and Thompson (1994, 1995b) and Thompson and
Pollard (1995). ' ‘

The AGCM dynamics make use of the spectral transform method in the horizontal for
calculations dealing with mass, heat and momentum. Clouds in the model are predicted using
prognostic cloud liquid water amounts in each grid cell (e.g. Smith, 1990; Senior and
Mitchell, 1993), and are defined as either stratus, convective or anvil cirrus. They are mixed
vertically by convection plumes and diffusion, and advected by semi-Lagrangian transport.
Also included in the model is cloud conversion to precipitation, evaporation, aggregation by
falling precipitation, re-evaporation of falling precipitation, and turbulent deposition of
lowest-layer cloud particles onto the surface (Thompson and Pollard, 1997). Convection is
modelled using a convective plume model and the planetary-boundary-layer plumes that are
triggered by surface fluxes can:condense and precipitate. Other features of the AGCM
include a diurnal cycle with solar radiation calculations every 1.5 hours, gravity wave drag
(the McFarlane (1987) scheme), the radiative effects of prescribed tropospheric dust aerosols
and the ability to prescribe uniform mixing ratios of individual greenhouse gases (CO;, CHs,

N,0, CFC;; and CFC;3) (Thompson and Pollard, 1997).

The LSX model calculates the fluxes between the AGCM and open surface water, as well as
determining the radiative and turbulent fluxes through the vegetation layers to the soil or
snow surface. Characteristics of vegetation, such as leaf area index, leaf albedo and fractional
cover, are prescribed from the results of a predictive vegetation model (Bergengren and
Thompson, 1998) which is run off-line using observed present-day climatology. The soil and
ice-sheet model has six layers and extends to a depth of 4.25 m. Details of this model, as well

as the snow model are provided by Thompson and Pollard (1997).

The ocean of GENESIS can either be represented by a 50 m mixed-layer ocean model and a
dynamical sea-ice model, or by prescribing present-day monthly climatological SSTs and sea-
" ice extents. The latter is used in the present study, but information on the mixed-layer ocean

model and the sea-ice model can be viewed in the paper by Thompson and Pollard (1997).



22

2.4 GCM Data

The AMIP (Atmospheric Model Intercomparison Project) configured simulation from the
GENESIS GCM is used for the current study. The AMIP project is an international effort to
compare different GCM simulations, performed with a set of standard experimental
conditions, in the hope of finding systematic errors that may lead to model improvement
(Gates, 1992). In an AMIP simulation, like the one used with GENESIS, the climate for the
decade of 1979 to 1988 is simulated by prescribing observed monthly distributions of SSTs
and sea-ice extent. Atmospheric CO; concentration is set to 345 ppm and the solar constant
is specified as 1365 W m™”. In the present study, the perturbation and control simulations,
used to determine the impact of reduced sea-ice limits, are embedded in the AMIP simulation
i.e. they are model restarts of portions of the 10-year period. The nature of these short
simulations, as well as the experimental design, are discussed in Chapter 5, along with the
details of the sea-ice algorithm used to create input fields for the perturbations. The
remaining portion of the current chapter will refer to the baseline AMIP simulation (i.e. no
restarts for experimental purposes), which is used for comparison with the observed data in

order to evaluate the performance of the model.

Twice-daily Southern Hemisphere data for the summer (DJF) and winfer (JJA) months have
been extracted from the 10-year AMIP simulation.. The same -variables that were used from
the NCEP/NCAR reanalyses, shown in Table 2.1, have been selected from the AMIP
simulation. The data are averaged to produce seasonal means for comparison with the
regridded observed data. As mentioned previously, Fourier analysis, a cyclone and storm
track analysis and the classification of spatial sea level pressure data using a Self-Organising

Map have been performed on the twice-daily data.

2.5 Summary

Twice-daily data for the summers and winters of the 1979 to 1988 period have been extracted
from the NCEP/NCAR reanalyses and the GENESIS GCM AMIP simulation for selected
variables. The model output will be compared to the reanalysis data in a subsequent chapter
in order to validate the model. The following chapter will describe the énalysis techniques
which have been applied to the extracted data considered here, as well as to the data from the

sea-ice experimental simulations, which will be discussed in Chapter 5.



CHAPTER 3

Analysis Techniques

3.1 Spatial Interpolation

Spatial interpolation is used to regrid the observed data to the GCM grid, as mentioned in the
previous chapter. The algorithm is based on simple inverse-square interpolation and is
described by Willmott et al. (1985a). The equations used for the interpolation procedure are
provided in Appendix B. In this algorithm, surrounding data points influence the interpolated
value of a grid point by varying degrees, depending on the distance from the grid point to the
data point, as well as the directional relationship which exists between the points. An
important feature of this routine is that distances between points are calculated as spherical
distances, rather than as Cartesian distances. This is advantageous, since significant errors

may occur if linear interpolation is applied to spherical spatial data (Willmott ez al., 1985a).

For each interpolated value that must be calculated at a point, the procedure searches for
surrounding data points within a preselected radius of that point. The radius used in the
present study is 10 degrees. The radius is, however, adjusted such that at least 4 data points
and not more than 10 data points fall within the radius, as suggested by Willmott et al.
(1985a). The data points are then weighted according to their spherical distance from the grid
point to be interpolated to, as well as the “directional isolation” of each data point relative to
all nearby data points within the search radius. The latter procedure has the effect of
removing any directional bias in terms of the angular separation between data points. Finally,
the weights are applied to the data values within the search radius and the values are linearly

summed in order to obtain the interpolated value.

3.2 Fourier Analysis

The circumpolér westerlies consist of a number of ridges and troughs, which can be seen as
the product of a series of superimposed sinusoidal waves of differing wavelength. By
studying the characteristics of these wave trains,: one stands to learn a great deal about the
dynamical processes involved in the general circulation of the atmosphere. Fourier or
spectral analysis enables the decomposition of a function into sinusoids of different

frequencies (which sum to the original waveform), thus allowing an objective description of
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these wave trains. Each resolved wave train is characterised by a wave number, which is the
number of waves along the latitude circle; an amplitude, which gives its intensity; and the
phase angle, which determines its longitudinal location. Wave trains vary from large-
wavelength planetary-scale waves (e.g. wave numbers 1, 2, 3 and 4) to smaller, synoptic-scale
and short waves with wavelengths of the order of a few hundred kilometers. There have been
numerous studies done on zonal waves in the Southern Hemisphere (for example, Anderssen,
1965; Kao et al., 1970; Kao et al., 1971; van Loon and Jenne, 1972; Hartmann, 1977;
Trenberth, 1980; Karoly, 1985; ‘Randel, 1988, Young and Houben, 1989; Jones and
Simmonds, 1993;'Quintanar and Mechoso, 1995a, 1995b).

A funcﬁon describing the variation of pressure along a latitude circle is transformed by a
Fourier transform from a function defined in space (longitude) to a series of functions defined
in the wave number domain. In the current application, the phase angle of a particular wave
number represents the longitudinal position (in degrees) of the first ridge. One-dimensional
Fourier analysis of the 500 hPa heights along latitude circles is used in the present study to
examine the zonal waves of the Southern Hemisphere. Analyses have been conducted on

both twice-daily and se.asonally averaged data.

3.3 Statistics |

3.3.1 Mean Absolute Error |

Mean absolute error (MAE) is used in the present study as an index of model performance.
Willmott et al. (1996) suggest that it is preferable to use MAE over the more common root-
mean square error (RMSE), since RMSE almost always overestimates the average error and
can be deceptive. RMSE is calculated by squaring the differences between model-predicted
values and observed values prior to summation, and in this way the influence of large errors
becomes unrealistically inflated. In addition, dimensionless or scaled measures of mean-
squared error have also been shown to be biased (Willmott et al., 1996). The use of the word
“‘error”, in the current study, may be misleading, since reanalysis data, which are used as a
baseline of comparison of model performance, are not always a perfect representation of what
is observed. Therefore, MAE in the present study is referred to more as a quantification of
the difference between the model and NCEP reanalysis data, in order to highlight potential

biases in the model output.
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MAE is obtained by summing the absolute difference between corresponding variates from

the model (m;) and the observed (o,) data, as is shown by

N
ij|mj—oj| |
MAE == — , 3.1)

2,

Jj=1

where N is the sample size andw ; is a weight which corrects for |m; — o,| when j is spatially
under- or over-represented (i.e. @; # ) (Willmott et al., 1985b). Grid-points on the T31

grid of the GENESIS GCM are irregularly spaced, with the area of the grid cells decreasing as

distance from the equator increases. Therefore, each @ ; represents the relative size of the

~ grid cell (j), such that MAE will be unbiased.

3.3.2 Student’s t Test

' The Student’s t test is a parametric test used to compare the meéns of two samples in order to
establish whether they are significantly different from each other and therefore represent two
separate “populations”. This fest is used in the present study to determine if there are
statistically significant differences between control and perturbation model simulations;
Using the twice-daily data, a t test is performed at each grid point of the data concerned and
the confidence levels are calculated. The null hypothesis for each grid point is that there is no
significant difference between the corresponding grid point means of the confrol and
perturbation data sets of the variable concerned. The decision of whether or not to reject the
null hypothesis depends on the chosen significance level (at), which is the probability that a
true null hypothesis may be incorrectly rejected. A significance level of 5% (95% confidence

level) has been chosen for the present study.

A potential problem with the t test as it stands in the above paragraph is that atmospheric data
often do not satisfy the key assumption that observations are mutually independent. The data
to be tested are observations over time and are likely to exhibit serial autocorrelation. This
lack of independence due to time dependence leads to an underestimate of the variance of the
sampling distribution of the test statistic, which in turn leads to an inflated value of the test
statistic (Wilks, 1995). One approach to dealing with the problem is to estimate an effective
sample size, n’, such that »n’ < n and consists of independent values for which the sampling
distribution of the average has the éame variance as the sampling distribution of the average

over the nautocorrelated values in the data set (Wilks, 1995). In this approach, n'is
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substituted for nin the t test equations and the test is then carried out as before. n’is
estimated using the following approximation:

’ nl—p1 ’
1+p,

n

n

(3.2)

where p, is the lag-1 autocorrelation coefficient. The ratio(1— p,)(1+ p,) serves as a variance

inflation factor, which adjusts the variance of the sampling distribution in order to reflect the

influence of serial autocorrelation (Wilks, 1995).

When the t test was épplied to the control and perturbation data without correcting for serial
autocorrelation, then there were statistically significant results for a number of grid points for
the different variables tested. In contrast, when the correction was applied, it was found that
véry few of the changes between the control and perturbation grid point results were
significantly different. This is to be expected since the -correction procedure substantially

reduces the size of n and makes it more difficult to reject the null hypothesis.

In the present study, the shading on the maps in the results sections represent areas of
stal‘t.ist.i.crally éignificant differences based on the application of the t test without correction for
autocorrelation. Statistically, .it would be more valid to show the results from the t test
pfocedure that takes time dependence into account, but this has not been done for a number of
réaso_ns. For Imost of‘the variables considered, very few, if any, of the grid point value
changes are statistically significant when the corrected t test procedure is adopted. This is
obviously valid from a statistical viewpoint and the result is not surprising since it will be
shown that very small forcing anomalies are applied to the perturbation simulations compared
to the control simulations. Thus, the changes invoked by the anomalous forcing are unlikely
td result in large enough differences between the perturbation and control grid point values
with respect to the new sample size, n’, to cause rejection of the null hypothesis. However, a
statistically insignificant result does not imply a climatically insignificant result. Although t
tests are applied, the focus in the present study is the cohesiveness of the changes in spatial
patterns between the years to which the anomalous forcing is applied. However, the t test
examines the point-wise response to the perturbation. It therefore does not take into account
the spatial respbnse to the perturbation. In addition, as was mentioned in chapter one, the
skill level of GCMs is usually poor at the scale of the grid cell, but increases as results are
averaged over a larger area. Thus, the t test is focused on the scale of the GCM which is least
proficient. The less conservative approach (using the t test without the correction factor for

serial autocorrelation) is advantageous because it serves as an aid to highlight the important
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spatial patterns of change. The statistical significance shading should therefore be viewed

only as a relative guide to highlight possible key regions of importance.

3.4 Cyclone and Storm Track Analysis

Studies of Northern Hemisphere cyclones date back to the 1800s (e.g. Van Bebber, 1882).
Unfortunately, Southern Hemisphere studies have been restricted by poor data coverage of the
southern oceans (Murray and Simmonds, 1991). Taljaard (1967) made the first major
éontribution by producing hemispheric charts and analysing midlatitude cyclone distributions
for the years 1957 and 1958. Subsequently, a number of studies making use of both daily
weather charts (e.g. Van Loon, 1965) and satellite imagery (e.g. Streten and Troup, 1973;
Carleton, 1979) have been undertaken. The majority of Southern Hemisphere studies have been
based on manual techniques with observed data. These schemes may have suffered from
subjectivity and have the problem of being time consuming. It is only in relatively recent times
that the development of automated analyses have facilitated the rapid and objective
identification of cyclones from observed digital data as well as allowing the examination of
midlatitude cyclones in modei generated data. These numerical analyses have been based oh a
number of different algorithms (for example Le Marshall and Kelly, 1981; Lambert, 1988; Le
Treut and Kalnay, 1990; Murray and Simmonds, 1991; Konig et al., 1993;‘ Serreze et al., 1993;
Sinclair, 1994, 1995; Changnon et al., 1995). In this study, an automated cyclone identification
program has been written, where midlatitude cyclones are defined by the existence of

pronounced cyclonic voﬁicity maxima in the pressure field.

The cyclone identification program is based on the algorithm  presented in the paper by
Murray and Simmoﬁds (1991). The cyclone tracking section of their algorithm has not been
implemented. In the program, a bicubic spline function is applied to a gridded pressure field,
on a 47 x 47 polar stereographic grid, so that the best estimate of the location of the low can
be obtained. Identification of lows is performed on this nominally equidistant grid, which is
centred on the South Pole an‘d has an effective resolution of approximately 508 km at 60°S. It
is necessary to interpolate the observed and mod@l’idata from their respective latitude-
longitude (non-conformal) grids to the polar stereographic grid and this has been done by
means of the spherical interpolation routine (Willmott et al., 1985a) mentioned earlier in the
chapter. At the first stage of the program, the gridded pressure data are scanned in order to

identify grid-points at which the Laplacian of the pressure,

V2 p(xi, i) = pu+ pws (3.3)
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is greater than any of the 8 surrounding grid-points and greater than a prescribed positive value.
The prescribed value used in this study is 4 hPa. These identified grid-points serve as starting
points for an iterative differential routine, based on ellipsoidal minimisation techniques, which
is used to search for a local pressure (p) minimum. In this iterative process, the first and second
space derivatives of the pressure at a point define an ellipsoid, whose centre then becomes the
next point in the iteration. The orientation (8 ) of the axes of the ellipsoid can be obtained from

tan20 = P2 _ (34
D= — Dy

and the second derivatives in the axial directions are calculated using

H+ xx T
Puu = —p Py —_ \/{ p Pyyj + pxyz . (3.5)
2 2 |
and ' -
po=P2T P 2p”+\ﬁp Zp”} +po’ . (3.6)

The letters u and v denote the coordinates of the centre vof the ellipsoid taken along the major
énd minor axes respectively. Equations 3.4, 3.5 and 3.6 are used iterati\}ely to determine the
coordinates of the local pressure minimum («,v) by means of a two-dimensional version of the
Newton-Raphson algorithm, where u is given by -

Un +1) = Um) — M, | - | (3.7

puu(u(n))
and v by
. Vin+1) = V(n) — pV(V(n)) . (38)
pr(Vim) -

If a pressure minimum is not found within 100 iterations (convergence.usually occurs in far
fewer iterations if a local minimum exists), theh the process will begin again from the next
identified grid- pomt An 1dent1ﬁed pressure minimum corresponds to the position of a closed
low (a system possessing a closed isobar at a certain 1nterva1) The algonthm of Murray and
Simmonds (1991) also allows for the 1nclus1_on of open lows (an 1nﬂex1on in the pressure field
i.e. not possessing a closed isobar), however, this has not been included in the current study,
since it was found, upon validation of the scheme, that closed low identification was sufficient
for identifying the major systems. In addition, the inclusion of open lows often meant that
zones of curved isobars, not usually regarded as cyclones, tended to be included. Sihclair
(1994), who used a cyclone identification scheme based on the algorithm of Murray and

Simmonds (1991), also noted that the inclusion of open lows in his study sometimes resulted in
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the identification of certain zones of curvature and regions of elongated geostrophic shear,
which would not be identified as cyclones in manual analyses. As in the present study, Taljaard

(1967) also restricted cyclones to those systems possessing a closed isobar.

In order to exclude heat lows and other small-scale and shallow features, a minimum average

value of V?p over a specified radius of the cyclone centre is stipulated. In the present study,

this has been obtained by calculating V?p at the 8 compass points at a 0.5 grid unit radius from

the cyclone centre and also at a 1 grid unit radius from the cyclone centre. The average of these
17 points (including the cyclone centre) is then calculated (let the value = AVE) and evaluated

according to the following statement:

If AVE=22sina+45, then the low is accepted, (3.9)

where ¢ is the absolute value of the degrees latitude. This equation was obtained through a
tuning process with the observed data, such that the major systems are located and the more
insignificant ones discarded. The cyclone finding program was sometimes found to converge
on the same low pressure from different starting points. In order to eliminate the problem of
finding two output positions very close together on the same day, a minimum cyclone separation
distance of 8° is imposed. In this study, cyclone densities refer to the average number of
midlatitude cyclones per (degree latitude)2 at any one time. As such, densities are normalised

for area and the total number of investigated time steps.

For the storm track analysis, the variance in the pressure field associated with midlatitude
cyclones has been examined. Trenberth (1981) analysed the variance of the pressure fields in
the Southern Hemisphere midlatitudes and found that fluctuations on 2- to 8-day time scales are
largely associated with the passage of cyclones and anticyclones. As such, in a study of storm
tracks in the Southem Hemisphere, Trenberth (1991) used a 2-.to 8'-day bandpass filter. This
filter is broader than the common 2.5- to 6-day ﬁlfer of Blackmon (1976), which has been used
for studies of Northerﬁ Hemisphere storm tracks, but it is in keeping with observed variability
over the midlatitudes of the Southern Hemisphere (Trenberth, 1981). In the f)resent study, the
standard deviation of the bandpéss filtered sea-level pressure data has been calculated and
displayed in an attempt to identify major storm tracks. The bandpass filter of 1.5- 8.5 days has

been used and was calculated by means of moving averages.
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3.5 Neural Networks and Downscaling
3.5.1 Introduction
The technique of downscaling is used to obtain regional-scale fields from larger, synoptic-
scale circulation. GCMs are known to be relatively poor at simulating regional scale
climates, largely by virtue of their coarse resolution. In addition, certain variables, especially
precipitation, are inadequately represented at the scale of the GCM grid cell. In other words,
the skill level (von Storch et al., 1993) of GCM:s is usually poor at the scale of the grid cell,
but increases as results are averaged over a larger grid. One of the aims of the present study
is to examine the effect that the sea-ice and SST perturbations have on precipitation over
southern Africa. Thus, in order to obtain results of a finer resolution than the GCM grid and
to overcome the inadequacies of the GCM derived precipitation, the technique of
downscaling has been applied. The use of doWnscaling to derive sub-grid-scale information
from GCMs has become a recognised research methodology. There are two major
downscaling approaches: nested modelling and empirical downscaling.  Empirical
downscaling has been selected for the present study because it is computationally efficient
and can be easily applied to multiple GCM simulations. In contrast, nested modelling is -
computationally  very demanding. The assumptions and caveats associated with empirical
downscaling have been discussed by Hewitson (1997), and will be partially addressed in this

chapter.

Empirical downscaling identifies relationships derived from observed data, which can then be
applied to the GCM data. The procedure aims to derive a function which relates the observed
synoptic-scale atmospheric dynamics over a region with the observed (smaller-scale) local
‘climate variable of interest, in this case, precipitation. Once this function has been derived, it
is then applied to the GCM synoptic-scale circulation over the region in order to obtain the
local-scale precipitation. This technique assumes that the GCM is capable of adequately
simulating the synoptic-scale dynamics over the specific région. To this end, it has been
shown that the GENESIS GCM captures the atmospheric dynamics over South Africa fairly
well (Hudson, 1997; Hudson and Hewitson, '1997)._ In addition, empirical downscaling
assumes that local climates are primarily a function- of the larger scale atmospheric forcing.
This has been shown to be largely true, although synoptic circulation controls cannot
completely describe the local climate, and the roles of atmospheric humidity and local

forcing, in particular, need to be addressed (Hewitson, 1998).
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The downscaling methodology that is used in the present study has been devised by Hewitson
(1997, 1998), Hewitson and Crane (1996) and Crane and Hewitson (1998). In this approach,
an artificial neural network (ANN) is used to derive the relationship between the synoptic-
scale circulation and local-scale precipitation. The advantage of using ANNs for downscaling
over other, usually statistically-based techniques like multiple regression, is that they are not
restricted to linear relationships or prescribed non-linearities and they are fairly robust in the
presence of noise. The .subsequent section will present the basic attributes of an ANN,
followed by a description of the downscaling procedure. A more detailed description and
discussion of ANNs and a complete account of the downscaling methodology used in the

present study can be found in Hewitson and Crane (1994) and Hewitson (1998) respectively.

3.5.2 Artificial Neural Networks

In the context of downscaling, an artificial neural network (ANN) is used to derive a function
which relates two data sets, such as those representing synoptic-scale circulation and local-
scale precipitation. An ANN is composed of a number of nodes or processors which are
connected by weighted links. The nodes are arranged in layers to form a network, such that
there is usually an input layer which is connected to one or more “hidden” layers, which are in
turn connected to an output layer. Figure 3.1 shows an example of a typical ANN structure.
It is apparent from this figure that a node in a particular layer will receive information from
every node in the previous layer, and likewise it will transmit information to every node in the
following layer. The information which a particular node receives is the weighted sum of the
inputs. This sum is then transformed by a function, such as a step or linear function, or more
vusually a bounded non-linear function like a sigmoid, to produce the output for the particular
node. In the preéent study, the ANN is configured such that there is an input layer of nodes,
one “hidden” layer and a single output node which provides the downscaled precipitation

value for the specific target location.

INPUTS Input Layer Hidden Layer OUTPUT

I_*'igure 3.1 Construction of a simple artificial neural network (after Hewitson and Crane, 1994).
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The function which relates the two data sets is obtained by the ANN through a training
procedure. Initially the ANN represents a random function and the weights associated with
each node are set to random numbers. The ANN is then trained with a sample of observed
data, whereby the network is presented with a set of inputs for which known target output
values are available. These inputs are sequentially applied to the ANN until the error between
the ANN output and the target output is minimised. This is referred to as supervised learning
or training, since the network has information about what the output should be for a particular
input. In the present study the training is achieved using a back-propagation algorithm, which
is described in detail by Hewitson and Crane (1994). Essentially, each input is propagated
forwards though the network to determine an output value. This ANN output is compared to
the target output and the error between the two is propagated back through the network, from
the output node to the input nodes. In this backward propagation of the error, the weights
associated with each node are adjusted in a direction that minimises the error. When training
an ANN, a random portion of the observed data is usually set aside for testing purposes. The
performance of the ANN is repeatedly assessed against this data, and training continues until
there is no further improvement in the results with respect to the test data. The process of
continually appraising the training procedure using independent test data, prevents the ANN
from becoming overtrained (Hewitson, 1998). The danger with an overtrained ANN is that it

may have started to relate the noise between the input and output data sets (Hewitson, 1998).

At the end of training, the ANN will represent the relationship between the desired input and
output data sets., The trained ANN can then be presented with independent input data, such as

that from a GCM, in order to derive the necessary output data.

3.5.3 The Downscaling Procedure

The details of the downscaling procedure have been described in full by Hewitson (1998), but
are summarised here. In order to determine the local-scale precipitation, three major sources
of variance are accounted for, namely, atmospheric circulation dynamics, atmospheric water
vapour content and local sources of variance. | Atmospheric circulation dynamics represent
the primary controls on precipitation and encompass attributes of air mass movement such as
vorticity, convérgence, and vertical and horizontal velocities. The indicators of circulation
dynamics that have been used in the present study are the 500 hPa and 700 hPa temperatures
and geopotential height fields. In addition, Hewitson (1998) discusses the importance of
including some indication of the amount of precipitable water in the atmosphere as a

predictor in the downscaling, and as such the surface (2 m height) specific humidity and
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700 hPa and 500 hPa specific humidities are also used as inputs to the ANN. There is,
however, always going to be a portion of the regional-scale precipitation which is not
accounted for by the afore-mentioned atmospheric variables, largely due to the influence of
local factors, such as the particular trajectory that a convective cell may follow, or the amount
of antecedent soil moisture that is present. Thus, it is desirable to include the influence of
local sources of variance in producing the downscaled precipitation, and this will be

discussed at a later stage.

The geopotential heights, temperatures and spécific humidities, for the atmospheric levels
mentioned above, are used as inputs for the ANN. A lag and lead of these variables are also
included as inputs in order to take into account antecedent and forthcoming conditions.
However, research has shown that it is also beneficial to provide the ANN with some
indication of the coarse state of the atmosphere (Hewitson, 1998). The easiest way to do this
is to perform some kind of synoptic indexing and then provide the ANN with this information
in addition to the inputs mentioned above. In the present study this is done by means of a
Kohonen Self-Organising Map (SOM) (Kohonen, 1989, 1990; Kohonen ef al., 1996). SOMs
will be described in detail in the following section, therefore only the major concepts will be
provided here. A SOM is a special form of neural network that can be used to classify data.
In the present application, it is used to identify preferential modes of state of the atmosphere,
similar to traditional synoptic typing techniques. However, Hewitson (1998) notes that the
use of a SOM over more traditional methods is advantageous, since ‘unlike the SOM,
traditional means of synoptic typing are linear in nature and assume that the variables are

orthogonal and that the data represents groups rather than a continuum.

In contrast to the ANN described in the sub-section above, a SOM is trained without a target
data set and is said to be able to find structure within the data (Kohonen, 1990). A SOM
possesses a single layer of nodes, arranged in a two-dimensional array, and each node is
described by a set of weights. The data which are used as inputs for the ANN (see the above
paragraph) are also used as inputs for the SOM and are mapped, by a process of unsupervised
competitive learning, to the two-dimensional array of nodes. As with an ANN, the weights
associated with each node are updated in the process of training the SOM. Once the SOM
has been trained, each node will represent a particular “cluster”, analogous to a cluster group
in regular cluster analysis. The trained SOM is then presented with independent input data
and for each input, the nodes will compete to try to best match the structure in the input data,

with the position of the “winning” node or “cluster” being recorded. Neighbouring nodes in
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the array represent related “clusters”, therefore similar data samples will map to adjacent
nodes. In the present downscaling application, a SOM of 15 output nodes has been used (3
nodes in the x-direction and 5 nodes in the y-direction), and each node can be referenced with
respect to its X;y coordinates in the array. Thus, there are 15 different “clusters” to which the
input data can be mapped. For each day of the observed data that is applied to the trained
SOM, the x;y coordinates of the>node which is mapped to is recorded. These x;y indices are

then used as additional inputs for the ANN.

Figure 3.2 is a flow diagram outlining the procedure which has been used for downscaling
over South Africa (refer to Chapters 7 and 9). The observed data used in the training and
validation procedures are the twice-daily NCEP assimilation reanalyses extending from 1980
to 1988, and extracted for the summer (DJF) and winter (JJA) seasons respectively. As
previously mentioned, the variables used are:

e 700 hPa level geopotential heights, temperatures and specific humidities

e 500 hPa level geopotential heights, temperatures and specific humidities-

e surface specific humidity. _

The data are presented on the grids described in Chapter 2, but are interpolated to the T31
grid of the GENESIS GCM using the spatial interpolation.routine described earlier in the
chapter. This is done because the data which are used to train the ANN, and the data which
are applied to the ANN must be on the same grid. These interpolated variables will hereafter
be referred to as the observational atmospheric variables. The observed daily precipitation
data, used as the target output when training the ANN, are area averaged station data on a 0.5°
grid which have been obtained from the South: African Computer Center for Water Research
(CCWR'). In the creation of the area averaged data set, grid cell averages that were derived

from less than 3 stations were not used.

Figure 3.2 shows how the observational atmospheric variables are used to obtain a function f
which relates synoptic-scale characteristics to the observed local-scale precipitation. Once
validated, this function is applied to GCM synoptic-scale circulation and humidity in order to
derive precipitation on a 0.5° grid. The downscaling is performed separately for summer and
winter, and the procedure shown on Figure 3.2 is executed for each target local grid cell, i.e. a
different downscaling function may be derived for each cell. For each target precipitation

grid cell (0.5° CCWR data), the observational atmospheric variables from the co-located T31

“ http://www.aqua.ccwr.ac.za/



grid cell, as well as the circulation data from the 8 surrounding cells, are selected.. In other
words, the downscaling predictors for a certain location include the humidity and temperature
of the column above the location, and the circulation (geopotential heights) of the column and
surrounding area. A lag of 36 hours and a lead of 12 hours are then calculated for these data
and included as additional inputs for the ANN and SOM. Prior to training the SOM and the
ANN, the data are randomly subset into two groups, such that 75% of the data in the time

series are used for training, and 25% are used for testing the training process in order to

determine when to stop training the ANN.
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Figure 3.2 A flow chart showing the procedural steps in downscaling (adapted from Hewitson,

1998).
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The process depicted on Figure 3.2 can be summarised as follows. Initially, the observational
atmospheric variables, mentioned above, are used to train the SOM. Once the SOM has been
trained, the data are reapplied to the SOM in order to obtain the x;y indices-of the nodes
which are mapped to, for each respective time step. These indices, together with the
observational atmospheric variables, are used to train the ANN. Before the trained ANN can
be used for application purposes, the functions which have been derived for each target grid
cell should be validated. This is done by applying independent test data to the ANN and
comparing the ANN derived downscaled precipitation to actual observed precipitation at the
0.5° resolution. If the derived downscaled precipitation is.suitably similar to the actual
precipitation, then the ANN can be used to generate precipitation data from other data sets

(using the same atmospheric predictor variables), such as those from a GCM.

However, earlier in this section it was mentioned that it is important to take into account local
sources of variance. In this application, local sources of variance are referred to as those
forcing factors which contribute to the variance in the precipitation field that is unaccounted
for by the atmospheric predictors. Hewitson (1998) has found that if one does not in some
way include this residual variance, then the downscaling procedure will generally produce too
many trace precipitation days and will under-predict peak precipitation events compared to
what is actually observed. This is because the ANN generalises a precipitation response for a
given atmospheric state. This is problematic for extreme precipitation events, because, for
example, the difference between receiving no precipitation and trace precipitation may not be
distinguishable by the synoptic atmospheric controls and may be due more to local forcing
factors. Hewits_oh (1998) discusses how the locally forced variance can be considered as a
stochastic factor which has a particular distribution depending on the state of the synoptic
ciréulation’. The state of the synoptic-scale circulation is important when considering the
ldcally lforced variance, because some circulation patterns may dominate the local climate
response such that the variance from local forcing factors is small (e.g. with frontal activity),
whereas other circulation patterns may be weak, such that the variance from local forcing

factors is likely to be large (e.g. thermally induced thunderstorm activity).

The locally forced variance is obtained from a set of residuals. These residuals are
determined.by calculating the difference between the ANN derived downscaled precipitation
and the actual observed precipitation (Figure 3.2) i.e. it is the variance not accounted for by
the downscaling using the atmospheric predicfors. By randomly selecting a residual and

adding it to the ANN downscaled precipitation value, the locally forced variance can be taken
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into account. Prior to this, however, the residuals must be determined as a function of the
state of the synoptic-scale circulation. Thus, the residuals are subset according to the SOM
“cluster” to which a particular time step mapped. Once this has been performed, there will be

a distribution of residuals for each of the 15 SOM “clusters”.

At this stage, the ANN has been trained and validated with observed data, and the distribution
of residuals associated with each SOM “cluster” (representing the locally forced variance) has
been determined. Downscaled precipitation can now be derived from independent data (e.g.
from a GCM). Firstly, the atmospheric predictors are applied to the SOM in order to obtain
the SOM “cluster” identification indices. Then, these indices and the atmospheric predichrs
are applied to the ANN and the downscaled precipitation is derived. Lastly, in order to take
into account the locally forced variance, the distribution of residuals are utilised. For any
time step for which downscaling has been performed, the state of the synoptic-scale
circulation has been determined through the SOM procedure, thus a residual from the
distribution associated with the specific SOM “cluster” is randomly selected and added to the

ANN derived downscaled precipitation value.

3.6 Self-Organising Maps

Apart from using SOM:s in the downscaling procedure, they are also used in the pfesent study
for validation purposes and for assessing possible changes in circulation in response to the
sea-ice and SST perturbations. This section will describe the use of SOMs in the context of
the latter two applications. In these cases, a SOM is uéed t;) organize circulation data (sea-
level pressure and 500 hPa heights) into discrete types. Each of the output nodes in the
trained SOM will represent a particular atmospheric circulation state, for example, a certain
node may represent circulation associated with anticyclonic ridging over South Africa. The
SOM is used to identify differences between the model and observed data, or control and

experiment simulations, with respect to the frequency and distribution of synoptic circulation

types.

Input data of n dimensions (for example, twice-daily data presented on a particular grid) are
mapped, by a process of ﬁnsupervised competitive learning, to a two-dimensional array of
nodes where neighbouring nodes represent related types. This map of nodes depicts
categories in a continuum which have been projected onto a two-dimensional plane. Each
node has a set of m weights, where m is the number of grid-points on the input circulation

maps. These weights are updated in the process of training the SOM, and at the end of
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training, the weights represent a particular circulation map at each node. Ultimately, a trained
SOM is presented with a circulation map and each node will compete to try to best match the

input circulation pattern, with the position of the “winning” node being recorded (Figure 3.3).

a) Gridded circulation pattern
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b) Nodes compete to win circulation pattern
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¢) Position of winning node recorded
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2 &eg.—- node

2-dimensional node array fully connected to node weights

Figure 3.3 A schematic indicating the process of events in the presentatlon of a circulation pattern to
a SOM (adapted from Main, 1997).

Once this has been performed on a time series of data, it is possible to observe the frequency
of mappings associated with each node, and then decompose the weights of the nodes to
examine the circulation’ type that was being mapped to. In the present study, the SOM

Program Package of Kohonen et al. (1996) has been used to perform the analyses.

There are a number of decisions that must be made concerning the training and structure of
the SOM. _ Firstly, the size and topology of the SOM must be éonsidered. The size of the
nodal array will determine the number of categories or types into which the input data will be
divided. Fér example, a 3 by 5 array of nodes defines a maximum é_f 15 classification types.
Dimensions are therefore selected that will be suitable for a particular application. In the
SOM Program Package (Kohonen et al., 1996) Fhe array of nodes cah be ‘arranged in either a
hexagonal or rectangular lattice (Figure 3.4). The hexagonal lattice provides better coverage
of the two-dimensional space, but it does not seerﬁ to matter too much which lattice is
selected (Openshaw, 1994). In the present study, a rectangular topology has been used for the

purposes of ease of analysis and visual display.
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Figure 3.4 The topology of the SOM can be either a) hexagonal or b) rectangular.

The next step is to initialise the weights associated with each node. The SOM Program -
Package (Kohonen et al., 1996) provides two means of initialisation: random initialisation,
where the weights are ascribed random numbers, and linear initialisation, where the weights
are initialised in an ordered manner. In the process of linear initialisation, the weights of the
two nodes in diagonally opposite corners of the nbde—space are set to the two principal
eigenvectors of the input daia. The remaining intermediate nodes are then set to various
combinations of the two eigenvectors relative to their distance from each corner. Linear

initialisation has been used in the present study.

A data set, which in the present study would comprise a time series of gridded circulation
“maps” (i.e. consecutive vectors of data), is then presented to the array in order to train the
SOM. For each circulation map, the winning node is the node whose vector of weights is
most similar to the input vector of data. The weights of the nodes in the “neighbourhood” of

the winning' node are then updated, based on

m.(t +1)=m )+ h,(O[x(t)-m ()], I (3.10)

where x(z)is the input vector of data at time 7, m;, is the vector of weights associated with
node i and A, (t)is the neighbourhood kernel (Kohonen ez al., 1996). The'neighbourhood

kernel is a function which determines which of the surrounding nodes will be updated. A

Gaussian function is used in the present study and is described by

. , d? :
h,= oc(t).exp[- . 20)} . | (3.1D

where d is the distance from the winning node, & (¢) is the radius of the neighbourhood at
time ¢, and o(z) is the learning rate at time ¢ (Kohonen ez al., 1996). In essence, the function

describes a bell-shaped curve, such that within a certain radius, the update rate of nodes

decreases outwards from the winning node. The learning rate (0 < () <1) determines how
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easily the weights can be altered and decreases linearly to zero by the end of training.
Therefore, towards the end of training, extreme input data configurations will have less of an
effect on the nodes. The size of the neighbourhood radius also decreases linearly to a value of
one through the training process. The number of training iterations (#) should ideally be
selected such that convergence is achieved by the end of training. It has been suggested that,
as a rule of thumb, the number of iterations should be equal to about 500 times the
dimensions of the nodal array (Kohonen, 1990). Iterations may vary from around 10 000
steps for fast learning, to up to about 100 000 steps (Kohonen, 1990). If the sample of input
data is smaller than the number of iterations, then the data is used reiteratively in the training.
As previously mentioned, after training, the vectors of weights can be mapped to display the
circulation features associated with each node.' In addition, input data are presented to the

trained SOM and the frequency of mappings to each node (circulation type) is recorded.

3.7 Summary

This chapter has described the procedures and principles behind the primary analysis
techniques used in the present study. The techniques or tools included are: spatial
interpolation, Fourier analysis, mean absolute error, Student’s t statistic, cyclone and storm

track algorithms, artificial neural networks, downscaling and self-organising maps.



SECTION 11

Simulation of the Present-Day
Climate
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4.2 Temperature

4.2.1 Surface Air Temperature

On average over the Southern Hemisphere, the ﬁlodel exhibits a surface air temperature cold
bias of 1.5° during summer, but is warmer than observed during winter (Table 4.1). This is
reflected in the zonal plots (Figure 4.1) and full fields (Figure 4.2) of surface temperature
which show that the Antarctic region coqtributes the most to these bia,ses, with the air over
the continént being too cold in summer and too warm in winter. | ’fhe positive winter
anomaiies over Antarctica were also found with the previous version of the model and
Thompson and Pollard (1995) suggested that there is probably too much horizontal heat
transport from lower latitudes. The biases may also be linked to errors in the predicted cloud
amounts, i.e. if cloudiness were overestimated in the polar regions, then warm anomalies

would result during winter and cold anomalies during summer.
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Figuré 4.1 Zonally averaged surface temperature (K) for the observed (open circles) and GCM
(closed circles) data in a) summer and b) winter.
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to pressures in the model south of about 55°S being higher thém observed (Figures 4.7 and
4.8). -Heights north of this latitude are, however, lower than observed (Figures 4.7 and 4.8).
This is éimilar to the result found for sea level pressure and may be partially related to the
course resolution of the AGCM, such that it is unable to simulate the steep meridional
pressuré. gradients. This difference between the model and obsevaed’ geopotential heights
amounts to a MAE in the zonal averages of about 30 m (27.1 m in summer and 39.6 m in-

winter) (Table 4.1).
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The seasonal expansion of lower pressures fﬁrther northwards, and the deepening of the
cir.cumpolar trough in winter compared to summer, 'éxppeéu's to be captured by the model
(Figure 4.8). In a subsequent section of this chapter, Fourier analysis will facilitate a
comparison between the model and observed data in terms of the long waves which

qontﬁbute to asymmetries in the 500 hPa height field. This will enable a more complete
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description of the differences between the patterns of the 500 hPa field in the two data sets

than is possible from a visual examination of the maps in Figure 4.8.

The 500 hPa heights‘ over southern Africa are too low in both seasons, with a MAE of about
50m (41.5m in summer and 57.0m in winter) (Table 4.1). In this region, the largest
differences between the model and the NCEP reanalyses are found over the southern-most

portion of the subcontinent (south of about 30°S) and decrease as one moves further north

(Figure 4.8).-

4.4 Wind

4.4.1 700 hPa Wind |

In both summer and winter the wind speed maximum occurs too far north, particularly in
winter where the observed peak is situated at 50°S and the model peak at 40°S (Figure 4.9).
This is related to the previously discussed northward offset of subpolar and midlatitude -
pressure systems in the model. The 2-dimensional field maps (Figure 4.10) reflect this
difference, showing weaker (~6 m s')) than normal winds between about 50°S and 70°S, and
stronger (~4 m sy than normal winds between about 30°S and 50°S in both seasons. The
zonal plots (Figure 4.9) show that in general during summer, apart from the northward offset
of the model data, the size and shape of the observed and model curves are in good
agreement. However, during winter the region of high wind speeds are spread over fewer

latitudes than in the observed data i.e. the model curve is too peaked (Figure 4.9).

Wind directions are generally well simulated by the model, with most of the discrepancies
found for the weakest winds in the easterlies (Figure 4.10}. It is evident, however, that the

winds south-east of New Zealand are too zonal in the model during winter (Figure 4.10).

Over the South African region, the easterlies are too weak in both seasons (Figure 4.10) and
in winter, the westerlies are too strong. The MAE over this region is 1.6 m s in summer and -

2.1 m 5™ in winter (Table 4.1).

4.4.2 500 hPa Wind

Many of the same problems that were evident with the 700 hPa winds are apparent in the .

500 hPa wind field: Once again there appears to be a northward shift of the modelled winds,
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such that winds in the midlatitudes are too weak (up to 10 ms™ in JJA) and winds in the

subtropics are too strong (up to 8 ms™ in JJA) (Figures 4.11 and 4.12). Liang et al. (1995),
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Figure 4.9 Zonally averaged 700 hPa wind (m s1) for the observed (open circles) and GCM (closed
circles) data in a) summer and b) winter.

Kiehl and Williamson (1991) and Watterson et al. (1995) also found a northward o.ffset‘ of the
jet streams upon examination of the 200 hPa winds of their respective GCMs and found that
this improves as horizontal resolution increases (Liang et al., 1995, Kiehl and Williamson,
1991). Furthermore, in a tuning process with version 1.02 of GENESIS, Thompson and
Pollard (1995) found that by improving the vertical profiles of atmospheric radiative heating,

the position of the jet streams moved closer to what is observed.

In winter, the zonal averages show that the higher wind speeds in the model should be spread

over a greater range of latitudes (Figure 4.11); Linked to this is the inability of the model to
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clearly simulate the double jet in the region of New Zealand, with the need for a stronger high
latitude component (Figure 4.12). The westerlies are also generally too zonal between 50°S
and 60°S, especially south-east of New Zealand. In winter in the observed data, weak
easterlies are evident near 10°S (Figure 4.12) and they strengthen slightly north of this (not
shown), whereas in the model the easterlies are only apparent north of 10°S and théy are not
as prominent as in the observed data (not shown). Over southern Africa in winter the
westerlies are up to 6 m s too strong. The 500 hPa wind field in summer is more realistic

than the winter field, especially over southern Africa.
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Figure 4.11 Zonally averaged 500 hPa wind (m s 1) for the observed (open clrcles) and GCM (closed
circles) data in a) summer and &) winter.
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4.5 Humidity
4.5.1 Surface Specific Humidity
There is a negative specific humidity bias over the Southern Hemisphere of 1.3 gkg” and
1.1 gkg'1 in summer and winter respectively (Table 4.1). This is largely from too little
atmospheric water in the tropics and subtropics (Figures 4.13 and 4.14). The pattern of
modelled specific humidities over the Southern Hemisphere compares well to the observed

data, although gradients are sometimes not as sharp (Figure 4.14).
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Figure 4.13 Zonally averaged surface specific humidity (g kg™) for the observed (open circles) and
GCM (closed circles) data in a) summer and b) winter.

4.5.2 500 hPa Specific Humidity
As with the surface specific humidity, the 500 hPa surface also displays an overall negative
bias (Table 4.1 and Figure 4.15), although it is evident from the 2-dimensional field maps that

there are regions of positive bias associated with the continents during summer (Figure 4.16).
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The difference in specific humidity between summer and winter, due to the movement of the
Intertropical Convergence Zone (ITCZ), is captured by the model.
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Figure 4.15 Zonally averaged 500 hPa specific humidity (g kg") for the observed (open circles) and
GCM (closed circles) data in @) summer and b) winter.

4.6 Precipitation

The model predicted precipitation values over the Southern Hernisbhere are in general too
high, with a positive bias of 0.4 mm day” in summer and 0.2 mm day™ in winter.(Table 4.1).
The overestimation of precipitation may be due to an overactive convective plume scheme in
the model. The greatest deviations from observed occur around the latitudinal positions of
the local maxima and minima in the zonal averages for both seasons (Figure 4.17). However,
although the magnitudes differ, the seasonal latitudinal positions of the precipitation maxima

and minima in the model correspond well with the NCEP data, showing a minimum at 35°S
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and maxima at 10°S and 50°S during summer, and a minimum at 20°S and a maximum at

40°S during winter (Figure 4.17).

In both seasons the equatorial/tropical central Indian Ocean and South America receive too
little rainfall, and the subtropics in general (extending into the midlatitudes to about 50°S)
and central tropical Pacific receive too much rainfall (Figure 4.18). The spatial pattern of
precipitation receipt is fairly good, despite the difference in magnitudes in some regions. In
both the modelled and NCEP fields, high precipitation values are evident in summer in the
South Pacific Convergence Zone, western tropical Atlantic and Indian Oceans, and over
Southern Africa and South America (Figure 4.18). During winter, the rainfall in these regions
decreases with the northward movement of the ITCZ (Figure 4.18). The MAE over the South

African window is about 1 mm day'1 in both seasons (Table 4.1).
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Figure 4.17 Zonally averaged precipitation (mm day” ) for the observed (open circles) and GCM
(closed circles) data in @) summer and b) winter.
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It is important to note that there may be biases in the precipitation field of the NCEP
reanalyses. In the reahalyses, precipitation data are not assimilated, but are derived from the
6-hour model forecasts and are therefore strongly influenced by the climatology of the
forecast model (Kalnay er al., 1996). Thus, if the model is biased in any way, then there will
be regional biases in the precipitation field. Higgins et al. (1996) compared the reanalysis
precipitation for the period 1985-1993 to the monthly, 2.5°%2.5°, merged precipitation
analyses of, firstly, Xie and Arkin (1996), which are based on gauge observations, satellite
estimates and model predictions, and secondly, to the precipitation estimates derived by Xie
and Arkin (1998) based on outgoing longwave radiation. They found that in general the tight
gradients associated with the ITCZ and the South Pacific Convergence Zone are not well
captured in the NCEP reanalyses, and there is a tendency for the ITCZ to be slightly north of
its observed position during all seasons (Higgins et al., 1996). In addition, during summer
(DJF) there is too much rainfall over South America compared to observed and too little
rainfall in the band extending south-eastwards from the continent (Higgins ef al., 1996). In
general, the variability of precipitation in the NCEP reanalyses is too small in all seasons
compared to observed (Higgins et al., 1996). Lastly, it is important to reaiise that the
reliability of any observed climatology of precipitation over the mid- to high-latitude oceans

of the Southern Hemisphere may be suspect, owing to the data-sparce nature of the region.

In the light of the above discussion, it appears that not all the differences between the
GENESIS GCM and NCEP reanalysis precipitation fields are necessarily due to errors in the
GENESIS model. Precipitation from both data sources, although exhibiting the general
patterns that are observed, are biased in certain ways and this highlights the fact that
precipitation output from GCM:s is often problematic. This has been attributed, in part, to the
variable’s dependence on grid resolution and cumulus parameterisation (IPCC, 1990; IPCC,
1992). In addition, there is a demand for precipitation information at far finer spatial
resolutioné than a GCM grid cell, yet the skill level (von Storch et al., 1993) of GCMs for
precipitation is usually poor at the.scale of the grid cell (Hewitson and Crane, 1996). The
technique of downscaling is used in the present study to obtain higher resolution, and
arguably more realistic precipitation data over South Africa compared to the data output by
the model. The downscaled regional precipitation fields obtained over South Africa from the
model and observed data, will be presented in Chapters 7 and 9, where the atmospheric
response of the sea-ice and SST perturbation during summer and winter respectively, is

determined.
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4.7 Midlatitude Cyclones and Storm Tracks

4.7.1 Midlatitude Cyclone Density

The pattern and magnitude of cyclone densities found in the present study (Figures 4.19 and
4.20) are comparable to those obtained by Jones and Simmonds (1993), who used the
Australian Bureau of Meteorology numerical analyses as their observed data set, although
values in the present study are marginally lower. This is most likely due to the inclusion of
open lows in their study and not in the present study. One discrepancy, however, is that there
appear to be too few heat lows over the continents during summer in the observed data
compared with Jones and Simmonds’s (1993) climatology. Assuming that Jones and
Simmonds’s (1993) cyclone climatology is correct, the GENESIS GCM results look more
reaiistic in this respect than the NCEP results (Figure 4.20) and this may be related to

deficiencies in the NCEP reanalysis sea level pressure data.
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Figure 4.19 Zonally averaged cyclone densities (x10° cyclones (degrees latitude)?) for the observed
(open circles) and GCM (closed circles) data in a) summer and b) winter.
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The high density core of cyclones around Antarctica in ghe observed and model data (Figure
4.20) is consistent with other manual and aﬁtomated analyses (for example Taljaard, 1967; Le
Marshall and Kelly, 1981; Jones and Simmonds, 1993), and is associated with the
circumpolar trough. Taljaard (1967) found that cyclone centers are most numerous 2?—6"
equatorward of the hemispheric mean position of the circumpolar trough. From the zonally
averaged sea level pressure (Figure 4.5) and cyclone densities (Figure 4.19) it is evident that
the same phenomenon is found in the present study for both the observed and model data, -
even though the model positions are shifted northwards compared to observed. During both
seasons in the observed data, the circumpolar trough is centred around 65°S and the cyclone
density peak-occurs at about 62°S, and in the model data the trough is centred around 60°S

and the cyclone peak is found near 58°S.

For both seasons in the model there are too many cyclones north of 60°S and too few south of
this latitude (Figures 4.19 and 4.20). This is partly due to the northward offset of the
circumpolar trough in the model, that has been shown in the sea level pressure data (Figure
4.5) and is evident in the zonal plots of cyclone densities (Figure 4;19). The model zonal
averages (Figure 4.19) and 2-dimensional fields (Figure 4.20) also seem to show that the high
density region of cyclones around Antarctica extends over a broad band of latitudes,
especially during winfer, instead of occupying a narrow region in association with the
circumpolar t‘rbugh. Thi‘s'discrepancy is probably related to the modelled sea level pressure
field in winter, which shows that the low pressures representing the circumpolar trough

occupy a broader latitudinal band fhan does the trough in the observed data (Figure 4.5).

In addition, there appears to be a band of cyclone densities extending eastwards from New
Zealand across the Pacific which are too high in the model during winter (Figure 4.20).
However, the magnitude of the model predicted values agree well with the observed cyclone
climatology obtained by Jones and Simmonds (1993) and again may point towards etrors in
the twice-daily sea level pressure NCEP reanalyses. As was mentioned in Chapter 2, an error
was introduced into the reanalyses through the mislocation of the Southern Hemisphere
PAOBS sea level pressure data. Although the previously discussed seasonally averaged
NCEP/NCAR sea level pressure data (Figure 4.6) agrees well with other reanalysis data, for
example the seasonal averages obtained by Jones and Simmonds (1993) with the Australian

Bureau of Meteorology numerical analyses, the cyclone analysis relies on twice-daily data,
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and the EMC and CDC have found that the impact of the mislocation error increases as time

scales decrease’. .

4.7.2 Storm Tracks

As was mentioned in the previous chapter, in the Southern Hemisphere midlatitudes
atmospheric variability on 2- to 8-day time scales can largely be attributed to the passage of
cyclones and anticyclones (Trenberth, 1981, 1991). Variability in the sea level pressure field
on this time scale has therefore been used to identify the major storm tracks in the present
study. It is evident from Figures 4.21 and 4.22 that the largest variability in the sea level

pressure field, in terms of the standard deviation of the bandpass (1.5 - 8.5 days) filtered data,
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Figure 4.21 Zonally averaged standard deviations of the bandpass (1.5-8.5 days) filtered sea level pressure data

(hPa) for the observed (open circles) and GCM (closed circles) data in @) summer and b) winter.

! Refer to http://wesley.wwb.noaa.gov/paobs/pacbs.html



68

: edY T uey) 1038213 saouarapyip (Surpeys 1ysiy) eanedou pue (Surpeys yiep) aanisod Jedrpul sUOISoI papeys Y} 210Uym
“(f pue 2) peAIesqo snurwr DD o1 ‘sdewr A[ewoue Surpuodsaliod Ay} A1e UMOYS OS[Y "PIpeys Uadq AAeY By 9 IA0QE SUOISay “(V[[) JMIm pue (f(]) IoWwns 10§
(3 puE g) UONE[OWIS [0NUOD AL 3Y) PUE (P PUE D) BIEP PIAIIS]O Y} 10] eiep 2Inssaid [9A9] Bas PRII[I (sAep G°8-G'T) ssedpueq JO UOLRIASP pIepuwls UBSJN 7Tt 9INSL]




69
lies in a zone near 55°S in both seasons, although the latitudinal extent of high variabilities is
greater during winter compared to summer and occurs over a broader band in the
midlatitudes. The model simulates this observed seasonal difference fairly well, although, as
seen with other variables, the subpolar and midlatitude model patterns appear to be shifted
slightly north compared to the observed data (Figures 4.21 and 4.22). In both the observed
and model data, this band of maximum bandpass variances lies further equatorward than the
zone of maximum cyclone densities, as has been found in other studies (Wallace et al., 1988;
Konig et al., 1993; Sinclair, 1994). The cyclones found neér the circumpolar trough tend to
be slow moving and as such, Trenberth (1991) noted that this region of high cyclone density
is almost uncorrelated with those areas of maximum atmospheric variability originating from
the passage of cyclones and anticyclones. Sinclair (1994) found that the region of greatest
cyclone mobility lay near 50°S and Le Marshall and Kelly (1981) calculated average daily sea
level pressure standard deviations about their monthly means and found that the area of
maximum variability lay in a band near 55°S. Le Marshall and Kelly (1981) attributed this
band of variability to the region of maximum overlap of average cyclone and anticyclone
densities. It is also evident from the observed data that there are local maxima in the band of
high variabilities, which are génerally situated south-east of the continents (Figure 4.22). Le
Marshall and Kelly (1981) found local maxima in similar positions to the present study and

attributed them to regions of preferred blocking.

In general, the model exhibits too much variability in the sea level pressure field in both
seasons, especially over the eastern Pacific Ocean where differénces of up to two standard
deviations are recorded for winter (Figures 4.21 and 4.22). This is .in part due to the
unusually high density of cyclones simulated north of 55°S (Figures 4.19 and 4.20).

4.8 500 hPa Planetary Waves

The 500 hPa geopotential height field is composed of a number of quasi-stationary and
transient waves of differing wavelengths. As was mentioned in Chapter 3, these wave trains
vary from large-wavelength planetary-scale waves (e.g. wave numbers 1, 2, 3 and 4) to
smaller, synoptic-scale and short waves with wavelengths of the order of a few hundred
kilometers. The present study is primarily concerned with the planetary-scale waves. Wave
number 1 contributes the most to the quasi-stationary wave variance, since the other waves
are primarily eastward moving and more transient than wave 1 (Quintanar and Mechoso,

1995). Wave numbers 1, 2, 3 and 4 in summer, and wave numbers 1, 2 and 3 in winter have
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all been found to make important contributions to the zonal asymmetries in Southern

Hemisphere climatological fields (Karoly, _19_85).

All year round at 55°S there is a ridge in the mean flow near 175°E, while at 30°S there is a
~ trough at the same iongitude (Trenberth, 1980). The effect of these features is to produce a
split in the flow across New Zealand and a minimum in the strength of the zonal westerlies in
this region (Trenberth, 1980; Trenberth and Mo, 1985). This background flow produces a
favourable environment for blocking to occur and as such,. the region near the dateline
experiences the highest frequency of blocking (Trenberth and Mo, 1985). Most of this mean
flow can be explained by wave number 1, but Trenberth (1980) notes that the wavelength is
less than that of wave number 1 and in order to adequately describe the asymmetrical shape of
the 500 hPa fleld wave numbers 1, 2 and 3 are all required. Nonetheless, wave number 1 is
the principal wave and has been found to account for between 70 and 90% of the variance in
the long term mean field in middle to high latitudes, whereas wave numbers 2 and 3 together
account for about 26% of the variance in the mean (van Loon and Jenne, 1972; Trenberth,
1980). Wave number 3, however, contributes more to the interannual‘ variability at 55°S than
waves 1 and 2 (Trcnbcrth,'198()), and appears to play an important role in determining the
location of blocking in the Southern Hemisphere (Trenberth and Mo, 1985; Preston-Whyte
and Tyson, 1988; Sinclair et al., 1997). In this section, the 500 hPa phases of wave numbers
1, 2 and 3 and amplitudes of wave numbers 1, 2, 3 and 4 are obtained from the GENESIS
GCM and the NCEP data in order to evaluate these large-scale waves in the model. The
phase of wave number 4 is not presented bécausc itis a transient wave and its phase is
therefore essentially random. In contrast, the phase of wave number 1, and to a lesser extent
waves 2 and 3, occur consistently at certain longitudes in the zones where the waves are
strongest. The subsequent text, unless otherwise stated, deals w1th waves decomposed from

the seasonal mean field.

Wave number 1 exhibits two peaks of strength in both seasons, one being in the subtropics -
neaf 30°S and the other in subpolar latitudes near 55°S (Figure 4.23a and e). The model
captures the latitudinal position of both the subpolar and subtropical amplitude peaks, but the
magnitude of the subpolar peak in the model is about 30% smaller than the size of the peak in
the observed data in both seasons (Figure 4.23az and e). The arriplitude of the subpolar
expression of the wave in the observed data appeé.rs to be reasonable in terms of what has
been recorded in previéus studies (van Loon and Jenne, 1972; Trénberth, 1980). Similarly,

the size of the subtfopical peak in the model and observed data correspoﬂds to what has
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Figure 4.23 The amplitude (m) of seasonal wave numbers 1 to 4 for summer (a-d) and winter (e-k)
for the observed (open circles) and GCM (closed circles) data.

previously been noted, i.e. between about 10 and 20 m in summer and 40 and 50 m in winter
(van Loon and Jenne, 1972; Trenberth, 1980). The model simulates the slight poleward
movement of the subpolar and subtropical peaks from summer to winter, as well as the
increase in amplitude of the peaks (Figure 4.23a and €). Near 40°S, between the subpolar and
subtropical expressions of the wave, the amplitude of wave number 1 is small (Figure 4.23a
and e). In this region, the phase is essentially random since there is a change in phase
between the subpolar and subtropical waves. The ridge of wave number 1 at 55°S (where the
wave is strongest) is situated near 210°E in both the model and observed data for summer and
winter (Figure 4.24a and d). This corresponds to the results from other studies which have
shown that the ridge of the subpolar expression of the wave is positioned in the Pacific
between about 210°E and 240°E (Anderssen, 1965; van Loon and Jenne, 1972; Trenberth,
1980; Karoly, 1985). The subtropical ridge of the wave (near 30°S) is found near the
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Greenwich Meridian in both seasons in the model and observed data (Figure 4.24a and d),
which again agrees with previous studies (Anderssen, 1965; van Loon and Jenne, 1972,
Trenberth, 1980; Karoly, 1985). In summary, the model adequately simulates the phase of

wave number 1 and the latitudinal position of the amplitude peaks, but the wave is too weak.

DJF . JJA
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Figure 4.24 The phase (position of the first ridge) of seasonal wave numbers 1 to 3 for summer (a-c)
and winter (d-f) for the observed (open circles) and GCM (closed circles) data.

Results from the literature suggest that the nature of wave number 2 is less clearly known
compared to wave numbers 1 and 3. Van Loon and Jenne (1972) reported that climatological
mean (annual) wave number 2 only had an amplitude of 4 m at 50°S and was insignificant,
except over Antarctica. In contrast, using different data sets to the above stpdy, Trenberth
(1980) and Karoly (1985) both recorded much larger amplitudes for wave number 2. The
amplitude of the wave obtained from the NCEP reanalyses in the present study (Figure 4.23)
resemble those obtained by Trenberth (1980) (his Figure 3) and Karoly (1985) (his Figures 9
and 10), showing two amplitude peaks, one near 75°S and one between 50°S and 60°S. 1t is
the peak between 50°S and 60°S that is missing from van Loon and Jenne’s (1972) results.
For summer, Trenberth (1980) and Karoly (1985) both recorded a high latitude (near 75°S)
amplitude peak of between 10 and 20 m and a middle latitude (50°S - 60°S) peak in the low
20’s, thus being very similar to the results obtained from the NCEP data in the present study
(Figure 4.23b). The high latitude peak is perhaps slightly further south in the NCEP data
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compared to the results obtained by Trenberth (1980) and Karoly (1985). The GENESIS
model does not seem to differentiate well between these two peaks in summer, instead

simulating one peak over the region, such that the amplitude is too large between 65°S and

75°S and too small between 50°S and 60°S (Figure 4.23b).

For winter, Trenberth (1980) and Karoly (1985) both recorded high latitude (near 75°S) and
middle latitude (50°S - 60°S) amplitude peaks for wave number 2 of between about 30 and
40 m, although Trenberth’s (1980) results suggest that the midlatitude peak may exceed 40 m.
In comparison to their results, the NCEP data has a similar magnitude high latitude peak, but
a much weaker midlatitude peak (Figure 4.23f). The GENESIS model in winter does better in
terms of differentiating between the high and middle latitude expressions of the wave
compared to summer (Figure 4.23f). The amplitude of the high latitude wave is perhaps t00
small in the model, and the midlatitude amplitude is of a similar magnitude to that obtained
by Trenberth (1980) and Karoly (1985), but is much larger than the amplitude obtained from
the NCEP data (Figure 4.23f). It is not possible at this stage to say which of the amplitudes

for the midlatitude expression of the wave is more correct.

Van Loon and Jenne (1972) and Trenberth (1980) found that the high latitude expression of
wave number 2 (near 75°S) had a phase of 90°E. In contrast, Karoly (1985) found a phase of
60°E in summer and 120°E in winter from his results (see his Figures 9 and 10). To be
conservative, one might therefore suggest that the high latitude phase is positioned
preferentially between 60°E and 120°E. The results in the present study generally fall within
these bounds for both the observed and model data, except perhaps in summer where the
model phase may be slightly too far west (Figure 4.24b and e). For the phase of the
midlatitude peak of vthe wave (between 50°S and 60°S), Anderssen (1965) found a tendency
for the wave to be located between 10°E and 70°E, Trenberth (1980) reported a phase of 0°
and Karoly (1985) found that the wave was positioned near 0° in summer and between 30°W
and 0° in winter. In the present study, there is a ridge between 10°W and 0° for the
midlatitude phase in the observed data, and between 10°E and 40°E for the model data
(Figure 4.24b and ¢). Both of these results fall within the range of what has previously been
reported. The Variability in the phases of wave number 2 that are found within the data sets
used in the present study, as well as those from previous studies, show that the wave is less

stationary compared to wave number 1.
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Wave number 3 experiences a peak amplitude in the midlatitudes, near 50°S, according to the
NCEP data (Figure 4.23¢ and g), as well as the results from previous studies (van Loon and
Jenne, 1972; Trenberth, 1980; Karoly, 1985). Van Loon and Jenne (1972) found that the
amplitude of the climatological mean (annual) wave at 50°S was 21 m, and Trenberth (1980)
and Karoly (1985) recorded amplitudes of between about 20 and 40 m for summer and 30 and
40 m for winter. The amplitude of the wave at this latitude in the observed Vdata in the present
study generally falls within this.range for summer and. winter (Figure 4.23¢ and g). For
summer, the GENESIS model captures the position of the midlatitude peak, yet the peak is
smaller than the observed data (Figure 4.23c), but within the range of what has been
previously recorded. In éontrast, for winter the model peak is offset northwards and is much
too small (Figure 4.23g). This may mean that in general the flow in the model is too zonal, or
that the wave in the model is more transient than in the observed data such that it cancels
itself out when added to form the seasonal mean. This issue will be further addressed later in

this section.

Wave nufnber_3 moves easfwards with a phase velocity greater than that of wave numbers 1
and 2 (Anderssen, 1965), but it does slow down and persist at particular locations. In a study
of blocking in the Southern Hemisphere, Trenberth and Mo (1985) found that between 46°S
and 62°S there. are two i)referred locations of the wave. In summer this occurs with the first
ridge positioned near 10°E or 75°E, and in winter with the first ridge positioned near 55°E or,
secondarily, near 85°E (Trenberth and Mo, 1985). This highlights the transitory nature of the
wave, even though it may favour partlcular locations. Most previous work seems to suggest
that at 50°S the wave has a phase of between 30°E and 60°E in both summer and winter (van
Loon and Jenne, 1972; Trenberth, 1980; Karoly, 1985). The phase of the wave at 50°S in the
observed data in the present study agrees with the above results and seems to be adequately
represented by the GENESIS model in winter, but not in summer, where there is a 40°

difference in phase between the model and observed data (Figure 4.24).

The amplitude of wave number 4 is shown in Figure 4.23, émd it is clear that the peak in the
. model occurs too far north and is much smaller compared to the observed data. However,
van Loon and Jerme; (1972) found that the amplitude of the climatological mean (annual)
500 hPa wave at 50°S was oniy Sm and'Karoly (1985) found that the amplitude of the wave
in the mean seasonal field was generally less than 10 m in both summer and winter at most
latitudes and less than 20 m at all latitudes. These results cast doubt on the NCEP amplitudes .

and suggest that the GENESIS model results may not be as “incorrect” as they may first seem
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(Figure 4.23). It is, however, important to note that small changes in the seasonal mean field
can lead to large changes in the individual wave number phases and amplitudes (Trenberth,
1980), perhaps serving to exaggerate observed differences when viewed from the perspective
of the individual waves. In summary, the results of the validation of seasonal wave number 4

in the mode] are inconclusive.

The average amplitudes of wave numbers 1 to 4 at the 500 hPa level, as calculated from
twice-daily data and averaged without regard to phase, are presented in Figure 4.25. It is
clear from this figure that waves 2, 3 and 4 are much more important on a twice-daily time

scale than they are in the seasonal mean field. In general, the model simulates the position of

DJF JUA

a) Wave number 1 e) Wave number 1

b) Wave number 2 f) Wave number 2

Figure 4.25 The amplitude (m) of twice-daily wave numbers 1 to 4 for summer (a-d) and winter (e-h)
for the observed (open circles) and GCM (closed circles) data.

the observed peaks in amplitude, except perhaps for wave number 2, but the peaks are lower
in the model compared to observed (Figure 4.25). The model fields are therefore slightly

more zonal than observed. This is not entirely unexpected, since the model only operates on
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a T31 resolution and therefore cannot capture all the high frequency forcings that may

contribute to the energy of the large scale waves.

If one examines v;/ave number 3 in winter (Figure 4.25) then it is apparent that there is less of
a difference in amplitude between the model and observed data than was shown for the
seasonal mean wave (Figure 4.23), and the same can be said for wave number 4. This
suggests that these waves -are more transient in the model compared to the observed data,
such that their daily phases are more random and the waves largely cancel themselves out
when added to form the seasonal mean. This may be partly a result of the baroclinic zones
and topographical forcing not being as strong in the model compared to observed, thus

offering weaker constraints on the wave positions.

4.9 Classification of Circulation over Southern Africa

A Self—l().rganising Map (SOM), described in Chapter 3, is used to classify the tWice—daily sea
lével pressure data ové_r the South African window into related categories, in order to examine
whether the model is capturing the observed distribution of circulation types' over the regioh.
Too (;fteh in t};é past the yalidation of GCMs has been restricted to looking at monthly and
lohé term means of vaﬁabies and it is important that the synoptic climatologies and
var.iab'ilityl"irvl the models begin to receive closer attention. _This SOM technique, as well _as

the cyclone and storm track analysis discussed previously, address this aspect of validation.

Before the model and observed data are presented to the SOM they are standardised.
Standardisation is an effective tool to use when there is a bias in the means of the two data
sets that are being compared. From the results shown in this chaptér thus far, it is evident that
the model data are biased in some respects (Table 4.1) and therefore it was decided that
standardisation should be employed. This is also justified in terms of the focus of this
~ section, Which is to exar_m'ne the resulting circulation patiems, rather than the absolute values.
The data at each grid poiht of the time series have beén standardised in terms of the long-tem
areal mean for the .obs‘e.rved and model data sets 'respectively. The means and standard
deviations of thé two data sets prior to standardisation are shown in Table 4.2. It is clear that
the observéd and model data agree well over the region, with the éxception of the model
eXhibiting slightl'y‘ maré vaﬁability in the sea level pressure ﬁeld thah the obéerved data

during summer (Table 4.2).
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DIJF JJA
i o) [ o)
Observed 1011.29 776 1016.98 10.09
Model 1011.13 8.73 1016.82 10.64

Table 4.2 The mean (1) and standard deviation (0 ) of the sea level pressure data over southern
Africa (20°S to 50°S; 2°E to 47°E) prior to standardisation for summer (DJF) and winter (JTA).

Two SOMs were trained using twice-daily standardised sea level pressure data from the 10-.
year (1979-1988) period of the observed data. - The one SOM was used for the data
corresponding to the summer (DJF) months (t = 1806) and the other for the twice-daily data .
corresponding to the winter (JJA) months (t = 1840). Both SOMs comprise 15 nodes (3 in
the x-direction and 5 in the y-direction) and the weights of the nodes in each SOM were
initialised using linear initialisation. The reader is referred back to Chapter 3 for a discussion
of the different options available in the SOM Program Package (Kohonen et al., 1996). A
rectangular topology was used for the array of nodes, and the initial learning rate was set to
0.05, with an initial training radius of three. Training was run for a total of 30 000 iterations.
The rule of thumb, mentioned in Chapter 3, is that the numbef of iterations should be about
500 times the dimensions of the nodal array, which makes the value in the present study
7 500 (3x5x500). It was decided that this value was too close to the fast training limit of '

10 000, thus 30 000 iterations were subjectively selected.

After the respective SOMs have been trained with the observed data, the nodes can be
displayed graphically in what has been called a meta-map (Main, 1997). This is shown on
Figure 4.26 for the summer SOM, and Figure 4.27 for the winter SOM. Each map on the
meta-map represents a node of the SOM and the contoured data on each map are the weights
associated with each node. The meta-maps (Figures 4.26 and 4.27) are each configured in the
form of the nodal array, i.e. 3 nodes/maps in the x-direction and 5 nodes/maps in the y-
direction, and neighbouring maps represent related circulation types. The trained summer and
- winter SOMs are then individually presented with twice-daily standardised sea level préssure
from the observed data (the same data that were used to train the SOM) and the model control
simulation data. Each respective time step is mapped to the node whose weights it most
closely resembles. The number of days which map to each .node are recorded and the
percentage difference between the observed and model data are shown in Figure 4.28. This

figure displays two grids which corresponds to the meta-maps on Figures 4.26 and 4.27 for
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Figure 4.26 The meta-map for the summer (DJF) SOM over the South African region, showing the
15 nodes (3x5) with their contoured weights. The weights represent standardised sea level pressure,
and values greater than 0.6 and less than -0.6 have been shaded.



Figure 4.27 The meta-map for the winter (JJA) SOM over the South African region, showing the 15
nodes (3x5) with their contoured weights. The weights represent standardised sea level pressure, and
values greater than 0.6 and less than -0.6 have been shaded.
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summer and winter respectively,' i.e. the top left-hand grid block on Figure 4.28a corresponds

to the top left-hand map on Figure 4.26, and likewise for Figures 4.28b and 4.27_.
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Figure 4.28 The percentage difference between the observed and GCM data (GCM minus observed)
in the frequency of days mapping to each node (each grid block) of the meta-map in a) summer and
b) winter. The corresponding summer and winter meta-maps are shown on Figures 4.26 and 4.27
respectively.

The summer meta-map (Figure 4.26) displays the different circulation types found during the
season, with varying influence of the major sea level pressure features, i.e. the westerly wave
south of the country, the South Atlantic Subtropical High Pressure (SAHP), the South Indian
Subtropical High Pressure (SIHP) and the easterly trough over the land. It is evident that as
one moves from left to right across the meta-map, the circulation types chahge from those
showing a strong SIHP and a westerly wave with a westward tilt, to those types/maps
showing a dominant SAHP and a westerly wave with an associated eastward tilt (Figure
4.26). Moving from the top to the bottom of the meta-map shows a strengthening of the
subtropical high pressures and an associated weakening of the westerly wave (Figure 4.26).
The model has too many days which fall on the right-hand side of the meta-map and too few
days which fall on the left-hand side compared to the observed data (Figure 4.28a). This
implies that the model is favouring circulation types which show a strong SAHP compared to
the SIHP. The model is deficient in those days which, firstly, show a deep westerly wave
with a westward tilting axis (top left of the meta-map), and which, secondly, show dominant,
similar strength, Atlantic and Indian high pressure cells situated south of the country (bottom

left of the meta-map) (Figure 4.28a). The.latter circulation type, and the maps at the bottom
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of the meta-map in general, display the subtropical high pressures lying quite far south, and
mayb be under-represented due to the pressure systems being shifted northwards in the model

compared to the observed data.

To summarise, during summer the model over-represents days that have a 'strong and
dominant SAHP and under-represents days with a strong STHP. This affects the tilt of the
westerly wave, such‘that days with westward-tilting waves are less common in the model
compared to observed. The model also does not significantly capture those days where the
strong subtropical high pressures lie quite far south of the country and dominate the
circulation over the analysis window. This may be due to the previously discussed northward

offset of the model pressure belts compared to observed.

Moving from left to right on the winter meta-map shows an increase in strength of the SIHP,
va decrease in strength of the SAHP and a change in the tilt of the westerly wave axis ffom
eastward sloping to westward sloping (Figure 4.27). Moving from the maps at the top to
those at the bottom demonstrates an increase in intensity of the westerly wave and a decrease
in the s'trength of the subtropical high pressures (Figure 4.27). As for summer, the model
‘favours those days with a strong SAHP and under-represents those days with a strong SIHP :
(Figure 4.28b). In addition, the model has too few days which have deep westerly Waves over
the analysis window. This will have an impact on precipitation over the south western

portion of the country.

4.10 Should the Model be Trusted? |

From the results presented above, as well as from previous validation studies with version
2.0.a of GENESIS (Thompson and Pollard, 1997; Hudson, 1997; Hudson and Hewitson,
1997), it appears that the model is performing reasonably well. It is also clear that there are a
number of discrepancies between the model and observed data. The key question is, do these
differences constitute a problem and do they jeopardise the validity of performing and
interpreting sensitivity simulations? Before discussing the pitfalls of the model, it is
important to remember that not all the variables in the observed data are equally reliable
(refer to Chaptér 2). The NCEP/NCAR reanalyses are based on observed data, but in data
sparse regions the model component of the data assimilation system will affect the results
more than it would in data rich regions. Hence, in some cases, biases of the forecast model
can influence the data. This may be particularly relevant to variables such as humidity and

precipitation, and regions such as the Southern Hemisphere high latitudes where observations
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are sparse. . With this in mind, one must decide whether or not the GENESIS model

adequately simulates reality.

Some variables from the GENESIS model are more robust than others. For example, sea
level pressure is a derived variable in the model, i.e. surface pressure must be interpolated to
sea level, using assumptions of lapse rates to obtain the values. This is obviously not too
problematic over oceanic and low-lying regions, but it can be a source of error over
mountainous and high-lying areas. This could account for differences between the model and
the observed data over the continents. Also, those variables in the model, for example
precipitation and specific humidity, that rely heavily on grid cell parameterisations are often
not very reliable. This does not, however, necessarily mean that the dynamics of the model
are incorrect. If one looks at the pattern of sea level pressures over the oceans, and the
500 hPa heights, it is clear thét the model is correctly simulating the large scale featﬁres of the
obsefved climate. Most of the discrepancies in the 500 hPa height surface of the model,
which is a fairly robust variable, and the sea level pressure field over the oceans are probably
due more to grid resolution than erroneous model physics. Hudson and Hewitson (1997)
found a marked improvement in the definition of sea level pressure features in the current
version (2.0.a) of GENESIS, which operates on a T31 resolution, compared with the previous
version (1.02), which operated on an R15 resolution. The region of the subtropical high
pfessure cells was indistinct in version 1.02 (R15 resolution) and the circumpolar trough was
about 15 hPa too weak. In other words, lthe coarse resolution grid of version 1.02 resulted in
pressure values being smoothed in the model. Circulation dynamics in the atmosphere are the
fundamental processes which affect variables such as temperature, hunﬁdity and precipitation.
From this and other validation studies (Thompson and Pollard, 1997; Hudson, 1997; Hudson
and Hewitson, 1997) it appears that GENESIS (version 2.0.a) is capturing the circulation
dynamics of the present-day climate. In addition, the GENESIS model has been compared to
the NCAR Climate System Model® and the Hadley Centre Unified Model® (HadCM2) and has
been found to demonstrate comparable performance in terms of circulation (Hewitson, pers.

comm.).

Since. the changes that will occur as a result of varying sea-ice extent in the model will be a
function of the dynamics, one is therefore justified in examining the impact of sea-ice

perturbations. The sensitivity experiment anomalies of dependent variables such as upper air

2 http://www.cgd.ucar.edw/csm/
? http://www.meto.govt.uk/secS/NWP/NWP_sys.html]
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temperature, even though demonstrating a mean bias in the control simulation with respect to
‘observed data, may still be evaluated as representing a response to a sea-ice anomaly, since
they respond to changes in the circulation dynamics which the model appears to adequately
capture. In the present study, it is not so much the magnitude of change in response to a sea-
ice perturbation that is important, but rather the nature or pattern of this change. With this
confidence in the model’s simulation of present-day conditions and bearing in mind the
limitations of some of the variables, the effect of varying sea-ice extent can now be

considered.

4.11 Summary

In order to gauge model performance, the GENESIS (version 2.0.a) GCM’s simulation of the
present-day climate has been examined for the summer (DJF) and winter (JJA) seasons over
the Southern Hemisphere, as well as over a window encompassing southern Africa. Model
output from the 10-year (1979-1988) AMIP simulation has been compared to the
corresponding period of the NCEP/NCAR reanalysis data. The majdr findings are

summarised below:

e The model captures the primary features of the observed circulation, including the
seasonal position and strength of the subtropical high pressures and the decrease in

pressures moving south, reaching a minimum in the circumpolar trough.
e The pattern of seasonal changes is generally well represented for most variables.

e The Antarctic region contributes the most to biases in surface temperature and sea level

pressure.

® There is a cold bias in the 500 hPa temperature field over much of the Southemn

Hemisphere in both seasons.

e The circumpolar trough is not as deep as observed and appears to be shifted about 5°
north in the model. This affects the wind and midlatitude cyclone data, such that their

- respective zonally averaged distributions are similarly offset.
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e At the 500 hPa level, the model adequately simulates the phase of seasonal wave
number 1 ;nd the latitudinal position of the amplitude peaks, but the wave is too weak.
The amplitude peak for seasonal wave number 3 in winter is also too weak compared to
observed. The results from twice daily waves 1 to 4 show that the peak amplitudes of the
respective waves from the model are smaller than observed, but in general the latitudinal

positioning of the peaks is captured by the model.

e Surface specific humidities are generally too low over the Southern Hemisphere in both

s€asons.

e The seasonal positions of precipitation maxima and minima correspond well with the
observed data in summer and winter. However, precipitation is generally overestimated
‘in the model, especially in the region of the South Pacific Convergence Zone, where
average differences of up to 5 mm day” are recorded between the observed and model

data. The MAE over the South African region is about 1 mm day™ for both seasons.

e The model generally exhibits too much variability in the sea level pressure field in both

seasons.

® The classification of twice-daily circulation over the South African region shows that the
model over-represents days with a strong South Atlantic High Pressure and under-
represents days with a strong South Indian High Pressure in both seasons. In addition, for
summer the model does not seem to adequately capture those days with strong, dominant

subtropical high pressures lying south of the country, and in winter, the model has too few

days with a notably deep westerly wave.

It is important to consider that some of the differences between the observed and model data
may be due to inadequacies in the NCEP/NCAR observed data set. The model has been

deemed adequate for use in the present study and the following section will thus deal with the

sensitivity simulations.
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CHAPTER 5

Sea-Ice Algorithm and Experimental Design

5.1 Introduction

The present study uses a GCM run with prescribed SSTs and sea-ice extent in order to
investigate the impact that reduced Antarctic sea-ice limits have on the general climate of the
Southern Hemisphere. The SST and sea-ice input fields are as observed in the control
simulations, whereas in the perturbation simulations the sea-ice extent is reduced. As has
been mentioned in the introductory chapter, a modelling study using prescribed fields has the
advantage of allowing one to isolate the sea-ice forcing and the effect that the sea-ice and SST
changes have on the atmosphere. In order to perform GCM sea-ice sensitivity simulations, it
is necessary to decide what the perturbed sea-ice limits will be. Previous modelling studies
appear to have used large and sometimes unphysical sea-ice extent anomalies, for example
using a data set with no sea-ice (Simmonds ar_1d Dix, 1987), using a data set with no sea-ice
north of a designated latitude (Mitchell and Hills, 1986; Mitchell and Senior, 1989) or using a
data set where the September sea-ice field has been replaced with a March sea-ice field
(Simmonds, 1981). The impact of these extreme sea-ice perturbations may not be applicable
to the smaller variations in ice extent that are actually observed. In addition, the removal of
ice north of a designated latitude, as was done by Mitchell and Hills (1986) and Mitchell and
Senior (1989), does not take into account the asymmetrical melting that occurs around

Antarctica.

A sea-ice algorithm has been developed for the present study in order to facilitate the
generation of sea-ice perturbation data sets that are fairly realistic, in that the sea-ice
reductions are not applied uniformly around the Antarctic continent, and data sets of multiple
months can be obtained where a realistic seasonal cycle is clearly evident. The latter permits
simulations where the sea-ice distribution changes from month to month, in keeping with the
seasonal cycle, rather than having a fixed sea-ice distribution over the multi-month simulation
period or using a perpetual simulation, as has been done in the past. The severity of the
perturbation can also be varied, depending on the purpose of the study. Where sea-ice was
removed in previous modelling studies (Simmonds, 1981; Mitchell and Hills, 1986;
Simmonds and Dix, 1987; Mitchell and Senior, 1989), it was replaced with a constant

temperature, less than or equal to 0°C, depending on the study. However, in the present study
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in those regions where sea-ice is removed, it is replaced by a gradient of SSTs extending to
the new sea-ice boundary, thus including the effect of the warming of ice-free surface waters,

whereas previous studies did not.

The SST and sea-ice perturbation data sets that are created in the present study by the sea-ice
algorithm are used in a number of four month summer and winter replicate simulations from
the GENESIS GCM. As has been mentioned previously, the control simulations make use of
observed distributions of SSTs and sea-ice, while the experiment simulations utilise
corresponding months with reduced sea-ice limits. This chapter explains the sea-ice
algorithm used to generate the sea-ice and SST fields for the perturbation simulations, and

then moves on to describe the experimental design.

5.2 Sea-Ice Algorithm

5.2.1 Conceptual Overview
The sea-ice algorithm is conceptually fairly simple, but the details make it appear
complicated. Therefore, this first section will provide a brief overview of the algorithm,

which is then followed in subsequent sections ,by a more detailed explanation.

The algorithm is designed for perturbation studies using GCMs run with prescribed SSTs and
sea-ice extent. It relies on the analysis of observed sea-ice coverage in order to obtain the
anomalous SST and sea-ice data set. The observed data set in the present study is that which
is used for the AMIP control simulation with the GENESIS model, and is the COLAY/CAC?
AMIP SST and sea-ice data set (Reynolds and Roberts, 1987; Reynolds, 1988). Pixel specific
melt/freeze indicators are determined for each month of the observed data and are then used
as a basis for exacerbating the melt or diminishing the freeze. For any given month of the
observed data, the algorithm will produce a corresponding month with reduced sea-ice
coverage which can be input into the model. The perturbation simulation is then compared to

the control simulation and the climatic impact of the sea-ice perturbation can be elucidated.

The flow chart on Figure 5.1 shows the general procedure used in the creation of the
perturbation sea-ice data set, including the decision criterion used to determine whether a
particular pixel in a certain month should remain as ice or be changed to water. The

procedure is carried out for every sea-ice pixel in each month of the observed data (AMIP

! Center for Ocean, Land and Atmosphere (USA)
? Climate Analysis Center (USA)
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SST and sea-ice data) for which a corresponding month with reduced sea-ice limits is
required. The decision criterion of whether or not to alter a pixel from ice to water differs
depending on whether the month falls in a general melting or freezing trend (Figure 5.1). In
both cases, the 8 surrounding pixels of the pixel under consideration are examined in order to
determine the degree to which it is surrounded by water. However, should the month fall in a
melting trend, then the degree to which the pixel is surrounded by water is examined in both
the month under examination (¢) and the following month (#+1). It is desirable to “melt”
those pixels in the current month (¢) that have a greater chance of melting in the following
month. Therefore, those pixels that are largely surrounded by water in months # and (#+1) are

changed from ice to water.

For month, ¢

)

Determine if 7 lies in a
melt or freeze trend

Total number of Antarctic sea-ice
pixels = NUM

IfNUM of t <NUM of t-1
==> t is in melt trend

IfNUM of t > NUM of t-1
=>tis in freeze trend

For pixel # in month 7

A

_ N
MELT TREND

FREEZE TREND

Determine degree to which
pixel n is surrounded by
water in month ¢ and month
t+1. If greater than a
prescribed threshold, melt

Determine degree to which
pixel n is surrounded by
water in month ¢ and month
t-1. If greater than a
prescribed threshold, do not

pixel n.

]

freeze pixel 7.

Repeat decision for
~ all pixels in month z.
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Figure 5.1 A flow chart showing the procedures involved in the creation of a perturbation sea-ice
data set, where the sea-ice limits are smaller than the corresponding control sea-ice data. The
algorithm is applied to each pixel of each month of the control sea-ice data in order to create the new
sea-ice distribution. The control sea-ice and the new sea-ice data (with a reduced sea-ice extent) can-
then be used in GCM sensitivity simulations.

On the other hand, if the month falls in a freezing trend, then the degree to which the pixel is

surrounded by water is examined in both the month under examination (#) and the previous
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month (z-1). It is desirable to melt those pixels which, although they froze in the observed
data in month ¢, had a fairly low chance of freezing, as is shown by the degree of influence of
water in month (#-1). Therefore, those pixels that are largely surrounded by water in months ¢

and (z-1) are changed from ice to water.

The examination of the previous and following months (for freezing and melting trends
respectively), as well as the month under consideration, allows one to take into account the
observed asymmetrical melting around Antarctica. The thresholds which are used to
determine whether the degree of “influence” of water is sufficient to allow modification of a
pixel from ice to water are explained later in the chapter, suffice to say that they can be
altered to the satisfaction of the user in order to create perturbations of differing magnitude.
The decision procedure of whether or not to change the value of a pixel is repéated for every
sea-ice pixel of the observed data such that a new sea-ice distribution is obtained for the
particular month. Those pixels which are changed from ice to water in the process of creating .
. the new sea-ice data set, are assigned a SST, thus producing a new SST distribution for the

corresponding month.

The algorithm will now be described in detail under the following three headings:
e ‘Analysis of Observed Data

e Perturbing the Ice Extent

e Manipulating the SSTs.

5.2.2 Analysis of Observed Data

In this section the observed data are examined and the melt/freeze indicators, necessary for
the ice perturbation, are determined. Execution of this part of the algorithm need only be
done once. When completed, it provides the basis for performing many different ice
perturbations. The perturbed ice-field is obtained from examining the sea-ice behaviour in
the COLA/CAC AMIP SST and sea-ice data set. This data set is used in the AMIP control
simulation of the GENESIS model. It is a 10-year observational data set, based on a 2°
latitude-longitude grid, and contains two data arrays for each month of the period from

January 1979 to December 1988. The first array is a sea-ice mask, where a pixel is either 1 or

0, denoting ice or ocean respectively, and the second array is the SSTs.

The first stage is to loop through the observational data set and for each month determine

previous, current and future states for each pixel. “Previous” refers to the month prior to the
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month under consideration and “future” refers to the month following the month under
consideration. In this context, the “state” of a pixel is the number of the 8 surrounding pixels
that are water. These previous, current and future state values are thus an indication of the
degree to which the center pixel in question is surrounded by water or ice. A value greater

(smaller) than 4 implies that water (ice) is the dominant phase.

The next step is to examine each month of the control sea-ice data and determine whether the
month under consideration lies in a melﬁng or freezing trend. This is calculated based on the
total number of pixels that are designated as sea-ice in each month. If there are more (fewer)
pixels that are ice in the previous month, compared to the month under examination, then the
month is classified as lying in a melting (freezing) trend. Now that the previous, current and
future states of each pixel have beej,n determined, as well as the melting/freezing trends for

each month in the 10-year data set, the sea-ice perturbation data sets can be obtained.

5.2.3 Perturbing the Ice Extent
In order to obtain the perturbation data set, months are treated differently depending on
whether they fall in a melting or freezing trend. If a particular month falls in a melting trend,
‘then the decision of whether or not to élter a pixel’s value from 1 (ice) to 0 (water) is based
on what happens in the following month, i.e. examine the future state value of the specific
pixel, together with the condition of the month under examination, i.e. examine the cﬁrrent
state value of the pixel. >Those pixels that are largely surrounded by water in their current or
future states have their values changed to zero. The current state value is not used in
isolation, because then melt propensities of certain pixels would not be taken into account and
the pattern of melt around the Antarctic continent would not be captured. In other wbrds, ina
certain region the future state value may be more inclined towards water than the current state
~value, due to melting taking place from the current month to the following month. However,
this may not be the case in a different region which could be more resistant to melting at that
time of year. It is desirable to “melt” those pixels in the current month that have a greater
chance of melting into the following month. The thresholds that are used to determine
whether the degree of “influence” of water is sufficient to allow alteration of the value of a
pixel are the values of three constants, PST, CST and FST. PST, CST and FST are constants
that are set for comparison with the previous state value, the current state value and the future
state value of a pixel respectively. The constants are set at a default value of three. In a
particular month, for each pixel that is ice the melt rule is as follows: if the current state

value is greater than the value of CST or if the future state value is greater than FST, then the
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pixel is “melted”. This implies that if in the following or current month (future state value
and current state value) there are more than three (the default) surrounding pixels that are
water (i.e. feWer than 5 pixels are ice), then the central pixel of the current month is changed
from ice to water. If the condition does not hold true, then the pixel is left as ice. The
constants are set at a default value of three, so that “melting” will only occur if at least half of

the surrounding pixels are water.

If a month falls in a freezing trend, then the decision of whether or not to “melt” a pixel is |
based on the degree to which the pixel is surrounded by water in the month under
examination and the previous month. The rationale behind this is that those pixels which are
largely surrounded by water in thé previous month are less likely to freeze in the following
month compared to those that are surrounded by relatively more ice. It is desirable to melt
those pixels which, although they froze, had a fairly low chance of freezing. Therefore, the
algorithm is such that a pixel’s value is altered if its previous state value is greater than PST

or if its current state value is greater than CST.

Figure 5.2 shows the result of perturbing the 10-year sea-ice data set according;to the method
described thus far. As an aside, it is interesting to note the difference in sea-ice extent in the
observed data in the period of 1982 to 1987, compared to the years 1979, 1980, 1981 and
1988 (Figufe 5.2). In the former period (1982-1987) there is consistently less sea-ice than the

latter mentioned years.

It is evident that there is a problem with the months which display a minimum sea-ice extent
(February). These months are not altered sufficiently, since based on the observed data there
should be a greater difference between the two adjacent months and the minimum month than
is shown in the perturbation data set (Figure 5.2). This is because according to the algorithm,
the ice minimum month lies in a mélting trend and therefore the decision of whether or not to
“melt” pixels is based on the current state value and the future state value. Since the
following month has a greater ice extent than the current month, very few pixels will be
changed from ice to water based on their future state values, and therefore the algorithm has
less of an impéct on the ice minimum month. In order to circumvent this problem, these
months are manipulated after the other months have been perturbed. The ice minimum
months are identified in the unperturbed sea-ice data set, and at each longitude the difference
between the position of the sea-ice boundary for the ice minimum month and the previous

month is determined. For each longitude, if there is one pixel difference between the two
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Figure 5.2 The total number of pixels in the Southern Hemisphere that are designated as sea-ice for
both the observed (control) and perturbed sea-ice data sets. The plotted data extends from February .
1979 (month 2) to November 1983 (month 119).

months in the unperturbed sea-ice data, then one pixel is “melted” at the sea-ice ocean
boundary in the perturbed ice minimum month. Similarly for two or three pixel differences
between the .two months. The modified perturbed total sea-ice Which aﬁcounts for the ice
minimum months is shown on Figure 5.3b, and the mean monthly spatial distribution of sea-
ice from the perturbation and control data sets (averaged over the 10-year period) is displayed
on Figure 5.4, together with an example of three individual summer and winter months in

Figure 5.5.

The algorithm also incorporates three possible ways of obtaining perturbations of differing
strengths. Firstly, the algorithm can be executed in an iterative procedure, such that the
greater the number of iterations the larger the perturbation. In subsequent iterations, the
calculations are based on the perturbed ice extent obtained at the end of the previous iteration.
The impact of increasing the number of iterations from one to two is shown on Figure 5.3¢

and an example of three individual summer and winter months is shown on Figure 5.6.

Secondly, the values of the constants can be altered. If the value of the constants is

decreased, then the conditions for changing 4 pixel’s value are less stringent. For example, if
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the values of CST and FST are decreased from three to two, then in the case of a melting
trend, if more than two surrounding pixels are wéter (i.e. fewer than 6 pixels are ice) in the
following or cﬁ;rent month, the central pixel of the current month is changed fr.om ice to
water. The effect of decreasing the value of the constants from three to two (using one
iteration) produces a very similar result to increasing the iterations from one to two. Figure
5.3d displays the effect on total ice eﬁctent by changing a combination of the settings. It is
important to note that, for ease of computation, the counts of sea-ice pixels shown on Figures
5.2 and 5.3 include pixels covering the Antarctic continent. Therefore, in mid-summer on

some of the curves, especially curve d on Figure 5.3, there may actually be very little sea-ice.

Lastly, perturbations intermediate between the control and a specified perturbation, e.g. that
produced with default settings, can be obtained by selecting a fractional position (f} between
the two datd sets. For example, if fis set to 0.5, then for each longitude of every month the

new ice edge is positioned halfway between the control and the specified perturbation.

g

B

:

1750

Number of pixels that are ice -

1250

Figure 5.3 The total number of pixels in the Southern Hemisphere that are designated as sea-ice for
the observed (a) and perturbed sea-ice data sets (b, ¢, d), with the ice minimum month accounted for
in the perturbations (unlike in Figure 5.2). Data set b shows sea-ice with default settings (i.e.
PST=CST=FST=3; iterations=1). The settings for data set ¢ are PST=CST=FST=3 with two
iterations, and for data set d, PST=FST=2, CST=3 with two iterations. The plotted data extends from
March 1979 (month 3) to September 1988 (month 117).



Figure 5.4 The mean monthly position of the sea-ice margin, averaged over the 10-years (1979-1988)
of data. The contour line represents the average ice extent for the observed data, and the shading

represents the average perturbed sea-ice extent. The algorithm was used with default settings (i.e.
PST=CST=FST=3 with one iteration).
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Nov 1978 Dec 14979 Jan 1980

Figure 5.5 The position of the sea-ice margin during three summer and winter months for the
observed (contour) and perturbed (shaded) sea-ice data. The algorithm was used with default settings
(i.e. PST=CST=FST=3 with one iteration).

Nav 1979 Dec 1879 dan 1980

Figure 5.6 The position of the sea-ice margin during three summer and winter. months for the
observed (contour) and perturbed (shaded) sea-ice data. The algorithm was used with two iterations
and PST=CST=FST=3.
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5.2.4 Manipulating the SSTs
Before the perturbed ice-field can be introduced intb a GCM, the SSTs need to be adjusted.
SSTs are assigned to those new ice-free ocean areas and the temperature field is therefore

extended to the new ice boundary.

The position of the new (perturbed) ice boundary is smoothed across longitudes along the ice
margin using a 9 point running mean. The smoothing is applied only as an intermediate step
for the purpose of obtaining the SSTs and the unsmoothed margin is still ul't’imately used.
This is done in order to obtain a fairly smooth SST field extending to the new ice boundary.
Without the smoothing, unacceptable cross latitudinal spikes become evident in the SST
field. The processes that follow are carried out at each longitude of pixels and are

schematically represented in Figure 5.7.

a) Al 1
Actual {unsmoothed
— ic: ggu(r‘ljdary, °d
North m m m Smoothed ice boundary
Interpolation Boundary C -
between -1.5° ”I‘ p b
and -1.8° osition
|CE (inlets) o
v v
b) 4 C) f—m — o — ==~ —
I Original SSTs
SST 88T Derived SSTs
(degrees) (degrees)
4.5 AS|— — —
] B —
South . South
Pole t t t Pole t t t ;
Latitude ) Latitude

Figure 5.7 a) A plan view of the perturbed sea-ice boundary showing both smoothed and
unsmoothed components. Two cross-sections, 1 and II, are taken through the diagram, represented in
b) and c) respectively, to help show the procedure of obtaining new SSTs. In a), &), and ¢), A
denotes the latitudinal position of the observed 4°C isotherm; B the position of the observed -1.5°C
isotherm; C the position of the most equatorward margin between the smoothed and unsmoothed ice
boundaries and D denotes the position of the unsmoothed ice boundary where it is poleward of the
smoothed ice boundary. ' ‘
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The first stage is to select the most equatorward sections of the smoothed and unsmoothed ice
boundaries considered together. This most equatorward margin is represented on Figure 5.7
as boundary C. Secondly, those positions where the unsmoothed boundary is poleward of the
smoothed boundary must be determined. This is referred to as position D on Figure 5.7 and
essentially represents the inlets. In the algorithm, SSTs poleward of the 4°C isotherm are
manipulated. . This temperature was chosen subjectively, owing to minimal seasonal
movements of the isotherm apparent from the observed data. In order to obtain the new

SSTs, there are three distinct steps involved: .

i)' New SSTs (SST, (n)) are obtained for each successive longitude south of the observed

4°C isotherm (position A in Figure 5.7) down to and including the position of the -1.5°C

isotherm (position B in Figure 5.7) using the following equation:

SST. (n)=SST,,,(n+1) —[

(5.1)

new

SST,, (n+1)~ SST,,, (n))
k k]

where n refers to the latitudinal position at the specified longitude, SST, (n)is the observed

SST and & is the average différence between the perturbed and observed sea-ice mafgins. To
calculate k, the difference between the number of pixels that are ice in the observed and
perturbed (unsmoothed) sea-ice data is calculated at each longitude and then averaged around

the hemisphere, excluding those longitudes where there is no difference between the two data

sets.

ii) As mentioned previously, boundary C (Figure 5.7) is the most equatorward extension of
the - smoothed and unsmoothed sea-ice boundaries. The new water at this boundary is set to
-1.5°C and temperatures are obtained by linear interpolation from the position where the

observed -1.5°C isotherm was (position B in Figure 5.7), down to boundary C (Figure 5.7).

iii) The final interpolation to obtain new SSTs occurs between boundary C (Figure 5.7) and
those regions where the unsmoothed sea-ice boundary_is: poleward of the smoothed ice
boundary, which corresponds to position D in Figure 5.7. SSTs at position D are set to

-1.8°C. Linear interpolation is used to obtain the new temperatures between C and D.
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The values of -1.5°C and -1.8°C have been used in parts ii) and iii) as the temperatures
adjacent to the new, perturbed sea-ice bbundary, since they are associated with the ice
boundary in the COLA/CAC AMIP SST and sea-ice data set. In this data set for the period
January 1979 to December 1981, for which there is no satellite data, the data comprises a
combination of three analyses: an in situ SST analysis, the COADS?/ICE SST climatology
and the “realistic” sea-ice analysis from the Navy-NOAA-Joint Ice Center. The SST for those
grid points where sea-ice was present at least 50% of the time in the realistic sea-ice data (a
10-year data set) was set to -1.8 °C and where the COADS/ICE climatology indicated sea-ice
at some points where the realistic sea-ice data did not, then the SST at these points was set to
-1.57 °C (Reynolds and Roberts, 1987; Reynolds, 1988). Thus, based on their usage of these
two temperatures, it was decided that -1.5°C should be used at the parts of the ice boundary
equatorward of the smoothed ice boundary and -1.8 °C where the boundary was poleward of

the smoothed ice boundary (i.e. for the inlets).

Lastly, in order to create an even field, the new SSTs created by sections. i) and ii) are
smoothed using a moving block average (5 pixels in the x direction and 3 pixels in the y
direction). This method of manipulating the SSTs is preferable to replacing the removed ice
with a single ocean temperature, as has been done in some other similar simulations (e.g.,
Mitchell and Hills 1986; Mitchell and Senior 1989; Crowley et al. 1994), since a SST
gradient is retained. Figure 5.8 shows an example of a perturbed ice extent and its associated

new SST field.

Figure 5.8 November 1979 with a) control sea-ice and SSTs and b) perturbed sea-ice and SSTs. The
sea-ice perturbation was performed using default settings in the algorithm.

3 Comprehensive Ocean Atmosphere Data Set
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5.3 Experimental Design

As mentioned in Chapter 2, the perturbation and control simulations used to determine the
impact of reduced sea-ice limits are embedded in the AMIP simulation of the model. That is,
they are model restarts. of certain portions of the 10-year period. Like the perturbation
simulations, the control simulations in the experiment are also restarts of the AMIP
simulation. The reason for doing a restart, instead of using the control data from the
continuous 10-year run, is because a simulation that is restarted from a file differs slightly
from a continuous simulation. A restart file contains values of initial conditions that have
been truncated compared to the values that exist when there is no interruption in the
calcul'ations, as in a continuous simulation (Dave Pollard, pers. comm.). Thus, in order to be
consistent, all the simulations that are examined in the sensitivity study are generated from

appropriate restart files.

The summers of 1979/80 (hereafter referred to as 1980) and 1984/85 (hereafter referred to as
1985) and the winters of 1980 and 1985 have been selected for the study. These periods have
been selected from the available 10 years because they do not exhibit strong El Nifio signals
'(Figure 5.9) and they 'appear to have extremes in sea-ice distribution, such that 1980 is
characterised by more extensive sea-ice than 1985 (Figures 5.3a and 5.10). With regards to
the latter, the intention is to determine whether the amount of sea-ice present affects the

results.

SOl
n
T

1979 1980 1961 1962 1983 1984 1985 1986 1987 1988
Year

Figure 5.9 Monthly values of the Southern Oscillation Index (SOI) obtained from NOAA for the
period January 1979 to December 1988. The SOI is calculated as the sea level pressure difference
between Taihiti and Darwin. Negative (positive) values indicate a tendency towards El Nifio (La
Nifia) conditions. f
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Non-El Nifio time periods were selected such that the periods would be relatively consistent
in terms of the phase of the Southern Oscillation, and so that the influence of a strong El Nifio
signal could be eliminated as having a possible confounding effect on the results. However,

in the future it would be advantageous to perform similar experiments, but in El Nifio years.

Kk .m' ‘. ,\‘ 8
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Figure 5.10 The 1980 sea-ice fraction minus the 1985 sea-ice fraction for a) summer i.e. averaged
over November, December, January, February and March and for ) winter i.e. averaged over May,
June, July, August and September. The shading is comparable between the maps.

A summary of the details of the experimental design is shown in Table 5.1. Three replicates
have been performed for each of the four periods for both the control and perturbation
conditions, producing a totai of 24 simulations. The replicates do not, however, start from
exactly the same date, since simulations started from identical restart files, with the s.ame
boundary conditions, will produce results that are bit-by-bit identical. There is a stochastic
precipitation parameter in the model, but its random seed is always set to the same value on
the first time step and thus will produce the identical random sequence (Dave Pollard, pers.
comm.). For this réason, the replicates are started successive months earlier, as shown on
Table 5.1. They have to be started months earlier rather than a day or two earlier, because the
version of the model used requires a restart to commence at the beginning of a month, since
restart files for the vegetation Component of the model are only available for the start of each

month.

For the control simulations, the boundary conditions and restart files saved from the
continuous 10-year simulation are not altered. In éontrast, for the perturbations the SST and
sea-ice input file is modified, with November, December, January, February and March being

perturbed for the summer simulations and May, June, July, August and September being
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perturbed for the winter simulations (Table 5.1). In the model, daily values of SSTs and sea-
ice extent are obtained from the monthly input fields by linear interpolation in time from the
two surrounding mid-month values (Pollard and Thompson, 1995a). This implies that, for
example, the first half of November’s SST and sea-ice field in the perturbation simulations is
obtained from interpolation between the unperturbed October field and the perturbed
November field. Furthermore, March and September’s SST and sea-ice fields, for summer
and winter respectively, have been perturbed even though the simulations do not extend to
these months (Table 5.1), so that the latter half of February and August respectively can use
perturbed fields for the interpolation. With the perturbation simulations it is important to
note that although the replicates commence from different months, the SST and sea-ice input
fields are identical, i.e. for summer the perturbation is always introduced in November and for

winter the perturbation is always introduced in May.

Only the last three months of the simulations have been analysed i.e. December, January,

February (DJF) and June, July, VAugust (JJA) (Table 5.1), in order to diminish the problem of

the initial jump from observed to perturbed settings and thus allow the model to adapt to the

new boundary conditions in the perturbations. Mitchell and Hills (1986), Mitchell and Senior

(1989) and Royer et al. (1990) also analysed the data one month after their respective sea-ice :
perturbations had been introduced. Similarly, the results from other sea-ice sensitivity studies

using simulations run in perpetual mode, were also based on data subsequent to a period -of -
supposed stabilisation (Simmonds and Dix, 1987; Simmonds and Budd, 1991; Murray and
Simmonds, 1995). |

The sea-ice perturbation fields that have been used are shown on Figures 5.11 and 5.12 for
summer, and on Figures 5.13 and 5.14 for winter. Default settings were used in the algorithrh
for the winter perturbations i.e. PST=CST=FST=3, iterations=1 and f was disabled. The
summer perturbations made use of the same settings, except that f was prescribed as 0.45 in
order to produce a less severe perturbation. Using the same settings in the algorithm
produces a far greater impact on the summer months than on the winter months. This is
because the observed decay rate of sea-ice in summer is more than the growth rate in winter
by nearly a factor of two (Gordon, 1981). It was decided that a smaller summer perturbation,
than that produced with default settings in the algorithm, would be favoured for the present
study. A comparison between the average reduction in sea-ice in the perturbations (Figures
5.12 and 5.14) and the observed difference in sea-ice extent between 1980 and 1985 (i.e. an

indication of natural variation) (Figure 5.10) shows that the anomalies introduced into the
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model are not unreasonable in terms of spatial pattern and strength. Figures 5.15 and 5.16
show the difference between the observed and perturbed SSTs for each month of the summer
and winter perturbations respectively. SSTs are higher in the perturbations, since in the
algorithm when sea-ice is removed, the SST gradient is extended to the new sea-ice boundary,

thus warming the ice-free waters.

5.4 Summary

The procedures employed to generate the sensitivity simulations for the present study have
been discussed. A description of the sea-ice algorithm, used to create the perturbed SST/sea-
ice boundary files for the GCM, has been provided, together with details of the input data sets
that were ultimately used for the experiment simulations. A total of 24 simulations have been
conducted, encompassing the controls and perturbations for the summer and winter of 1980
and 1985 respectively. Three replicates have been performed for each time period. The
results of these simulations and the implications of the sea-ice perturbations are presented in

the following chapters.



CHAPTER 6

The Summer Response over the Southern Hemisphere

6.1 Introduction

This chapter considers the Southern Hemisphere response to the sea-ice perturbation during
the summer months. The sea-ice and SST input fields for the control and perturbation
simulations have been described in Chapter 5. Previous modelling studies done on the effects
of a reduced Antarctic sea-ice extent have been restricted to the winter season, therefore
direct comparisons are limited to studies done with observed data. It is important to note,
however, that one should be cautious using observations to corroborate or reject model

results, since unlike reality the atmosphere cannot affect the surface conditions in the model.

In modelling studies examining the impact of reduced Arctic sea-ice limits, Crowley et al.
(1994) and Raymo et al. (1990) considered both the summer and winter seasons. In these
.studi'es, September sea-ice was removed and March sea-ice extent was set to the observed
*September boundary, with sea-ice coverage for the other months varying between these two
extremes. Where ice was removed they replaced it with very cold ‘(-1°C) SSTs, so as to focus
the sensitivity test on the removal of ice, rather than the effect of warming ice-free surface
waters (Crowley et al., 1994; Raymo et al., 1990). Both studies recorded increases in surface
temperature in the regions where ice was removed, although there was a smaller response for
summer compared to winter. Raymo et al. (1990) found no significant changes in sea level
pressure and zonal wind speeds, while Crowley et al. (1994) found a curious pattern of sea
level pressure change, which was apparent as a wavelike feature over the Atlantic sector
extending froin pole to pole. However, Crowley ez al. (1994) noted that this pattern may have

originated from a numerical artifact associated with the removal of the Greenland Ice Sheet.

This chapter will assess the response of the Southern Hemisphere to the perturbation in terms
of the zonally averaged results, the geographical distribution of the anomalies, the 500 hPa
planetary waves and the twice-daily circulation. The results shown for each time period
and/or experimental condition (i.e. control or perturbation) in this and subsequent chapters

represents an average of the 3 respective replicate simulations. Statistical significance tests’

!'The t tests have been used without the correction for serial autocorrelation (refer to chapter 3). The
significance shading is primarily meant as an aid to highlight the important spatial patterns of change.
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of the atmospheric response to the perturbation have been applied to the two-dimensional
fields of surface temperature, 500 hPa level temperature, sea level pressure and 500 hPa
geopotential heights. Not a lot of emphasis has been placed on statistical significance in the
present study, rather, it is the patterns and direction of change which are important, such that
the processes that might play a key role in the atmospheric response to reduced sea-ice cover
can be identified. In addition, it is important to remember that a statistically significant result
does not necessarily imply a climatologically significant result, and vice versa. The variables
chosen. for the statistical significance tests have been selected because they are the most
robust of the variables from GCMs and are also the most closely examined variables in model
validation and diagnostic studies. Furthermore, pressure and temperature fields represent an
integration of a number of different forcings in the atmospheric system, thereby
encompassing an integrated response, whereas other variables, such as humidity, largely
repres‘ent individual processes. In terms of GCM derived precipitation, it is questionable
whether it is valid to perform inferential statistics on the data. Precipitation data from GCMs
are spatially and temporally interrupted and furthermore rely heavily on model
parameterisations. “The results of the inferential statistical tests which have been performed
are meant as a guide in order to identify which anomalies are more important than others.
Perhaps more meaningful than statistical significance is the agreement between the results in
1980 and 1985. Where there are consistent anomaliés between the two years, one can have

greater confidence that there is a real response to the sea-ice and SST perturbation.

This chapter will demonstrate that, in general, the sea-ice and SST perturbation in the summer
season causes increased uplift and a decrease in pressures around Antarctica, together with an
increase in the intensity of the subtropical high pressure belt and a slight southward extension
of the descending limb of the Hadley Cell. These changes will be shown to result in an
increase in 500 hPa wind speeds in middle to high latitudes and a decrease in the subtropics,
as well as a general reduction in the amplitude of the 500 hPa planetary long waves. In
addition, the perturbation appears to cause an increase in midlatitude cyclone densities at high
latitudes (60°S - 70°S), with a decrease further north. It will also be shbwn that the
atmospheric response is to some degree sensitive to the magnitude and positioning of the SST
and sea-ice pefturbation and that the examination of zonal averages can be misleading, since
the introduced disturbances are not zonally orientated and the averages obscure anomalies
which are longitude specific. In this chapter the results of the atmospheric cross sections and
zonal averages will be presented, followed by the two-dimensional field results, and the

~ changes to the 500 hPa planetary waves and twice-daily circulation.
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6.2 Cross Sections

6.2.1 Temperature

In response to the sea-ice and SST anomalies there is an increase in surface temperatures, -
although very small, between about 40°S and 65°S in both years (Figure 6.1c and f). The
increase between 60°S and 65°S is probably a direct responsé to reduced sea-ice limits,
whereas the surface increases further north are due to the manipulation of SSTs. Since
summer is the season of high insolation in the polar region, the mechanism producing. the
higher létitude surface temperature increase is likely to be the lower albedo in the

perturbations due to less expansive sea-ice. For example, sea-ice covered with a thick layer

1980 | 1985
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Figure 6.1 Vertical cross sections (y-axis denotes the pressure level in hPa) of the zonally averaged
temperature (K) for the a) control and b) perturbation of 1980, and the d) control and ¢) perturbation
of 1985. Temperatures in a, b, d and e which are greater than 280 K and less than 220 K have been
shaded. Maps ¢) and f) show the plots of the perturbation field minus the control field for 1980 and
1985 respectively. Decreases in temperature have been shaded.
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of snow has an albedo of about 80%, whereas the open ocean has an albedo of about 10%
(Budd, 1991). The polar temperature increase for 1985 appeérs to be stronger than that of
1980, and is positioned slightly southward (Figure 6.1¢ and f). This can be related to
differences in the perturbations and extent of sea-ice cover in.the two years. Referral back to
Chapter 5 (Figures 5.11, 5.12 and 5.15) shows firstly that the control sea-ice of 1985 is
located further poleward (less expansive) than 1980 and hence the sea-ice and SST
perturbations are located further poleward, and secondly, Figure 5.11 shows that the largest
sea-ice perturbation imposed was for December 1984 (part of the “1985” summer) and
perhaps this explains the slightly stronger temperature response in 1985. The high latitude
surface warming in both years-does not extend over the Antarctic continent, and in fact the
response is that of surface cooling over the land (Figure 6.1¢ and J). Katabatic winds blowing
off the plateau may have prevented the penetration of the warmer air over the Antarctic
continent.- It is important to note for all the cross sections presented in this section, that the
700 hPa surface actually intersects with much of the Antarctic plateau and therefore the

results displayed in this region below 700 hPa level are likely to be fictitidus.

It is clear from the results presented here that the temp'erature response to the sea-ice’
perturbation is small and may not be climatically significant. The atmosphere at. high
létitudqs during surhmer is far less stable than during winter and this may account for a
smaller ..temperatu>re perturbation than expected from an examination of similar studies
performed for the winter seasoh. It is also important to remember, however, that zonal
averages may be misleading and may underestimate the change, especially since the imposed

perturbations in sea-ice and SSTs are azonal.

6.2.2-Vertical Velocity |

As expected, during the summers of 1980 and 1985 the ascending 1imb$ of the northern and
southern Hadley cells are visible in the Southern Hemisphere, with maximum uplift for the
southern cell positidned-at about 12°S (Figure 6.2a and d). The region of maximum
subsidence between the southern portion of the Hadley cell and the nbrthem portion of the
Ferrel cell is situated near 35°S, and the core of the ascending limb of the Ferrel cell occurs at
about 55°S (Figure 6.2a and d). The patterns and magnitudes of vertical velocities are very
similar for the two periods, although 1985 exhibits slightly stronger corresponding regions of
ascent and subsidence than 1980, and these regions are situated slightly poleward in 1985

compared to 1980 (Figure 6.2a and d).
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CONTROL

Q

Figure 6.2 Vertical cross sections (y-axis denotes the pressure level in hPa) of the zonally averaged
vertical velocities (Pa s™) for the a) control and b) perturbation of 1980, and the d) control and e)
perturbation of 1985. Vertical velocities in a, b, d and e which are greater than 0.005 Pa 5™ and less
than -0.005 Pa s™ have been shaded. Maps ¢) and f) show the plots of the perturbation field minus the
control field for 1980 and 1985 respectively. Decreases in vertical velocity have been shaded.

In response to the sea-ice perturbation, there appears to be an intensification and southward
shift of the regions of ascent and subsidence between 30°S and 70°S for both 1980 and 1985
(Figure 6.2). As in the controls, the response during 1985 appears to be slightly south of that
in 1980 (Figure 6.2c and f). In general for both years, there is increased ascent in the upward
limb of the Hadley cell between 0° and 10°S (below the 500 hPa level) and a slight southward
extension of the ascending limb of the southern Hadléy cell, accounting for the region of
increased uplift between 20°S and 25°S. There is increased subsidence between 40°S and |

50°S which, judging from the control and perturbation plots (Figure 6.2), appears to be
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related to a strengthening and southward extension of the descending limb of the Hadley cell.
The ascending limb of the Ferrel cell strengthened in response to sea-ice perturbation for both
years, although this strengthening extends further south during 1985 compared to 1980,

which arguably produces the contrasting results south of 65°S in the two years.

These results can be related to the temperature response shown in the previous section. The
near-surface temperature change induced by the sea-ice perturbation is greatest at about 57°S
in 1980 and at 63°S in 1985, and is larger for 1985 (Figure 6.1). Similarly, the increased
uplift in the Ferrel cell is centred at about 55°S in 1980 and at 65°S in 1985, and is more
expansive in 1985. It is suggested that with the exposure of warmer surfaces, due to the sea-
ice reduction and SST manipulation south of about 50°S (refer to Figures 5.11 and 5.15
showing the sea-ice and SST perturbations), there is a modification of surface fluxes or
change in baroclinicity such that increased uplift is favoured. It is likely that it is this
increased ascent that is driving the other ahomalies of vertical velocity shown on Figure 6.2,
producing alternating bands of ascent and descent. When this rising air in the region of 60°S
reaches the tro.pospause, it diverges and some moves southward and some northward. The air
that is moving northwards would eventually becorﬁe impeded by air moving poleward in the
upward branch of the Hadley cell and would thus subside, producing the increased subsidence
thatlis'seen between 40°S and 50°S and contributing to a southward extension ofl the general
region of subsidence (Figure 6.2). On the other hand, the air that moves southwards in the
upper atmosphere from the region vof increased ascent, probably causes increased subsidence
in the adjacent latitudes (around 70°S in 1980 and 80°S in 1985) due to the air being

. radiationally cooled and becoming denser as it moves towards the pole.

Lélstly, the changes in vertical velocities can aid further explanation of the resulting pattern of
temperature anomalies seen previously. The increase in temperature which extends into the
upper atmosphere in the region of about 45°S in both years (Figure 6.1b and d) corresponds to
the zone of increased subsidence (Figure 6.2¢ and f). Thus, the temperature change appears to
be a response to an increase in adiabatic warrhing. Similarly, the high latitude temperature
increase (Figure 6.1b and d), obtained in response to the sea-ice removal, does not extend into
the upper atmosphere, especially in 1985 where temperatures above the 800 hPa level are
actually seen to deérease (55°S - 65°S). This may be a result of increased uplift (Figure 6.2¢

and f) causing increased adiabatic cooling.
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6.2.3 Zonal Wind

As expected for summer, the zonal westerlies are strongest near the 200 hPa level at about
45°S in both 1980 and 1985 (Figure 6.3a and d). As with observed data, this subtropical jet is
located above the descending limb of the Hadley cell in both years (Figures 6.2 and 6.3). The
tropical and polar easterlies are also clearly evident below the 500 hPa level in the control
simulations (Figure 6.3a and d). The 1985 wind field north of 60°S is situated slightly

poleward of the 1980 field, as was shown with the vertical velocity field.

CONTROL

EQ

PERTURBATION

1007

2004 -\ - N\
L1 L EEER YT RN VR L - 1
400 NG - L VY

5004 - -

w0 - - T : T 100

200 MK ; 200y
001 BAR It i 300
a00]- N WA S . 4001
00 - { 5004 -

600 - : ‘ 6001/ | ¢

700 N ] o700y

800 : : - . 800 f

"5 : %

Figure 6.3 Vertical cross sections (y-axis denotes the pressure level in hPa) of the zonally averaged
u-component of the wind speed (m s1) for the a) control and b) perturbation of 1980, and the d)
control and ¢) perturbation of 1985. Wind speeds in a, b, d and e which are greater than 30 m s and
less than O m s” (i.e. easterlies) have been shaded. Maps c) and f) show the plots of the perturbation
field minus the control field for 1980 and 1985 respectively. Decreases in wind speed have been
shaded.
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In response to the SST and sea-ice perturbation in both years, there is an increase in wind
speeds in the midlatitudes (45°S - 65°S) and a decrease in the westerly flow in the subtropics
~ (30°S - 40°S) thrdughoﬁf the troposphere (Figure 6.3¢ and f). The greatest changes are found
at the 200 hPa level and the transition between the increase and decrease in wind speeds
occurs at about 45°S, where the subtropical jet is located in the control data. This suggests
that there has been a southward shift of the subtropical jet and westerly wind belt and can be
seen by carcfﬁl examination of the control and perturbation plots (Fi.gure 6.3). For example,
in 1980 the 10 In s”' contour line intersects the 900 hPa level slightly north of 50°S, whereas
in the perturbation it is situated just south of 50°S. This southward shift of the jet stream is in
agreement with the southward extension of the descending limb of the Hadley cell that was
observed for the vertical velocity fields-in both years. A slight southward extension of
tropical easterlies near the surface is also evident from the control and perturbation plots in

both yearsv(Figure 6.3).

6.2.4 Specific Humidity .

The . magnitude of the specific humidity anomalies produced in response to the sea-ice
perturbation are Vvery small (Figure 6.4), but nonetheless the pattern of change is intereéting.
The response for 1980 (Figure 6.4¢) reveals a pattern which is almost an exact inverse of thé
i)atfem of change recorded for the vertical velocities (Figure 6.2¢). This suggests that on a
large-scale, where there is increased subsidence there is a drying of the atmdsphem‘c colﬁmn,
and where there is increased uplift the atfnospheﬁc' humidity vincréases. This inverse pattern
is not as clear fér 1985, but the general relationship can still be observed. Both years exhibit
a clear increase in low level specific humidity at high latitudcs (~50°-60°S for 1980 and ~60°-
70°S for 1985) (Figur_é 6.4c and f). This may be due to the expoéure of the ocean surface
which was covered by ice in the control simulations and therefore the addition of a potential

moisture source. Most of the changes in specific humidity are found below the 500 hPa level.

Viewing the atmosphere from a zonally averaged perspective can be useful for highlighting
the broad prominent patterns of change, but it may also hide changes that occur on a
longitudinal basis. The following section also focuses on zonal averages of certain variables,
but the averaging has been performed over longitudinal sectors in order to aid interpretation

and emphasize longitudinally specific responses.
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Figure 6.4 Vertical cross sections (y-axis denotes the pressure level in hPa) of the zonally averaged
specific humidity (g kg") for the a) control and b) perturbation of 1980, and the d) control and e)
perturbation of 1985. Humidities in a, b, d and e which are greater than 6 g kg’ have been shaded.
Maps ¢) and f) show the plots of the perturbation field minus the control field for 1980 and 1985
respectively. Decreases in specific humidity have been shaded.

6.3 Zonal Averages

The zonal averaging has been performed over 6 regions: the entire hemisphere (i.e. across all
longitudes), the Weddell Sea (60°W to 0°), the western Indian (0° to 90°E), the eastern Indian
(90°E to 160°E), the Ross Sea (160°E to 130°W) and the eastern Pacific (Amundsen and
Bellingshauseh Seas) (130°W to 60°W). The 5 longitudinal sectors, shown in Figure 6.5,

correspond to those used by Carleton (1989) in a study of Antarctic sea-ice extent

relationships with low frequency atmospheric variations, and are very similar (apart from a
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slightly larger Weddell Sea sector and smaller western Indian sector) to those defin;-d by

Zwally et al. (1983) in a study of satellite observations of Antarctic sea-ice.

Figure 6.5 A map showing the 5 longitudinal sectors over which the zonal averages have been
calculated.

As mentioned in Chapter 5, for each of the summer periods there are three replicate control
simulations and three replicate perturbation simulations. On the zonal plots presented in this
section, the average seasonal anomaly (perturbation minus control) and the standard deviation
are presented. This is determined by calculating the anomaly for each possible perturbation

and control pair, i.e. n=9.

6.3.1 Surface Air Temperature ’

The three control simulations for 1980, and also for 1985, yield virtually identical profiles of
seasonally averaged surface temperatures (Figures 6.6a and 6.7a). The lack of variability
between replicates is obviously because for each year identical SSTs are prescribed, i.e. the
boundary conditions are the same for each replicate, and this has a direct effect on the surface

air temperature.

In response to the sea-ice perturbation there is an increase in surface temperature between
45°S and 70°S in all the sectors for both years (Figures 6.6 and 6.7). The average for all
longitudes (Figi;res 6.6g and 6.7g) shows a maximum warming of about 0.5 K, near 58°S in
1980, and near 61°S in 1985. In both years, the peak response in the western Indian and
Weddell Sea sectors is situated further north, positioned at about 56°S, compared to the other

three sectors whose maxima are situated near 62°S (Figures 6.6 and 6.7). This is to be
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expected, since sea-ice extends further north in the western Indian and Weddell Sea sectors
compared to the other sectors and thus the perturbations also occur further equatorward than
in the other sectors (refer to Figures 5.11, 5.12 and 5.15). The smallest changes are recorded
in the eastern Pacific sector, since the perturbations in this region are minor (Figures 5.11 and

5.15).

6.3.2 Sensible Heat Flux

The plots of the three controls in 1980 (Figure 6.84) and 1985 (Figure 6.9a) show that the
seasonally averaged sensible heat flux is directed upwards for all Southern Hemisphere
latitudes, except over the Antarctic continent where a temperature inversion exists and the
flux is directed downwards. It is hypothesised, based on observations and modelling studies
investigating reductions in winter sea-ice extent, that the increase in surface temperature

produced by the experiments should produce an increase in turbulent fluxes of sensible heat.

Although an increase in the surface sensible heat flux can be seen in some of the sectors in
the region of the ice perturbation, it is clear that in both years the change produced by the
experiments is very small (Figures 6.8 and 6.9). 'Furthermore, in most cases the standard
deviations are large, and the sign of the anomaly in the different sectors is not always |
consistent between the two years. Many of the plotted changes are therefore likely to be
representing natural variability rather than a direct response to the sea-ice perturbation. This
is not a particularly surprising result, as summer is the season of high insolation in the polar
regions and the small perturbation introduced is unlikely to produce as significant results as
one might expect for the winter season. In addition, compared to winter, summer is
characterised by greater instability of the atmosphere at high latitudes, therefore in winter
where anomalous surface heating may be trapped by the strong polar inversion, in summer it
is more likely to be dispersed and the surface temperature change diminished. Changes in
stability, wind speed and advection due to the perturbation would also complicate the results

and perhaps obscure the initial response.

6.3.3 Latent Heat Flux

The latent heat flux increases from a minimuin in the polar region to a maximum of about
130 W m™ near 15°S, where strohg surface heating and convection promote evaporation
(Figures 6.10a and 6.11a). As for the sensible heat flux, the change in the surface latent heat
flux in response to the sea-ice and SST perturbation is generally small and not always

consistent between the two years for corresponding sectors (Figures 6.10 and 6.11).
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However, the hemispherically averaged latitudinal profile shows a very similar pattern of
change for both years (Figures 6.10g and 6.11g). Perhaps the most significant of these
changes is the increase in latent heat flux. between 50°S and 75°S. Sea-ice cover inhibits the
transfer of moisture to.the atmosphere, thus with a reduction in sea-ice extent one would
expect an increase in the latent heat flux. The changes in sea-ice cover and the manipulation
of SSTs produce an increase in surface temperatures which raises the saturated vapour
pressure at the surface and causes an increase in evaporation. With a larger sea-ice
perturbation, one might expect to see a larger surface temperature change and thus a greater

modification of the surface heat fluxes.

6.3.4 Sea Level Pressure

As is seen from the controls for each year, there is a large degree of variability in sea level
pressure between the replicates south of 60°S (Figures 6.12a and 6.13a) and thus there are
large standard deviations in the anomalies for all the sectors in this region. Although the
standard deviations are large, there is a common response in virtually all the sectors and in
both years and this suggésts that there is a real sea level pressure response to the sea-ice and
SST perturbation. ~ Slight differences between replicates in the positioning of sea level
ﬁressure features can cause large increases in the standard deviations of the response,
especially since there are only 9 observations. The profiles suggest that there is a reduction in
Séa 'le.yel pressure south of 55°S and an increase in pressure between 30°S and 50°S (Figures
6.12 and 6:13). This agrees well with the changes in vertical velocities that were shown in
Figure 6.2, where there was increased uplift in the ascending limb of the Ferrel cell (near

60°S) and increased subsidence between 35°S and 50°S.

6.3.5 500 hPa Wind
As for sea level pressure, there is a fair degree of variability between the replicate controls for

the 500 hPa wmd speed in both years (Figures 6.14a and 6.15a4). Wind speeds peak near

45°S in both years, with a maximum of about 23 m s™

Overall, the standard deviations of the wind speed anomalies are large, but a clear pattern of
change emerges in most sectors and for both years, where the dominant response is an
increase in wind speeds in the midlatitudes (45°S - 60°S) and a decrease in wind speeds in the
subtropics (30°S - 45°S) (Figures 6.14g and '6.15g)._ This corresponds to the earlier

suggestion of a southward shift of the subtropical jet stream. This change is, however, shifted
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latitudinally by varying degrees depending on the sector concerned. For example, in 1985 the
midlétitude increase in wind speed peaks at about 55°S in the eastern Indian sector (Figure
6.15¢), whereas in the Ross Sea sector it peaks closer to 45°S (Figure 6.15d). This highlights
the azonal nature of the response and may contribute to some of the large error bars within
each sector and to differences that are observed between 1980 and 1985. The wind speed

changes are more distinct for 1985 compared to 1980.

6.4 Two-Dimensional Field Response

The cross sections and zonal averages shown above have painted a broad picture of the
possible changes that occurred in response to the sea-ice and SST perturbations. However, as
mentioned previously, these averages obscure changes of a regional nature and in certain
cases may be misleading since the introduced disturbances are not zonally orientated. It is
thus expedient to investigate the two-dimensional Southern Hemisphere field response to the
perturbation. This will be presented under four headings dealing with the changes. to
temperature and pressure fields, the 500 hPa wind field, midlatitude cyclones and storm

tracks, and atmospheric moisture.

6.4.1 Temperature and Pressure - |
~ As expected, the surface air temperature response south of 50°S (Figure 6.16b and d) largely
mirrors the imposed change in SSTs (Figure 5.15), with greatest increases recorded north 'o_'f
the Ross Sea (up to about 1.5 K) and north and north-east of the Weddell Sea (about 0.9 K) in
bbth years (Figure 6.160 and d). As with the SST‘penurbations, the surface temperature
increase in these two regions is situated slightly more poleward in 1985 compared to 1980.
Furthermore, the temperature increase for the Ross and Weddell Sea regions in 1985 is
- shifted slightly west compared to 1980. These small differences between the two years are
related to differences in the magnitude and positioning of the imposed sea-ice and SST
anomalies (Figure 5.11, 5.12 and 5.15). For eXample, if one focuses on the Weddell Sea
sector, it is clear from Figure 5.15 that the SST perturbation in this sector is closer to the pole

for 1985 and is also larger directly north of the Sea than it is for 1980.

These regions of temperature increase (Figure 6.16b and d) are associated with regions of
significant sea level pressure decrease around Antarctica in both years (Figure 6.175 and d),
such that the largest falls in pressure generally coincide with the greatest increases in diabatic

heating. The decreases in pressure are largest over the Weddell Sea, south Indian and Ross
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Figure 6.16 Surface temperature (K) for the controls of a) 1980 and ¢) 1985, and the perturbations
minus the controls for b) 1980 and 4) 1985. Statistically significant differences at the 95%
confidence level have been shaded. Negative anomalies in ) and d) are depicted as dotted contours.

Sea sectors (Figure 6.17), where the introduced anomalies in sea-ice extent and SSTs are
largest, and gives rise to a 3-wave pattern. of change, especially for 1980. As mentioned
previously, the temperéture increase for the Ross and Weddell Sea regions in 1985 is shifted
slightly west compared to 1980. A similar difference between the two years is evident in the
sea level pressure anomalies. For example, in 1985 there appears to be a larger increase in
surface temperature in the region between South America iand the Antarctic Peninsula, and
slightly west and east of this area compared to 1980 (Figure 6.16). Similarly, the zone of sea
level pressure decrease in the Weddell Sea sector extends westwards past the Antarctic

Peninsula in 1985, whereas it does not extend past the peninsula in 1980 (Figure 6.17). It
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thus appears that some of the observed differences in the positioning of the sea level pressure
anomalies may be related to differences in the positioning and- size of the imposed

perturbations in the two years.

Figure 6.17 Sea level pressure (hPa) for the controls of @) 1980 and ¢) 1985, and the perturbations
minus the controls for b) 1980 and 4) 1985. Statistically significant differences at the 95%
confidence level have been shaded. Negative anomalies in b) and d) are depicted as dotted contours.

The general'surface temperature increase south of 50°S does not extend to the S00 hPa level,
and in fact in both years there are areas of significant reductions in upper air temperature
around Antarctica (Figure 6.18b and d). There are three primary regions of temperature
decrease over the Southern Ocean in both -years, which are situated south-east of the.
continents for 1980 and south of the continents for 1985. Therefore, as for surface

temperature, the 500 hPa temperature response for 1985 appears to be situated slightly west
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Figure 6.18 500 hPa level temperature (K) for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls for &) 1980 and d) 1985. Statistically significant differences at the
95% confidence level have been shaded. Negative anomalies in &) and d) are depicted as dotted
contours. ' '

of the response in 1980.‘ If the pattern of sea level pressure decrease (Figilre 6.17) is
compared to the 500 };Pa temperature decrease around Antarctica (Figure 6.18), then it is
clear that in each year the 500 hPa temperature decreases are located near the anomalous sea
level pressure troughs. The temperature decreases also correspond with decreases in the
500 hPa heights (Figure 6.19). This suggests that the temperature decrease in the upper
atmosphere is a response to adiabatic cooling due to increased uplift induced by increased
lower level convergence. This increase in lower level convergence may have been triggered

by the increase in surface temperatures, which largely correspond to the regions of sea level
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pressure decrease in both years (Figures 6.16 and 6.17), or by" changes in baroclinicity
induced by the sea-ice and SST perturbation. As expected the regions of pressure decrease

around Antarctica at the 500 hPa level (Figure 6.19) are pos1t10ned slightly west of the

regions of sea level pressure decrease (Figure 6.17).

1980 - o o . 1985

Figure 6.19 500 hPa geopotential heights (m) for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls for b) 1980 and d) 1985. Statistically significant differences at the
95% conﬁdence level have been shaded Negatlve anomalies in b) and d) are deprcted as dotted
contours.

There are also significant increases in 500 hPa. temperature in certajn regions of the
mldlat1tudes and extendmg into the subtroprcs (generally between 30°S and 50°S) (Figure
6 18). For 1980 there are s1gn1ﬁcant increases over and shghtly west of the tip of South

America, south of Aftica extending eastwards over the southern Indian Ocean, over Hobart
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and east of New Zealand (Figure 6.18b). For 1985 there are similar significant increases in
upper air temperature which are located west of the tip of South America, south-west of
Africa, over the central southern Indian Ocean and over Hobart (Figure 6.184). These
increases in upper air temperature are associated with increases in sea level pressure (Figure
6.17) and 500 hPa heights (Figure 6.19) in both years. It thus appears that the temperature
change is a consequence of adiabatic warming due to increased subsidence. In 1980 and 1985
there are also corresponding significant decreases in subtropical and tropical 500 hPa
temperatures over Africa, the western Indian Ocean, the eastern Pacific Ocean and the

Atlantic.

The aforementioned changes in sea level pressure and 500 ‘hPa heights agree well with the
changes in zonally averaged vertical velocities, which showed increased uplift in the region of
60°S and increased subsidence between 30°S and 50°S (Figure 6.2). The results from the
zonally averaged vertical velocities seemed to suggest that the increased subsidence between
40°S and 50°S was caused by a strengthening and southward extension of the descending
limb of the Hadley cell (Figure 6.2). This result is supported by the sea level pressure
changes, where a comparison of the control and perturbation maps in the two years (not
shown) indicates that the positive sea level pressure anomalies (Figure 6.17) are the result of

both a strengthening and southward extension of the subtropical high pressure belt.

An examination of the change in north-south 500 hPa height gradients shows that the sea-ice
and SST perturbation causes a general increase in gradients in middle to high latitudes in both
years, with slightly weaker gradients between about 30°S and 40°S (Figure 6.20b and d). The
zone of zero change between these two opposing anomalies appears to generally coincide
with the region of maximum gradients in the controls, especially over the Atlantic and
western Indian Oceans (Figure 6.20a and ¢). The increase in gradients in middle to high
latitudes relates to the general increase in intensity of the subtropical high pressure belt and

circumpolar low pressure belt, as well as to the southward extension of the subtropical high
| pressure belt. The reduction in 500 hPa height gradients north of this region, between 30°S
and 40°S, may be due to the southward extension of the subtropical high pressure belt,

causing greater influence of weaker high pressure gradients over stronger westerly wave

pressure gradients.
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Figure 6.20 The 500 hPa geopotential height gradients (m per 3.7° latitude) (calculated for the north-
south direction) for the controls of @) 1980 and ¢) 1985, and the perturbations minus the controls for
b) 1980 and d4) 1985. Anomalies greater than 10 m per 3.7° latitude and less than -10 m per
3.7° latitude have been shaded in b) and d). ‘

6.4.2 500 hPa Wind

The 500 hPa wind speed changes (Figure 6.21) can be related to this alteration of the north-
south 500 hPa height gradient (Figure 6.20). There is a virtually exact match between the
pattern of increased (decreased) gradients and increased (decreased) wind speeds in each year.
As was shown with the zonally averaged results, there appears to be a general increase in
500 hPa wind speeds in middle to high latitudes (45°S - 65°S) and a decrease in wind speeds
in the subtropics (30°S - 40°S) in response to the perturbation in both years (Figure 6.21¢ and

f. In other words, the induced pressure changes appear to have caused a slight southward
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Figure 6.21 500 hPa wind direction and speed (m s) for the controls of @) 1980 and d) 1985, and the
perturbations of b) 1980 and ¢) 1985. Wind speeds greater than 20 m s have been shaded. Maps ¢)
and f) show the change in wind speed between the perturbations and the controls in 1980 and 1985
respectively. Anomalies greater than 1 m s and less than -1 m s™ have been shaded in ¢) and f).
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shift of the jet stream?, an intensification of westerly flow south of 45°S and a weakening of
winds between about 30°S and 40°S. Streten (1§83) analysed the below average ice extent
that occurred in the Ross Sea sector in early 1979 (with maximum anomalies during February
and March) and showed that the negative ice anomalies were associated with a strong
westerly midlatitude circulation and ridging from lower latitudes over the eastern portion of
the Ross Sea sector. This observation appears to be compatible with the results mentioned

above. .

There is also a general increase in wind speeds north of 30°S in both years (Figure 6.21¢ and
J), which again matches the changes in 500 hPa height gradient (Figure A6.20). Portions of
these regions of increased wind speéd correspond with regions of statistically significant
500 hPa height decreases between 10°S and 30°S (Figure 6.19b and d), suggesting that the
pressure reduction may be caused by increased upper air divergence due to an increase in

wind speeds.

It has become clear that the perturbation in both years has resulted in a pattern 6f alternating
bands of positi've and negative change extending outwards from the pole, which is evident in
both the pressure (sea level pressure and 500 hPa heights) and wind field. The patfern of
pressure change obtained in the present study resembles the “high-latitude” ‘mode, which
refers to the pattem_of_the first sea level pressure and 500 hPa height ei genvectdrs explaining
summer circulation (e.g. Rogers and van Loon, 1982; Sinclair et al., 1997). The “high-
latitude” mode is associated with departures around Antarctica which are oppbsite In sign to
those of latitudes equatorward of ~50°S. In the 500 hPa pattern, the eigenvector loadings at
lower latitudes over the Pacific and Atlantic Oceans (generally north of 20°S) have the same
sign as those around Antarpticé, giving a characteristic “see-saw” pattern between middle and
low/high latitudes (Rogers and van Loon, 1982), as is seen in the present study. ‘It has been
hypothesised that this pattern suggests that the westerlies tend to strengthen south of 40°S,
while they weaken north of 40°S, concurrent with a strengthening of the tropical easter]ies,
and vice versa (Trenberth, 1979). In an examination of pressure anomalies for 40 summer
months between 1972 and 1980, Mo and White (1985) also found a pattern of zonally
symmetric préssure anomalies, where anomalies in the midlatitudes were negatively
correlated with anomalies at low and high latitudes. They suggested that this pattern may

reflect latitudinal shifts in the jet stream. As mentioned previously, the jet stream did shift

2 The 500 hPa level only proVides an approximation of the intensity of the jet stream. A fuller representation of
jet streams would come from an analysis of winds in the region of the 200 hPa level.
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slightly southwards in the present study, and the 500 hPa wind speed changes match those

suggested to be associated with the obtained pattern of pressure change (Trenberth, 1979).

The pattern of change could also be explained in terms of what was previously hypothesised
concemning the change in vertical velocities, i.. that the alternating bands of ipcreased ascent
and descent may be driven by the increased ascent near 60°S. This rising air would cause
increased flow both north-. and southwards near the top of the atmosphere. It was suggested
that the air moving northwards would eventually become impeded by air moving poleward in
the upward branch of the Hadley cell and would thus subside, producing the increased
subsidence that is seen between 30°S and 50°S and contributing to a southward extension of

the general region of subsidence. These assertions have been examined more closely by

looking at the v-component (north-south) of the 500 hPa wind (Figure 6.22).

b

Figure 6.22 The v-component of the 500 hPa level wind (ms™) for the perturbations minus the
controls in a) 1980 and b) 1985. Anomalies greater than 0.5 m s have been shaded.

Those regions of positive v-wind anomalies in Figure 6.22 are regions of increased upper
level equatorward flow. In both years there are longitudinal bands of increased equatorward
flow south of 30°S and these bands coincide with the longitudes of increased. pressures
between 30°S and 50°S (Figures 6.17 and 6.19). For example, in 1985 there is an increase in
the 500 hPa equatorward flow south of South Africa, over the eastern Indian Ocean and west
of South America (Figure 6.22) and there are clear coincident increases in sea level pressure
in» thése three s;;ecific llongitudinal se_étors between 30°S and 50°S (Figure 6.17). This
appears to substantiate the hypothesis mentioned above, in that the anomalous rising air near
60°S, shown by the change in vertical velocities and pressure, is transported northwards in the

upper atmosphere at certain longitudes, resulting in increased subsidence in these sectors
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between 30°S and 50°S. This response is further supported by the results for midlatitude
cyclones, where there seems to be a general pattern of density increase at high latitudes, with

decreases further north (Figure 6.23).

6.4.3 Midlatitude Cyclones and Storm Tracks
Midlatitude cyclones are vital for meridional energy transport in the Southern Hemisphere
and arise through baroclinic instability of the mean flow (Trenberth, 1991). Frontal

cyclogenesis takes place in the midlatitudes, especially where there are strong gradients of

Figure 6.23 Midlatitude cyclone densities (<107 cyclones (degrees latitude) ) for the controls of @)
1980 and ¢) 1985, where the contour interval is 0.5%x10° cyclones (degrees latitude)?. Densities for
the perturbations minus the controls are shown in b) and d) for 1980 and 1985 respectively. For
clarity in b) and d), only anomalies greater than 0.4x103 cyclones (degrees latitude)? (dark shading)
and less than -0.4x10” cyclones (degrees latitude)” (light shading) are presented, and only the
aforementioned contour lines are plotted.
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SST, and the local meridional temperature gradient appears to be a good indicator of the
position of a storm track (Trenberth, 1991). In the present study, the SST manipulations
caused a decrease in the meridional SST gradient near 50°S in the perturbations compared to
the controls (Figure 6.24), which could result in reduced baroclinic activity and may account
for many of the cyclone density decreases in this zone (Figure 6.23). This perhaps best
explains the cyclone density change between 30°W and 120°E in both years (Figure 6.23). In
this sector, the zone of maximum SST increase in the perturbation occurred at 50°S in both
years (Figure 5.15), thus weakening the meridional temperature gradients near this latitude.
Corresponding to this region of relaxed gradients, there is a reduction in cyclone densities in
both years (Figure 6.23). This region of reduced cyclone densities largely coincides with an
increase in sea level pressure (Figure 6.17), which extends northwards from about 50°S. The
regions of reduced sea level pressure in this sector are 1afgely confined to latitudes south of
50°S (Figure 6.17) and thus coincide with the increase in cyclone densities between 60°S and
70°S (Figure 6.23). This zone corresponds to the sea-ice zone and the latitude band where
SST gradients are increased in the perturbations compared to the controls (Figure 6.24),

which suggests that cyclone densities may have increased due to baroclinic changes and a

modification of the surface fluxes caused by the sea-ice reductions.
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Figure 6.24 Change in the SST gradient (K per 3.7°latitude) (calculated for the north-south
direction), in terms of the perturbation minus the control for a) 1980 and b) 1985.

The relationship between reduced SST gradients and reduced cyclone densities does not,
however, seem as clear for the sector north of the Ross Sea. In both years in this region there
is an increase in SSTs near 60°S (Figure 5.15), suggesting that this is where SST gradients are
primarily reduced, and there is also a generai increase in cyclone densities at this latitude
(Figure 6.23). This implies that other processes are playing a larger role. South of 55°S,
mesocyclones (also referred to as polar lows) are more common than the larger ‘synoptic’ or

frontal cyclones (Carleton and Carpenter, 1990). Mesocyclones are vortices that develop in
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cold air streams and may be a relatively common form of cyclogenesis over the higher
latitude oceans (Carleton and Carpenter, 1990). They have average diameters of about 3.4°
(Carleton, 1995), therefore some of the larger mesocyclones may be resolved by the model. It
appears that low level thermal forcing may be an important factor contributing to the
development of mesocyclones (Carleton and Carpenter, 1990). Therefore, the cyclone density
increase north of the Ross Sea may indicate an increase in mesocyclogenesis in response to
the increase in surface temperatures. This could also be used as an explanation for the
increases in cyclone density apparent at other longitudes in the sea-ice zone (60°S - 70°S).
Jacobs and Comiso (1993) studied a record decrease in sea-ice extent in the Bellingshausen
Sea (62°W - 100°W) from mid-1988 through to early 1991. They showed that this decrease
coincided with a rise in surface air temperatures on the west side of the Antarctic Peninsula
and an increase in cyclonic activity, as was seen in the present study. In addition, a study
done by Carleton (1995) highlighted that a relatively large proportion (approximately 25 -
45%) of mesocyclones develop close to the sea-ice margin, probably in response to baroclinic
instability aloft, sea-air interactions and lower level instability. Carleton (1992) noted that the
baroclinicity that is associated with the strong horizontal surface temperature gradients at the
sea-ice boundary may enhance mesocyclogenesis even during summer. Thus, with less
expansive sea-ice cover in the perturbations, we may expect to see fewer cyclones in the
vicinity of the ice margin in the control simulations, and an increase in densities in the region
where the margin is located in the perturbation simulations. This may account for some of

the cyclone density anomalies around Antarctica.

From studies done with observed data, it appears that the potential relationship between
Antarctic sea-ice extent and the formation and movement of midlatitude cyclones is largely
inconclusive. Godfred-Spenning and Simmonds (1996) examined correlations between the
position of the Antarctic sea-ice boundary and midlatitude cyclone density for the period 1973
to 1991. They found that the link between sea-ice and cyclone density was not very strong
and tended to be confined to certain regions around the Antarctic coastline. Averaged over
the hemisphere, sea-ice extent showed a positive correlation with cyclone density during
summer in the region of the sea-ice margin and a negative correlation 5° to 20° north of the
sea-ice margin, although the correlations were very small (less than 0.2) (Godfred-Spenning
and Simmonds, 1996). These results do not seem to be supported by the present study.
HoWever, one should be cautious in comparing the results of the correlation study to the
present study, since the association between two variables in a correlation study does not

necessarily imply cause and effect, and correlation analysis considers only linear
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relationships. Furthermore, the authors conclude that the forcing of sea-ice extent by the
atmosphere is a more dominant factor than sea-ice affecting cyclone density (Godfred-

Spenning and Simmonds, 1996), and the former is not considered in the present study.

Howarth (1983) élsd found littlé correlation between sea-ice and cyclone tracks on a
hemispheric scale in a study of the period 1973 to 1975. He suggested that the shape of
Antarctica, and thus maybe the continental-ice/sea-ice boundary, is more important in
determining the longitudinal position of cyclone tracks. However, Howarth (1983) does not
eliminate the possibility that the sea-ice margin may influence cyclone movements, but
proposes that this may be restricted to short time periods and specific locations. It has been
repeatedly stated that it is unclear how Antarctic sea-ice extent, which undergoes an annual
cycle of contraction and expansibn, can directly affect the position of midlatitude cyclones,
which experience a semi-annual oscillation in latitudinal position (e.g. van Loon, 1967,
Howarth, 1983; Carleton, 1992). However, it has been shown that the semi-annual
oscillation is not that apparent when considering patterns of cyclogenesis (Budd, 1982), since
the latitude of rriaximum cyclogenesis is located furthest north in September and furthest
s_outh in March (Carleton, 1992). Therefore, the formation of new midlatitude cyclones may

be related to sea-ice advance and retreat (Carleton, 1992).

Sinclaifj ei_ al. (1997) examined the relationship between the leading modes of sea level
pressure variabiﬁty and cyclone activity. They found that the first sea level pressure EOF
(empirical orthogonal function), which is the previously mentioned “high-latitude mode”,
modulates cyclone activity between high and middle latitudes. When there are increased
(decreased) westerlies in thé region of 55°-65°S, then theré are fnore (fewer) cyclones in the
circumpolar regions and fewer (more) in middle and lower latitudes (Sinblair et dl,, 1997).
This result agrees with the present study, where a general iﬁCrease in westerly flow between
45°S and 65°S is associated with a general increase in cyclone densities between 60°S and

70°S and a decrease further north (40°S - 60°S).

In the present study, storm tracks have been defined as the standard deviation of the bandpass
filtered (1.5 - 8.5 days) sea level pressure data and thus provide some indication of
atmospheric variability due to the passage of cyclones and anticyclones. - Any changes to the
tracks in response to. the perturbation (Figure 6.25) may be related to changes in cyclone

densities, changes in cyclone mobility or changes in the regions of maximum overlap between
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Figure 6.25 The standard deviation (hPa) of the bandpass (1.5-8.5 day) filtered sea level pressure
data for the controls of @) 1980 and ¢) 1985, and the perturbations minus the controls for ) 1980 and
d) 1985. Anomalies greater than 0.6 hPa and less than -0.6 hPa have been shaded in 4) and d).

cyclone and anticyclone densities. As expected, in many regions there is a good match
between the storm track anomalies, the seasonal mean sea level pressure changes and the
cyclone density changes, with a decrease (increase) in storm track standard deviation being
associated with an increase (decrease) in the seasonal mean sea level pressure and a decrease
(increase) in cyclone density (Figures 6.17, 6.23 and 6.25). For example, in both years there
are decreases in the midlatitude (35°S - 55°S) storm track south of South Africa, south and
south-west of Australia and over the southern-most portion of South America and regions of

the Pacific (central Pacific for 1980 and eastern Pacific for 1985) (Figure 6.25). These
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regions are also all associated with positive sea level pressure anomalies and a reduction in
cyclone densities (Figures 6.17 and 6.23). This suggests that the increased subsidence -
between 30°S and 50°S has lead to a predominance of high pressure systems and reduced
| variability in the sea level pressure field due to the passage of midlatitude cyclones, which are
perhaps being steered southwards in these regions. In this zone (35°S - 55°S) there are also
small regions where the storm track has intensified. These are situated near 30°W (especially
in 1980) and 70°E in both years (Figure 6.25). This positions the regions in the “gaps”
between the major positive sea level pressure anomalies (Figure 6.17) and means that to some
degree they are influenced .by the higher latitude sea level pressure decrease, i.e. they are
located near the trough axis of sea level pressure decrease (Figure 6.17). Therefore, the
increased sea level préssure variability in these regions has probably resulted from a
combination of increased cyclone densities, as well as an increase in the degree of overlap of

average cyclone and anticyclone densities.

6.4.4 Atmospheric Moisture -

In both years the surface specific humidity response to the penurbatidn is generally less than
lg kg'1 and largely evident in the tropics and subtropics (Figures 6.26). Many of the regions
of decreased (increased) specific humidity coincide with regidns of increased (decreased) sea
level pressure (Figures 6.17 and 6.26), suggesting that enhanced subsidence (uplift) caused a
drying .(moistening) of the atmospheric column. This is, however, a simplification which
cioes not always hold true, and does not apply at mid-tropospheric (500 hPa) le?els_(Figure
6.27). For example, between 40°S and 50°S over the eastern Atlantic and central Indian
Oceans there are increases in 500 hPa specific humidity (Figure 6.27) where there are
increases in the 500 hPa heights (Figure 6.19). The same can be seen for 1980 between 50°S
and 55°S over the Pacific (Figures 6.19 and 6.27). Apart from lying near the southern flank
- of the anomalous high préssures, these regions are also positioned near the eastern side of the
anomalous low pressure troughs at higher latitudes. It therefore appears that the anomalous
circulation is such as to advect more moist air from lower latitudes into these regions than
previously occurred. . '

|

There is a general decrease in 500 hPa specific humidity in the South Pacific convergence
zone (Figure 6.27). This decrease extends from the region of highest specific humidities, as
shdwn in the controls near 10°S (~165°W for 1980 and ~155°W for 1985)’. southwards across
the central Pacific to between about 30°S and 50°S (Figure 6.27). This decrease is associated
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with corresponding precipitation (Figure 6.28) and midlatitude cyclone density decreases
(Figure 6.23). On the flanks of the tongue of high humidities over the central Pacific there
are, however, humidity (Figure 6.27) and precipitation (Figure 6.28) increases, i.e. between

about 70°W and 150°W .in the region north of 30°S, and also near 50°S.

Figure 6.26 Surface specific humidity (g kg") for the controls of @) 1980 and ¢) 1985, and the
perturbations minus the controls for b) 1980 and d) 1985. Anomalies greater than 0.5 g kg and less
than -0.5 g kg have been shaded in b) and d).

Precipitation ahomalies, in general, are small in both years, with changes greater than
1 mm day”’ being largely confined to the tropics (Figure 6.28). Apart from the
aforementioned changes, in both years there are increases in tropical precipitation near 10°S
in the Australian sector (90°E to 180°E), between 10°S and 30°S over the western portion of

South Africa and between 20°S and 30°S to the east of Madagascar (Figure 6.28). These
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areas correspond to those regiohs experiencing an increase in 500 hPa specific humidities
(Figure 6.27). In both years there are also decreases in tropical precipitation between 10°S
and 20°S over the western Indian Ocean, between 10°S and 30°S in the region north-east of
New Zealand and between 10°S and 30°S over the western Atlantic Ocean (Figure 6.28).

Again, these regions largely coincide with the regions of reduced 500 hPa specific humidities
(Figure 6.27).

Figure 6.27 500 hPa level specific humidity (g kg™) for the contfols of a) 1980 and ¢) 1985, and the

perturbations minus the controls for 5) 1980 and d) 1985. Anomalies greater than 0.2 g kg™ and less
than -0.2 g kg™’ have been shaded in b) and d).
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Figure 6.28 Precipitation (mm day™) for the controls of @) 1980 and ¢) 1985, and the perturbations
minus the controls for ») 1980 and 4) 1985. Positive anomalies have been shaded in ») and d).

6.5 500 hPa Planetary Waves
6.5.1 Phase Changes

The phase and amplitude of the planetary waves are strongly influenced by forcing at the
surface (Anderssen, 1965; Peixoto and Oort, 1992; Quintanar and Mechoso, 1995a), therefore
one might expéct to see changes in response to the sea-ice and SST perturbation in the present
study. The ridges and troughs of wave numbers 1, 2 and 3 occur consistently at certain
longitudes in the zones where the waves are strongest, since they are largely semi-stationary.
The phases of the shorter wavelength waves are not shown, because they are travelling waves

and their phases are therefore essentially random. - With increasing wave number there is an
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increase in the eastward movement of the waves, otherwise referred to as the phase velocity
(Anderssen, 1965; van Loon and Jenne, 1972; Quintanar and Mechoso, 1995a).

Figure 6.29 displays the phase of the controls and perturbations for seasonally averaged wave
numbers 1, 2 and 3 in 1980 and 1985. In general, the phase changes in response to the
perturbation are small. Perhaps the most physically justifiable is the phase change for wave
number 1 that is seen for both years between 65°S and 70°S (Figure 6.29). Wave number 1
moves eastwards at these high latitudes such that the ridge is positioned near 170°E in 1980
and 150°E in 1985 (Figure 6.29). This implies that the phase of the wave has adjusted to the
perturbation so that the trough (10°W in 1980 and 30°W in 1985) is aligned with the
anomalous low pressure in the Weddell Sea sector (Figures 6.21 and 6.29). The changes are
such that the 1985 response is closer to the pole and located westward of the 1980 response
(Figure 6.29). This difference in positioning between the two years is also visible in the
500 hPa height anomalies (Figure 6.21).

1980 1985
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Figmfe 6.29 The phase (position of the first ridge) of seasonal wave numbers 1 to 3 for 1980 (a-c)
and 1985 (d-f) for the control (open circles) and perturbation (closed circles) data.
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The direction of the phase anomalies for wave numbers 2 and 3 are generally not consistent
between the two years and therefore, based on the small sample size, the induced changes are
largely inconclusive. However, it is apparent that for both waves the phases of the controls
for 1980 and 1985 are quite different, especially between 30°S and 50°S for wave number 2
and between 30°S and 70°S for wave number 3 (Figure 6.29). In fact, for each wave in these
regions, the phase of the perturbations in the two years resemble each other more closely than
do the controls (Figure 6.29). This suggests that the similar nature of the perturbation in the
two years has forced a phase response, such that the positioning of wave numbers 2 and 3 are

now more similar between the two years.

Between 55°S and 65°S for wave number 2, the first ridge in the perturbation is located near
55°E in 1980 and near 35°E in 1985 (Figure 6.29). This places the axis of the troughs
through the Weddell Sea and Australian sectors, thus coincident with the anomalous low
pressures seen in the 500 hPa height field at these latitudes (Figure 6.21). At 40°S in the
perturbations, the position of the first ridge is near 125°E in 1980 and near 100°E in 1985.
This positions the ridge axis at 40°S through the Australian (125°E) and South American
(55°W) sectors in 1980 a'n'd through the Indian (100°E) and Atlantic (80°W) sectors in '1985v
(Figure 6.29). These regions correspond with 500 hPa height increases (Figure 6.21).

Between 30°S and 70°S for wave number 3, the experiment seems to cause the subpolar
expression of the wave to be situated slightly westwards of the midlatitude expression of the

wave, rather than the other way around as is seen with the control in 1985 (Figure 6.29).

6.5.2 Amplitude Changes

It has been suggested that the long waves in the Southern Hemisphere are primarily forced by
orographic and thermal forcing associated with the zonal asymmetries of Antarctica
(Anderssen, 1965; Grose and Hoskins, 1979; Trenberth, 1980; Karoly, 1985; James, 1988;
Simmonds et al., 1989). Wave number 1 has been identified as being. the most dominant
component of the climatological mean geopotential height field in the Southern Hemisphere
(van Loon and.Jénne, 1972; Quintanar and Mechoso, 1995a). Wave numbers 2 and 3, as well
as the shorter waves, contribute less to the quasi-stationary field, because they have larger
phase velocities and thus their position around the hemisphere is more variable (van Loon and
Jenne, 1972; Quintanar and Mechoso, 1995a). ‘However, Karoly (1985) notes that wave
numbers 2, 3 and 4 all make significant contributions to the mean 500 hPa height field. The
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amplitude changes for seasonal wave numbers 1 to 4 are shown on Figure 6.30 for both years.

The amplitudes have been calculated without regard to phase.

y 1980 1985

a) Wave number 1 e) Wave number 1

c) Wave number 3 g) Wave number 3

Figure 6.30 The amplitude (m) of seasonal wave numbers 1 to 4 for 1980 (a-d) and 1985 (e- h) for the
control (open circles) and perturbation (closed circles) data.

Wave number 1 is largest at high to middle_ latitudes and peaks near 57°S in 1980 and near
50°S in 1985 (Figure 6.30). In the perturbations, there is a reduction in the amplitude of the
peaks in both years, eépecially in 1985 (Figure 6.30). Anderssen (1965) has suggested that
the existence of wave number 1 may be due to thermal effects associated with the asymmetric
SST distribution around Antarctica. In order to investigate the pbssible influence of the SST
distribution on wave number 1, the_ control and perturbation SSTs at 54°S (midway between
the peaks of the two years) have been examined for both years and are shown fn Figure 6.3'1.
As has been found by other researchers, the position of the trough of wave number 1 at this

latitude occurs near 20°E in both years (Figure 6.29), which coincides with the region of-
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coldest SSTs (Figure 6.31). In other words, wave number 1 has the same asymmetric
distribution about the pole as the SST distribution, in that the trough (ridge) is located over
the African (Pacific) sector where the SST distribution as manifested by the Antarctic
Convergence is located furthest north (south). The manipulation of SSTs in the experirﬁent
resulted in a reduction of the asymmetry of the SSTs at 54°S (Figure 6.31), and this may
therefore partially account for the reduced amplitude of wave number 1 (Figure 6.30). In
addition, Trenberth (1980) found that the relationship between wave number 1 and the zonal
westerlies is such that if the westerlies are stronger in the midlatitudes and weaker to the
north and south, then the amplitude of wave number 1 tends to be smaller than usual. This

corresponds with the results from the present study.
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Figure 6.31 The SST (°C) distribution for the control (open circles) and perturbation (closed circles)
data at 54°S in a) 1980 and b) 1985.

For wave number 2, there is a reduction in amﬁlitude between 40°S and 52°S and an increaée
in amplitude between 52°S and 68°S in response to the perturbation in both years (Figure
6.30). Wave number 3 also exhibits a decrease in amplitude in the middle latitudes (40°S -
55°S), ‘where'as wave number 4 displays an increase in amplitude over this region (Figure
6.30). .The increase in amplitude of wave number 4 near 40°S (Figure 6.31) may be due to
the pattern of positive 500 hPa height anomalies at this latitude, which do; to some extent,

exhibit a 4-wave pattern (Figure 6.21).

On a daily or twice-daily time frame compared to a seasonal average, the shorter waves have
larger amplitudes and contribute to a larger proportion of the variability of the 500 hPa height
field (van Loon and Jenne, 1972). It is therefore desirable to examine the changé in

amplitude of the twice-daily waves. In this analysis, waves 1 and 2 have been grouped
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together as repreSenting the long, semi-stationary waves, and waves 5, 6, and 7 have been
grouped to represent the medium wavelength waves. Wave numbers 5, 6 and 7 were
selected, since Kao et al. (1971) found that most of the poleward flux of sensible heat is
achieved by eastward moving waves of medium wavelengths. Figure 6.32 shows the average
amplitude for the long and medium wavesvfor the controls and perturbations. There is a
reduction in amplitude of the long waves between 45°S and 60°S in both years (Figure 6.32a
and ¢). The reduction in. amplitude of the longer waves over the midlatitudes in the
perturbation may be due to a combination of reduced SST and sea-ice asymmetries about the
pole, and increased subsidence between 40°S and 50°S reléted to a strengthening and

southward extension of the subtropical high pressure belt.

Figure 6.32 The amplitude (m) of the twice-daily long waves grouped together (wave numbers 1 and
2) for the controls (open circles) and perturbations (closed circles) of @) 1980 and ¢) 1985; and the

twice-daily medium length waves grouped together (wave numbers 5, 6 and 7) for the controls (open
circles) and perturbations (closed circles) of ) 1980 and d) 1985.

Since the perturbation causes an increase in temperatures around Antarctica, one might expect
a decrease in the meridional transport of sensible heat and thus a reduction in the amplitudes
of the waves that are primarily responsible for the heat transport. This is, nonetheless, not the
case in the present study, where there is actually a small increase in the amplitude of the
medium length waves in the perturbations (Figure 6.32b and d). The increase may, however,
not be significant and the simulations are perhaps not long enough to elicit a response above

the level of noise in the data. In addition, the temperature increase induced by the
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perturbation is small and does not extend to the 500 hPa level, thus perhaps not being strong

enough to cause a significant change in the meridional transport of sensible heat.

6.6 Change in Twice-Daily Circulation at Sea Level and the 500 hPa Level

In this section, a Self-Organising Map, described in Chapter 3, is used to classify the twice-
daily sea level pressure and 500 hPa height data over the Southern Hemisphere (30°S to
60°S) into related categories, in order to examine whether the perturbation has caused a
change in the frequehcy of circulation types simulated over the season. Unlike the SOM
procedure used in the validation section of the study (Chapter 4), the data are not standardised
prior to presentation to the SOM. This is because it is desirable that the SOM results
represent any biases which the pertilrbation may have caused. The following paragraph
outlines the procedure that was employed for both the sea level pressure and the 500 hPa

height data respectively.

A SOM was trained with twice-daily data corresponding to the 6 summer controls of 1980
and 1985 (total t=1080). Owing to the large region under examination, it was advantageous
to have as many nodes (circulation types) as possible without making the analysis too
difficult. As such, a network of 48 nodes (6 in the x-direction and 8 in the y-direction) was
selected for the SOM and the weights of the nodes were initialised using linear initialisation.
A rectangular topology was used for the array of nodes, and the initial learning rate was set to
0.05, with an initial training radius of 4. Training was run for a total of 30 000 iterations.
After the SOM had been trained with the control data from both years, the weights of each -
node could be decomposed and the array of nodes displayed on a meta-map. Each node/map
on the meta-map represents a circulation type and neighbouring nodes depict related
circulation types. The trained SOM was then separately presented with twice-daily data
associated with the controls of 1980, the controls of 1985, the perturbations of 1980 and the
perturbations of 1985. In each case, every time step is mapped to the node whose circulation

it most closely resembles.

6.6.1 Sea Level Pressure

The meta-map for sea level pressure is shown in Figure 6.33, and the percentage of time steps
which map to each node are shown in Figure 6.34 for the controls and the perturbations of
1980 and 1985 respectively. The grids displayed in Figure 6.34 each correspond to the meta-
map (Figure 6.33), such that the top left-hand grid block matches the top left-hand node/map

on the meta-map. In the text, the nodes will be referred to by their numbers as shown on the
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meta-map (Figure 6.33). The distributions of the percentagel of time steps which map to each
node are more similar between the pertufbations of 1980 and 1985 than between the controls
(Figure 6.34a, b, d and ¢). In both years in the perturbations‘ the importance of the right-hand
side of the meta-map can be seen (Figure 6.34b and e). This is reflected in the change in
frequency of time steps mapping to each node, where there are increases in the representation
of circulation types on the right-hand side of the meta-map in both years (top right for 1980
and middle right for 1985) (Figure 6.34c and f). When one considers the average response for
1980 and 1985 (Figure 6.34g), it seems that there is a gereral decrease in the representation of
circulation types which lie down the left-hand side of the meta-map, in the middle.of the
meta-map and at the bottom of the meta-map and an increase in types which lie down the

middle right-hand side of the meta-map.

It thus appears that the perturbation is favouring sea level pressure circulation types between

30°S and 60°S (Figure 6.33) which are characterised by:

e a distinct and deep (<992 hPa) 3-wave pattern south of 50°S, where the troughs are
positioned south-east of the continents.

e the area of lower pressures (<1000 hPa) being generally constrained to south of 50°S.

e asteep midlatitude pressure gradient af most longitudes.

e strong subtropical high pressures, especially off the west coasts of the continents.

e fairly symmetrical, zonal flow in the midlatitudes (~45°S).

e weak, as opposed to pronounced, blocking in the central Pacific.

These features can be séen in the nodes near and down from node number 18 on the meta-
map (Figure 6.33), where there is a common increase in types between the two years (Figure
6.34g). These changes in twice daily sea level pressure circulation are generally consistent
with the changes in the seasohal mean (Figures 6.19 and 6.20), which showed a general
reduction in sea level pressure around Antarctica (in a 3-wave pattern), an increase in
pressure between 30°S and 50°S and steeper pressure gradients in the midlatitudes. The
~ circulation types that experience reduced representation in response to the perturbation,
generally violate one or more of the features in the bulleted list. For example, the largest -
common decreases in the'representation of certain circulation types (Figure 6.34g) lie near
nodes 1, 13 and 48 on the meta-map (Figure 6.33). Node 1 shows a fair degree of meridional
circulation, strong blocking in the central Pacific and relatively weak pressure gradients over

the central Indian Ocean (Figure 6.33). Node 13 has a shallow and not very clear 3-wave
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pattern south of 50°S and has weak pressure gradients over the Indian and Pacific Oceans
(Figure 6.33). Node 48 also does not clearly show the distinct surface 3-wave pattern south
of 50°S, pressures are generally above 992 hPa near 60°S and the meridional pressure

gradient is fairly weak (Figure 6.33).
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Figure 6.34 The percentage of days mapping to each node of the meta-map (Figure 6.33) for the
controls of @) 1980 and d) 1985 and the perturbations of b) 1980 and e) 1985. Plots ¢) and f) show
the difference between the controls and perturbations (perturbation minus control) in terms of the
percentage of days mapping to each node in 1980 and 1985 respectively. Plot g) represents the
average between the plots on ¢) and f), i.e. showing the average response between 1980 and 1985.

There are, however, differences in the nodes which are favoured in response to the
perturbation in the two years. The increase in the representation of circulation types is
focused on node number 12 in 1980 (the upper half of the right-hand column of maps)
(Figures 6.33 and 6.34c) and on nodes 18 and 36 in 1985 (the middle portion of the right-
hand column of maps) (Figures 6.33 and 6.34f). These differences are related, in part, to the
positioning 6f the three troughs south of 50°S. As one moves down the extreme right-hand
column of the meta-map, the 3-wave pattern shifts slightly westwards. This implies that the
position of the three troughs in 1985 are preferentially positioned slightly west of those in
1980. The same result was found in the seasonal mean sea level pressure response (Figure
6.19) and was related to differences in the positioning of the sea-ice and SST perturbations in

the two years. 1980 also favours circulation types that have higher pressures over the eastern
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Pacific Ocean, between 50°S and 60°S, compared to 1985 (Figure 6.33). Again, this
difference is mirrored in the seasonal sea level pressure response, where the high pressure

anomaly over the eastern Pacific extends further south in 1980 compared to 1985.

6.6.2 500 hPa Heights

The meta-map for the 500 hPa heights is shown in Figure 6.35, and the percentage of time
steps which map to each node are shown in Figure 6.36 for the controls and the perturbations'
of 1980 and 1985 respectively. It is clear that the distribution of circulation types simulated
has changed in response to the perturbation such that the NW-SE diagonal of the meta-map is
favoured in both years (Figure 6.36). Circulation types that have experienced a reduction in
representation are generally located near the top and left-hand side of the meta-map for 1980

and near the bottom and right-hand side for 1985 (Figure 6.36¢ and f).

Characteristics of the circulation types in the central NW-SE diagonal of the meta-map,

which are favoured in both years, appear to include:

o fairly zonal and symmetrical flow.

e a 3-wave pattern, but it is not as meridional as some of the types which experience a
~ decrease in representation. - ‘

* heights between 50°S and 60°S are generally higher than 5200 m, whereas some of the

types which experience a decrease in representation have heights less than 5200 m in this

region.

The results from this SOM are in agreement with the conclusions drawn from the Fourier

analysis, i.e. there appears to be a reduction in amplitude of the long waves.
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Figure 6.36 The percentage of days mapping to each node of the meta-map (Figure 6.35) for the
controls of a) 1980 and d) 1985 and the perturbations of b) 1980 and e) 1985. Plots ¢) and f) show
the difference between the controls and perturbations (perturbation minus control) in terms of the
percentage of days mapping to each node in 1980 and 1985 respectively. Plot g) represents the
average between the plots on ¢) and f), i.e. showing the average response between 1980 and 1985.

6.7 Summary

This chapter has described the Southern Hemisphere results of the sea-ice and SST
perturbations applied to the summers of 1980 and 1985. _Eveh though the perturbations are
relatively small, they have elicited a fairly consistent response between the two years.
Differences between 1980 and 1985 can probably be ascribed to the slightly different sea-ice
and SST anomalies used, differences in their control sea-ice extent and the high variability of
circulation at middle and high latitudes. The major findings of the response to the

perturbation are summarised below:

e The longitudinal distribution of the atmospheric response is sensitive to the positioning
and magnitude of the sea-ice and SST perturbation. For example, the perturbation for
1985 is located poleward and slightly westward of the 1980 perturbation. Thus, the 1985
response (in terms of temperature and pressure changes) in the region of the perturbation

is shifted accordingly in comparison to the 1980 response.
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There are increases in surface air temperature around Antarctica which largely correspond
to the regions of SST increase in the perturbation simulation. Consequently, largest

increases are found in the Weddell and Ross Sea sectors.

The zonally averaged vertical velocities show increased uplift in the region of 60°S and
increased subsidence between 30°S and 50°S. The results suggest that the increased
subsidence between 40°S and 50°S is caused by a strengthening and slight southward

extension of the descending limb of the Hadley cell.

There are corresponding regions of significant sea level pressure and 500 hPa height
decrease around Antarctica (50°S - 60°S). The pattern of decrease is clearly related to the

pattern of surface temperature increase around Antarctica.

There are regions of significant sea level pressure and 500 hPa height increase between

30°S and 50°S.

The surface temperature increase south of 50°S does not extend to the 500 hPa level,
where there are in fact temperature decreases. These 500 hPa temperature decreases are
located in the region of the anomalous sea level pressure and 500 hPa height troughs,

which suggests that the temperature response is caused by adiabatic cooling due to

increased uplift.

There are increases in 500 hPa temperature in certain regions between 30°S and 50°S.
These regions coincide with the sea level pressure and 500 hPa height increases, which

suggests that the temperature increase is caused by adiabatic warming due to increased

subsidence.

500 hPa height gradients become steeper in middle to high latitudes, and slightly weaker
between 30°S and 40°S. This is a response to the general increase in intensity of the

subtropical high pressure belt and circumpolar low prqssuré belt, as well as to the slight

southward extension of the subtropical high pressure bélt.

There are increases in 500 hPa wind speeds in middle to high latitudes (45°S - 65°S), and

decreases in the subtropics (30°S - 40°S). The pressure changes appear to have induced a
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slight southward shift of the jet stream. The wind speed changes coincide with the change

in pressure gradients.

Where there are longitudinal sectors of increased equatorward 500 hPa wind flow (v-
wind) south of 30°S, there are corresponding longitudes exhibiting an increase in pressure
~ between 30°S and 50°S. This suggests that the anomalous rising air near 60°S, shown by
the change in vertical velocities and pressure, is transported northwards in the upper
atmosphere at certain longitudes, resulting in increased subsidence.in these sectors

between 30°S and 50°S.

There is a general decrease in cyclone densities between 40°S and 60°S and an increase in

densities between 60°S and 70°S.

The phase of hemispheric wave number 1 appears to have shifted eastwards at high
latitudes (65°S - 70°S) so that the trough is aligned with the anomalous low pressure in
the Weddell Sea sector,

There is a general reduction in amplitude of wave numbers 1, 2 and 3 in middle to high
latitudes. The reduction in amplitude of the longer waves may be due to a combination of

reduced SST and sea-ice asymmetries about the pole, and increased subsidence between

40°S and 50°S.



CHAPTER 7

Implications of the Summer Sea-Ice Perturbation for Southern

Africa

7.1 Introduction

This chapter examines the southern African atmospheric response to the summer season sea-
ice and SST perturbation. Many of the variables that are examined here have been discussed
and displayed in the previous chapter, but the focus now shifts to a regional scale and the
variables are re-examined in a southern African context. Analyses of the data are performed
over a window (20°S to 50°S; 2°E to 47°E) encompassing South Africa and the results are
interpreted in the framework of the largé-scale Southern Hemisphere response that was

presented in the previous chapter.

The purpose of this chapter is to establish whether sea-ice changes have the potential to affect
the climate of southern Africa. This is examined in the context of the sea-ice reduction
experiments that have been performed in the present study, in order to investigate whether the
imposed perturbations have elicited a consistent response over the region. The variable of
primary concern for southern Africa is precipitation. As has been mentioned in Chapter 1,
southern Africa is a semi-arid region which is characterised by highly variable rainfall,
exhibiting periods of both severe drought and floods. The majority of research on the
controls on rainfall have focused on the summer season, since apart from the south-western
tip of South Africa, which receives rainfall during winter, and the south coast of South Africa,
which receives rainfall all year round, the region receives most of its rainfall during summer.
Over Africa south of 20°S in the summer season, the tropical controls on the near-surface
circulation are prominent, and take the form of easterly waves and lows. Over the adjacent
. oceans, the subtropical South Atlantic Anticyclone and South Indian Anticyclone dominate
the circulation patterns, and cold f_ronts, associated with travelling westerly waves and lows in

the midlatitudes, generally pass south of the sub-continent during summer.

The first section of the chapter considers the mean seasonal response of the climate and
incorporates a wide range of variables. An exclusive investigation of average changes can be
limiting and in order to address changes on a twice-daily time frame, the circulation types

simulated at sea level are determined using a Self-Organising Map. The chapter culminates
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in an examination of the influence of the perturbation on precipitation over southern Africa.
A separate section is devoted to this issue, since the downscaling procedures and results
require additional explanations and it is desirable to focus on precipitation due to its

significance for the sub-continent.

7.2 Mean Seasonal Response

In the controls of 1980 and 1985, the South Atlantic Anticyclone is evident, as is the high
pressure over the Indian Ocean adjacent to South Africa (Figure 7.1a and d). The South
Indian Anticyclone is not as prominent over the analysis window as the South Atlantic
Anticyclone, since the centre of the former high pressure cell is situated further east over the
Indian Ocean. The trough associated with the easterly wave is positioned over the western
part of the subcontinent, and the sharp pressure gradients associated with the midlatitude flow
are located in the southern portion of the analysis window, generally south of 40°S (Figure
7.1a and d). The South Atlantic and South Indian Anticyclones are stronger in 1980
compared to 1985, but the easterly wave trough is weaker (Figure 7.1a and d). The results of
the previous chapter suggested that the sea-ice and SST perturbation causes a strengthening
and southward extension of the subtropical high pressure belt. This result is confirmed over
the southern African region. In both years, there is a clear southward extension and
intensification of the ..South Atlantic and South Indian Anticyclones, although the changes are
not as prominent over the Indian Ocean (Figure 7.1). The increase in pressures south-west of
the subcontinent occur further north in 1980 compared to 1985 (Figure 7.1¢ and f), which
may be related to the equatorward positioning of the sea-ice and SST anomalies in 1980
compared to 1985. In addition, the pressure increases in 1985 are positioned slightly west of
those in 1980 (Figure 7.1c and f). This may be related to the positioning of the sea-ice
anomalies, since in the previous chapter it was noted that the SST and sea-ice anomalies, as
well as the resulting temperature increases and sea level pressure decreases around Antarctica

were situated further west in 1985 compared to 1980 over the Atlantic Ocean sector.

The changes to the South Atlantic Anticyclone seem to suggest increased eastward ridging
over the southern portion of South Africa and south of the continent in the perturbations.
There is also an increase in pressures over the south-eastern portion of South Africa, which
may be related to a combination of increased ridging of the South Atlantic Anticyclone and an
intensification of the South Indian Anticyclone (Figure 7.1). In both years there is a
significant increase in sea level pressure over the south-western Indian Ocean and eastern half

of the subcontinent, being largest in the vicinity of the Mozambique Channel (Figure 7.1).
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This increase is manifest by a strengthening of the ridge of the easterly wave in this region,
producing greater meridionality of the tropical wave east of about 25°E. There is not a
corresponding strengthening of the easterly wave trough over the north-western portion of the
subcontinent, and in fact the trough is weaker and narrower (it narrows from the east) in the

perturbations compared to the controls (Figure 7.1).
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Figure 7.1 Sea level pressure (hPa) for the controls of a) 1980 and d) 1985, and the perturbations of
b) 1980 and ¢) 1985. Maps c) and f) show the perturbations minus the controls for 1980 and 1985
respectively. Statistically significant differences at the 95% confidence level have been shaded.

The change in near-surface wind speeds at the 900 hPa level are related to these sea ievel
pressure changes and are shown on Figure 7.2. As a result of the southward extension of the
South Atlantic Anticyclone (Figure 7.1), there are decreases in the wind speed south of South
Africa in both years (Figure 7.2). The increase in wind speeds north of 33°S over the south-

eastern Atlantic in both years is probably the result of a combination of the intensification of
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the anticyclone, causing a steepening of pressure gradients between about 27°S and 33°S, as
well as a southward-shift of the centre of the anticyclone, which is situated near 33°S and is
associated with‘the weakest winds (Figure 7.2). The changes in wind speed over the south-

western Indian Ocean are small and generally conflicting between the two years.
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Figure 7.2 900 hPa wind direction and speed (m s for the controls of @) 1980 and d) 1985, and the
perturbations of b) 1980 and e) 1985. Maps ¢) and f) show the change in wind speed between the
perturbations and the controls in 1980 and 1985 respectively.

It is difficult to identify changes in the north-south component of the wind from the uv-wind
vectors displayed on Figure 7.2., therefore Figure 7.3 shows the meridional component of the
wind at 900 hPa in the controls, as well as the change in this component due to the sea-ice
and SST perturbation. The meridional component is small in comparison to the zonal
component of the wind, but is very important in terms of the transportation of heat, moisture

and momentum across latitudes. The equatorward flow associated with the South Atlantic
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Anticyclone is evident over the west coast of South Africa and the south-eastern Atlantic
Ocean in the controls (Figure 7.3). In both years, there is an increase in the equatorward flow
south, south-west and west of Cape Town, which is related to the southward expansion and
intensification of the South Atlantic Anticyclone (Figure 7.3). The southward expansion of
the South Atlantic Anticyclone also affects the. near-surface midlatitude flow, causing
increased meridionality in the perturbations, primarily in the form of increased northward
flow between about 15°E and 40°E in the region south of 40°S (Figure 7.3). This result is
also evident in the sea level pressure fields, in the form of a slight increase in the slope of the
westerly wave south of the subcontinent in the perturbations compared to the controls (Figure
7.1 a,b,d and e). The general increase in equatorward flow over the southern half of the
analysis window (Figure 7.3) suggests a strengthening of the surface manifestation of the

Hadley Cell over that region.

Figure 7.3 Meridional component (v-component) of the 900 hPa wind (m s™") for the controls of a)
1980 and c¢) 1985, and the perturbations minus the controls for &) 1980 and d) 1985.

Both years also exhibit an increase in equatorward flow over the Mozambique Channel and
increased poleward flow to the west of this, over the land (Figure 7.3). These changes are
related to the previously mentioned strengthening of the ridge associated with the tropical

easterly wave, resulting in greater meridionality of the wave east of about 25°E. The increase
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in southward flow over the eastern portion of the land is also related to the intensification of
the South Indian Anticyclone, such that there is increased poleward flow on its western
border. In both years, there is also a reduction in the equatorward flow on the west coast
between about 21°S and 27°S (Figure 7.3). This region is associated with the tropical easterly
wave, i.e. the western border of the trough, and may experience decreased flow due to the

reduction in intensity of the trough (Figure 7.1).

Tt is desirable to investigate the influence which these near-surface wind and pressure changes
have on the convergence and divergence patterns. In the controls, there is surface divergence
over the south-western Indian Ocean related to subsidence and anticyclonic conditions
(Figure 7.4a and d). In addition, divergence associated with the South Atlantic Anticyclone is
evident over the west coast, the southern portion of the subcontinent and the south-eastern
Atlantic Ocean (Figure 7.4a and d). The magnitude of divergence over the west coast is fairly
high (Figure 7.4a and d), as a result of subsidence and anticyclonic conditions. The easterly
wave over the land, evident in the sea level pressure field (Figure 7.1), is associated with low-
level convergence to the east of the trough, while ahead of and west of the trough there is
surface divergence (Figure 7.4a and d). These convergence and divergence fields are caused
by the effect of changing the radius of curvature and the conservation of absolute vorticity.
Changes to the divergence field as a consequence of the perturbation could result from a
number of factors, for example kinematic (speed) changes, ageostrophic/agradient versus
geostrophic/gradient flow, and changes in confluence or diffluence. Sometimes one or more
of these effects will be operating and a combination of their relative strengths will determine
the net result, therefore it is not always easy to identify a Asingle factor that is causing a change

in the divergence field.

In the perturbations of the current study, there is an increase in divergence over the south-
eastern Atlantic Ocean in both years (Figure 7.4), presumably associated with Van increase in
intensity of the South Atlantic Anticyclone (Figure 7.1). A divergence anomaly is- also
located over the southern portion of the subcontinent (Figure 7.4¢ and f), which is likely to be
related to increased ridging of the South Atlantic Anticyclone (Figure 7.1). The centre of this
anomaly is positioned further east in 1980 compared to 1985 (Figure 7.4c¢ and f), due to
greater eastward n’dging in 1980 (Figure 7.1). In both years, there is a convergence anomaly
south of the subcontinent, which may be associated with decreases in wind speed. This

anomaly (west of 25°E) in 1980 is located north of the anomaly in 1985 (Figure 7.4¢ and f), in
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Figure 7.4 Horizontal divergence (s™) at the 900 hPa level for the controls of @) 1980 and d) 1985,
and the perturbations of b) 1980 and e) 1985. Maps ¢) and f) show the perturbations minus the
controls in 1980 and 1985 respectively.

relation to the respective positions of the wind speed decreases in each year (Figure 7.2¢
and f). There is also a convergence anomaly on the east coast, in the region of 32°S (Figure
7.4c dnd ), which may be due to a combination of reduced wind speeds (Figure 7.2) and

increased poleward flow (Figure 7.3).

In both years, there is increased divergence over the south-western Indian Ocean north of
30°S (Figure 7.4¢ and f), associated with the increase in sea level pressure (Figure 7.1). This
divergence anomaly extends westwards, over the adjacent land, diminishing the convergence
that is present in the controls (Figure 7.4). West of the divergence anomaly is a region of

increased convergence, near 25°E (Figure 7.4). These changes are associated with the
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previously mentioned narrowing of the easterly wave trough (Figure 7.1). To the west of the
easterly wave trough there is reduced divergence due to a decrease in the intensity of the

trough (Figure 7.1) and a concomitant decrease in wind speeds (Figures 7.2 and 7.3). "

Surface convergence is typically associated with‘ the upward motion of air and unstable
conditions, whereas the converse is true for surface divergence. Therefore, in summary, over
South Africa the changes to the near-surface convergence and divergence fields in response to
the bérturbation suggest that tflere is reduced potential for uplift and precipitation over the
southern and south-western portion of the country, south of about 30°S, and over the north-
eastern regions of the country. Conversely, it appears that there may be an increased potential
for uplift and rainfall over the east coast (near 32°S) and over the central interior between
about 24°S and 28°S. The surface convergence and divergence patterns may, however, not
produce the rainfall result expected if the conditions in the mid/upper troposphere are not
suitable. Precipitation usually occurs when surface convergence is coupled with upper
atmosphere divergence, whereas clear conditions are associated with surface divergence and
uppér atmosphere convergence. In addition to changes in convergence and divergence,
prec1p1tat10n changes may be affected by changes in hurmdlty and moisture fluxes. As such,
~ in the following paragraphs, anomalies at the 500 hPa level will be investigated, as well as

changes to the moisture and temperature fields in response to the perturbation.

At the 500 hPa level, there is an increaSe in the geopotential height field over much of the
analysis window in both years, especially in the region south-west of the subcontinent (Figure
7.5b and d). This increase corresponds to the sea level pressure increase associated with the
southward extension and intensification of the South Atlantic Anticyclone (Figure 7.1), and
as for sea level pressure anomalies, the height changes for 1980 are situated equatorward and
slightly east of the 1985 changes. There is, however, a small decrease in the 500 hPa heights
over the south-western Indian Ocean (Figure 7.5), which v.vasvnot.evident in the sea level -
pressure anomalies (Figure 7.1). These changes in the height field result in a decrease in the
speed of the 500 hPa wind between about 27°S and 45°S and a slight increase in the wind
speed north of this in both years (Figure 7.6¢ and f). The decrease in wind speed south of the
continent was also found in the 900 hPa Wind speed changes, although the upper air decrease
extends further north over the land than do the decreaseis at 900 hPa, which. are largely
restricted to south of the subcontinent (Figures 7.2 and 7. %) There is also an increase in
meridionality south of the- subcontment (Figure 7.6a, b, d and e) which is manifest by

increased equatorward flow in the v-component of the 500 hPa wind (Flgure 7.7). This




173
change is due to a larger increase in pressures over the south-western portion of the analysis

window compared to the south-eastern portion (Figure 7.5).

1980

Figure 7.5 500 hPa heights (m) for the controls of a) 1980 and c¢) 1985, and the perturbations minus
the controls of ) 1980 and d) 1985. Statistically significant differences at the 95% confidence level
have been shaded.

It is clear from the geopotential height and wind fields that the flow at 500 hPa is relatively
zonal over the analysis window and as such there are weaker convergence and divergence
fields (Figure 7.8) compared to those set up near the surface (Figure 7.4) in both the controls
and perturbations. The upper air divergence and convergence patterns differ between the two
years in terms of the controls and the anomalies (perturbation minus control), but the
perturbations exhibit similar regions of convérgence and divergence (Figure 7.8). For
example, in 1980 over the south-eastern Atlantic Ocean there is a relatively large convergence
anomaly, which causes the divergence field in the control to be replaced by a convergence
field in the perturbations (Figure 7.8). Unlike 1980, the control of 1985 already possesses a
convergence field over the south-eastern Atlantic, but in the perturbations this field weakens,
although there is an increase in convergence near to the west coast of South Africa (Figure
7.8). These changes in both years cause the perturbations to exhibit similar strength
convergence fields over the south-eastern Atlantic Ocean (Figure 7.8b and e), which, coupled

with surface divergence (Figure 7.4b and e), should promote subsiding air and stable
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conditions over the Atlantic Ocean in the perturbations. It is interesting to note that if one
compares the upper and near-surface fields for the perturbations over the south-western
Indian Ocean, then it appears that there is divergence at both levels (Figures 7.4 and 7.8).
This suggests that there is weaker subsidence, associated with the high pressure over the
south-western Indian Ocean compared to the south-eastern Atlantic Ocean in the
perturbations. Over the west coast, north of about 30°S, there is an upper air divergence
anomaly in both years (Figure 7.8¢ and f), which, coupled with the surface convergence

anomaly in this region (Figure 7.4c and f), may promote increased uplift and possibly more

Figure 7.6 500 hPa wind direction and speed (m s") for the controls of a) 1980 and d) 1985, and the

perturbations of b) 1980 and e) 1985. Maps c) and f) show the change in wind speed between the
perturbations and the controls in 1980 and 1985 respectively.
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Figure 7.7 Meridional component (v-component) of the 500 hPa wind (m s™) for the controls of a)
1980 and ¢) 1985, and the perturbations minus the controls for ») 1980 and 4) 1985.

rainfall. There is also a divergence anomaly north of 30°S over the eastern half of the land
(Figure 7.8¢ and f) which overlaps with a surface convergence anomaly between about 25°E
and 30°E (Figure 7.4c and f) and may result in increased precipitation in this region in
responsé to the perturbation. Most of the other anomaly patterns of upper air convergence
and divergence are contrasting between the two years. Since the magnitude of the control and
perturbation 500 hPa level convergence and divergence is small relative to near the surface,
these mid-tropospheric fields probably exert a smaller controlling effect on resulting mean
precipitation. On a daily time scale, however, th‘e position of the convérgence and divergence
patterns at the 500 hPa lével may be more variable than the surface patterns, which could
contn'bﬁte to the small seasonal average for. the mid-troposphere. Thus, the results do not
negate the important influence which upper atmosphere convergence and divergence may

play over shorter time scales.

Surface temperature changes in response to the perturbation are small, but there does seem to

be an indication of slightly warmer temperatures over the west coast and cooler temperatures
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Figure 7.8 Horizontal divergence (s™) at the 500 hPa level for the controls of a) 1980 and d) 1985,
and the perturbations of b) 1980 and ¢) 1985. Maps ¢) and f) show the perturbations minus the
controls in 1980 and 1985 respectively.

‘over the east coast in the perturbations (Figure 7.9). There is also a general increase in
temperatures south  of 42°S in both years (Figure 7.9), which may be due to increased
adiabatic warming caused by the increase in pressures in this region (Figures 7.1 and 7.5).
There are also differences in the temperature response between the two years, for exaniple in
1980 there are temperature increases over the western interidr, whereas there are decreases in
1985. The 500 hPa temperature changes (Figure 7.10) largely correspond to the geopotential
height changes (Figure 7.5), such that there is an increase in temperatures over the south-
western half of the analysis window and a decrease over the south-western Indian Ocean and
adjacent land. These anomalies may suggest an increase in subsidence and adiabatic warming

south and south-west of the subcontinent, and an increase in uplift over regions of the Indian
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Ocean and subcontinent, although there is not a corresponding decrease in sea level pressure
in the latter regions. In addition, the 500 hPa temperature decreases may be associated with
an increase in the equatorward movement of the air, evident over much of the analysis
window (Figure 7.7), thus causing cooler air to be advected over the southern portion of the
land. Although the southern section of the analysis window is also associated with increased
equatorward flow, the effects of adiabatic changes, which would cause a temperature

increase, probably override the marginally increased influx of cooler air.

1980 1985

Figure 7.9 Surface temperature (K) for the controls of a) 1980 and ¢) 1985, and the perturbations
minus the controls of ) 1980 and 4) 1985. Statistically significant differences at the 95% confidence
level have been shaded. :

Specific humidity changes in response to the lperturbation are small, both at the surface
' (Figure 7.11) and 500 hPa level (Figure 7.12) énd although there are inconsistencies between
the two years, there are some similarities. At the surface, there are small humidity increas.es
over the tropical Atlantic Ocean and decreases over the south-western Indian Oceah in both
years (Figure 7.11). Over the land there are somé contrasting patterns of change, but both
years show a slight decrease in humidities over the north-eastern portion of the subcontinent.
At the 500 hPa level there is a general decrease in specific humidity over Soﬁth Africa so_uth
of about 25°S, as well as decreases over the adjacent oceans extending down to about 40°S

(Figure 7.12). In both years there are increases in humidity south of 40°S and in certain
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regions of the tropics e.g. the southern Mozambique Channel (Figure 7.12). It is not clear

whether these changes in specific humidity at both levels are climatically significant.

1980 : | 1985
. [of

Fighre 7.10 500 hPa level temperature (K) for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls of b) 1980 and d) 1985. Statlst1cally significant differences at the
95% conﬁdence level have been shaded.

Lastly, the moisture flux at the 700 hPa level has been examined and is shown in Figure 7.13
for the controls and perturbations. The moisture flux essentially reflects the circulation, since
the calculation of the flux involves the wind field being weighted by specific humidity values.
As such, changes in the magnitude of the flux in response to the perturbation (Figure 7.13¢
and f) largely mirrors changes in the speed of the 700 hPa wind (not shown). A westerly
moisture flux in the midlatitudes is partially associated with the polar borders of the
subtropical anticyclones (Peixoto and Oort, 1992). Therefoge, with the southward extension
of the South Atlantic Anficyclone in the present study (Figure 7.1), one might expect a
decrease in the moisture flux in the region where the southern border of the anticyclone is
located in the ccntrols; and an increase in the flux further south. Along with the Wind speed
changes, this may account for some of the flux anomalies south of the subcontinent. In both
years, there is an increase in the moisture flux over South Africa, between about 24°S and
30°S, and a decrease south of this in 1980 (Figure 7.13¢ and j) In 1985 the decrease is

largely restricted to the southern and western portion of the country (Figure 7.13¢ and f). The
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Figure 7.11 Surface specific humidity (g kg") for the controls of @) 1980 and c) 1985, and the
perturbations minus the controls of b) 1980 and d) 1985.

Figure 7.12 500 hPa level specific humidity (g kg™ for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls of b) 1980 and d) 1985.
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difference in the positioning of the anomalies between the two years has the effect of
producing very similar moisture fluxes in the perturbations (Figure 7.13b and e), since the
moisture fluxes in the controls are quite different (Figure 7.13a and d). In the controls, 1930
is associated with larger moisture fluxes over the southern portion of the subcontinent
compared to 1985 (south of about 27°S), but weaker fluxes north of this latitude (Figure
7.13a and d). These results suggest that the sea-ice and SST perturbation has forced the
moisture flux circulation over southern Africa to a more similar state in the perturbation

simulations between the two years than exists between the control simulations of the two

years.

p CONTROL p
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Figure 7.13 The direction and magnitude of the moisture flux (g kg ms™) at the 700 hPa level for
the controls of @) 1980 and d) 1985, and the perturbations of 5) 1980 and ¢) 1985. Maps c¢) and f)

show the change in the magnitude of the moisture flux between the perturbations and the controls in
1980 and 1985 respectively.
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It appears that, in general, the moisture flux anomalies at the 700 hPa level complement the
suggested potential changes in precipitation based on the convergence and divergence.
anomalies at 900 hPa. As previously mentioned, there is a general increase in near-surface
divergence over the southern and south-western portion of the country, south of about 30°S
(Figure 7.4), which is coupled to a general decrease in the 700 hPa moisture flux (Figure
7.13), suggesting a reduced potential for precipitation over this region. On the other hand,
there is a general increase in near-surface convergence between about 24°S and 28°S (Figure
7.4), which is coupled to an increase in the 700 hPa moisture flux (Figure 7.13), suggesting
an increased potential for precipitation over this region. These implied changes to
precipitation over southern Africa, in response to the imposed SST and sea-ice perturbation,

will be tested later in the chapter.

7.3 Twice-Daily Circulation at Sea Level

A Self-Organising Map, described in Chapter 3, is used to classify the twice-daily sea level
pressure data over the southern African window into circulation types, in order to examine
whether there is a difference in the frequency of types simulatéd .by the control and
perturbation experiments. This SOM technique allows a more detailed analysis of the
circulation changes in response to the perturbation than is permitted from the exar'm'nation; of
seasonal mean changes. Non-standardised twice-daily sea level pressure data corresponding
to the 6 'summer controls of 1980 and 1985 (total t=1080) were used to train the SOM. The
SOM comprises 15 nodes (3 in the x-direction and. 5 in the y-direction) in_é rectangular
topology and the weights of the nodes were initialised using linear initialisation. Training
was run for a total of 30000 iterations and the initial learning rate and training radius were set
to 0.05 and three resPéctively. The weights associated with each node of the tfained SOM are

presented on the meta-map in Figure 7.14.

The trained SOM was then separately presented with fwice—daily data associated with the
controls of 1980, the controls of 1985, the perturbations of 1980 and the perturbatibns of
1985. The percentage of time steps which mapped to each node are shown in Figure 7.15 for
the controls and perturbations of each year. The nodes will be referred to by their numbers as
shown on the meta-map (Figure 7.14) and the reader is reminded that the grids portrayed on
Figure 7.15 correspond to the meta-map of nodes, e.g. the top right-hand grid block represents

node number 1.
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Figure 7.14 The meta-map for the SOM showing the 15 nodes (3x5) with their contoured weights.
The weights represent sea level pressure, and values greater than 1018 hPa and less than 1010 hPa
have been shaded.
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Figure 7.15 The percentage of days mapping to each node of the meta-map (Figure 7.14) for the
controls of a) 1980 and d) 1985 and the perturbations of b) 1980 and ¢) 1985. Plots ¢) and f) show
the difference between the controls and perturbations (perturbation minus control) in terms of the
percentage of days mapping to each node in 1980 and 1985 respectively. Plot g) represents the
average between the plots on ¢) and f), i.e. showing the average response between 1980 and 1985.

An examination of the change in the frequency of mappings to each node in response to the
perturbation, suggest that in both years there is a decrease in the representation of the nodes
falling in the lower half of the meta-map and an increase in the representation of the nodes
near the top of the meta-map (Figure 7.15¢, f and g). The distribution of mappings in the
perturbation simulations clearly show a leaning towards node numbers 1 and 3, at the top of
the meta-map, in comparison to the other nodes (Figure 7.15b and ¢). 1980 and 1985 exhibit
a common increase in the representation of node number 1 and a common decrease in the
representation of node number 15 in response to the imposed perturbation (Figure 7.15¢ and
/). These two nodes represent extremes of the synoptic types portrayed. It is evident that as
one moves from the top to the bottom of the meta-map there are a number of changes in the
circulation characteristics of the types, which can be summarised as follows:

Moving from the top to the bottom of the meta-map

¢ the South Atlantic Anticyclone weakens and extends less into the midlatitudes.

e eastward ridging of the South Atlantic Anticyclone decreases.

e the midlatitude westerly wave intensifies and extends further north.

e the tropical easterly wave trough weakens.
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e over the Indian Ocean, circulation associated with the South Indian Anticyclone:becomes
more apparent, while circulation associated with the tropical easterly wave becomes less.

apparent.

Related to the last point, the high pressures over the south-western Indian Ocean for the nodes
at the top of the meta-map, appear to be associated with the eastward extension and ridging of
the South Atlantic Anticyclone into the Indian Ocean region, rather than being associated
with the South Indian Anticyclone. The above list essentially describes the characteristics of
those types which experience a reduction in representation in response to the perturbation,
since there is a decrease in representation of the types at the bottom of the meta-map (Figure
7.15g). The perturbation therefore favours those circulation types (e.g. nodes 1., 2 and 3)
which exhibit a strong and dominant South Atlantic Anticyclone which extends fairly far
south and displaces the midlatitude westerly wave (Figure 7.14). The high pressure shows a
strong tendency to ridge eastward and to the south of the continent, with extended ridging
into the Indian Ocean. A ridging anticyclone is usually associated with clear and hot weather
over the South Western Cape region, often with strong south easterly winds, therefore an
increase in ridging could cause an increase in aridity over this region. In contrast, it can also
cause uplift and possible rainfall over the eastern and plateau regions of South Africa, due to
aléor.nb_ination of weakening inland ‘pressure gradients, changing curvature of the flow and

mesoscale orographic forcing (Preston-Whyte and Tyson, 1988).

The circulation types which are favoured also exhibit sea ljevel circulation patterns over the
south-western Indian Ocean which are more characteristic of the tropical easterly wave than
the closed cell of a predominant South Indian Anticyclone, suggesting that the centre of South
Indian Anticyclone may be located further east in the synoptic types that are favoured.. In
terms of the easterly wave circulation, the synoptic types near the top of the meta-map
possess lower pressures in the northern-most tropical zone of the analysis window, in
comparison to the nodes closer to the bottom of the meta-map. This, .togétherwith the
westerly wave and anticyclone changes, suggest thaf the circulation patterns are shifted
southwards in the types that experience increased representation compared to those that
experience decreased representation. The frequency changes also suggest that circulation
types with deeper easterly wave troughs may be favoured over those with weaker troughs
(Figures 7.14 and 7.15). This has implications for rajnfall,: since easterly waves are a major
sQ_ufqe of summer precipitation over the interior and eastern regions of South Africa. It has

also been recognised that it is largely the occurrence of these rains that distinguish abnormally
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- wet years from dry years (Preston-Whyte and Tyson,.1988). The potential decrease in
pressures over the northern section of the analysis window in response to the perturbation,
including the deepening of the easterly wave trough, is not evident in the seasonal mean

change (Figure 7.1), which instead suggests a small pressure increase over the region.

The change in the frequency of synoptic types simulated in the perturbations compared to the
control simulations will be used to interpret the precipitation anomalies that are determined in

the following section.

7.4 Precipitation Changes

In the downscaling procedure, described in Chapter 3, an artificial neural network (ANN) is
used to obtain a relationship between a set of atmospheric predictors and local-scale
precipftation. The atmospheric predictors comprise geopotential heights, temperature and
specific humidity at the 500 and 700 hPa levels, as well as surface specific humidity. A lag
(36 hours) and a lead (12 hours) of these variables are also included, together with the

synoptic state indices derived from the SOM procedure (refer to Chapter 3).

During the training procedure, the ANN derives a relationship between the input
.NCEP/NCAR assimilation atmospheric predictors (interpolated to the GENESIS GCM T31
grid) and the target CCWR area averaged precipitation station data (presented on a 0.5° grid).
The training has been performed using twice-daily data from the summer months (DJF) in the
period extending from January 1980 to December 1988. Training has been executed
separately for each target grid cell, but has only been performed for those grid cells for which
there is sufficient target precipitation data from the CCWR data set. It was decided that if a
grid point had less than 365 days of precipitation data in the extracted summer months, then
there was too much missing data for a meaningful training process and the grid point was
discarded from the analysis. For this reason, the precipitation results extend over a much
smaller region of the subcontinent, essentially only portions of South Africa, compared to the

results from the other atmospheric variables shown in this chapter.

The maps on Figure 7.16 are an indication of the validity of the downscaling procedure and
show the difference between the downscaled precipitation derived from the NCEP/NCAR
reanalysis atmospheric predictors and the actual recorded precipitation from the CCWR area
averaged station data set. It is clear that the downscaled precipitation is an accurate

representation of the observed pattern of precipitation, although the downscaling procedure
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does show a tendency to derive too much precipitation, espeéially over the north-east coast of-
South Africa (south of Swaziland). In most regions there is less than a 0.6 mm day’
difference between the downscaled and actual precipitation. Thus, in terms of the seasonal
mean, the ANN downscaling functions are capable of adequately reproducing observed

precipitation and may be deemed valid for use with the GCM data.

@ OBSERVED (CCWR)

b ' DOWNSCALED (NCEP)

‘V}k%.

188 20E 228 24 28E 28E 308

Figure 7.16 The a) observed CCWR area averaged precipitation: statlon data, the b) precipitation data
downscaled from the NCEP/NCAR reanalysis atmosphenc predlctor variables, and the ¢) downscaled

precipitation minus the observed precipitation (b minus c), for: DIF and averaged over the period
1980 to 1988. Precipitation is given in mm day.




187
The same atmosphéric predictor variables, mentioned above, have been extracted from the
1980 and 1985 control and perturbaticn simulation data from the GENESIS GCM and
applied to the trained ANN in order to derive precipitation. The twice-daily data from the
three replicates associated with each time period have been concatenated together for the
control and perturbation of 1980 and 1985 respectively to produce the input data for the
ANN. Figure 7.17 shows the summer (DJF) seasonal average (calculated for the period of
1980 to 1988) of CCWR observed precipitation (also shown in Figure 7.16a) and the 1980

CCWR SEASONAL AVERAGE (1880-88)
a DJF

T | I
GCM GRID CELL PRECIPITATION i
b " 1880 d 1985

VEE 20¢ € 2 et 2 3%E M

GCM DOWNSCALED PRECIPITATION

Figure 7.17 The a) seasonally averaged observed-CCWR precipitation (identical to Figure 7.16a),
the GCM control simulation grid cell precipitation output by the model in the summers of b) 1980
and d) 1985 respectively, and the GCM control simulation dowr:scaled precxpltatlon for the summers
of ¢) 1980 and e) 1985 respectively. Precipitation is given in mm day™.



188
and 1985 control simulation summer grid cell precipitation output by the model, as well as
the downscaled precipitation derived from the GCM atmospheric predictor variables. It is
clear that the)pattern and magnitude of the GCM downscaled precipitation (Figure 7.17¢ and
¢) is very similar to what is observed (Figure 7.17a) and is a vast improvement over the GCM
grid cell precipitation (Figure 7.17b and d). The GCM grid cell precipitation does not capture
the detailed spatial patterns and steep gradients observed over South Africa and the
magnitude of precipitation is too large in the model (Figure 7.17a, b and d). In contrast, the
downscaled precipitation derived from the atmospheric predictor variables from the model is
much more realistic (Figure 7.17a, ¢ and ¢). It does appear, however, that the magnitude of
GCM downscaled precipitation is generally slightly larger than the CCWR observed
precipitation (Figure 7.17a). Although an artifact of the downscaling procedure is to produce
slightly wetter conditions than observed (refer to the above paragraph), the magnitude of
GCM downscaled precipitation also appears to be slightly larger than the downscaled
NCEP/NCAR reanalysis precipitation over the eastern half of the country (Figure 7.16b),
suggesting that the GCM circulation (as defined by the atmospheric predictors) may be biased
so as to produce conditions which are marginally too wet over this region. This precipitation
bias is, however, significantly less than that of the GCM grid cell precipitation (Figure 7.17b
and d). These results highlight the potential use of downscaling as a viable technique to
overcome the inadequacies of GCM precipitation output at the regional scale. For a more
complete discussion on the differences between GENESIS GCM grid cell precipitation and

downscaled precipitation the reader is referred to Hewitson (1998).

Figure 7.18 shows the downscaled precipitation fields for the perturbation simulations, as
well as the difference between the control and perturbation fields. In 1980 and 198S it is
evident that there is a common decrease in precipitation over the north-east coast of South
_ Africa, between about 26°S and 29°S, and an increase in precipitation in the same general
latitude band but over the central region of the country (north-west of Lesotho) (Figure 7.18b
and d). In both cases the precipitation anomalies are small, but one would not have expected
large changes to result from the spatially remote sea-ice and SST perturbation. It is not so
much the magnitude of change which is important, since this will vary based on the size of
the imposed pefturbat;ion, but rather the pattern and cohesiveness of the response and whether

there is a plausible physical explanation for the precipitation changes.

The examination of the near-surface atmospheric fields earlier in this chapter did indeed

suggest that there may be a reduced potential for uplift and rainfall over the north-eastern
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PERTURBATION (DOWNSCALED)

Figure 7.18 The GCM perturbation simulation downscaled precipitation for the summers of a) 1980
and c) 1985 respectively, and the perturbation simulation downscaled precipitation minus the control
simulation downscaled precipitation (see Figure 7.17¢ and ¢) for the summers of b) 1980 and d) 1985
respectively. Precipitation is given in mm day.

regions of the country and an increased potential for uplift and rainfall over the central
interior betwéen about 24°S and 28°S. The changes to the sea level pressure field (Figure
7.1) in response to the perturbation showed an increase in pressure over the north-east coast
of South Africa, manifest by a strengthening of the ridge of the easterly wave. This pressure
change also resulted in a narrowing (from the east) of the easterly wave trough, causing
greater meridionality of the tropical wave over the interior of South Africa in the vicinity of
25°E, thus coinciding with the recorded precipitation increase in both years (Figure 7.18b and
d). Associated with the narrowing of the easterly wave trough, there was an increase in the
northerly component of the wind (Figure 7.3) and increased low level convergence'over the
central interior (Figure 7.4). In an easterly wave, rainfall occurs to the east of the trough line
where surface convergence is strongest and there are winds of a northerly component.
Accompanying upper level divergence is, however, also important for producing sustained

‘and strong vertical uplift of air. - At the 500 hPa level there was increased divergence north of
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30°S over the eastern half of the land in the perturbations (Figure 7.8), which overlaps with ,
the recorded surface convergence anomaly, thus cOrreSPdnding to the increase in precipitation

over the central interior (Figure 7.18b and d).

The precipitation decrease over the north-east coast of South Africa is associated with an
increase in pressure over the south-western Indian Ocean and adjacent land (Figure 7.1). This
pressure change resulted in an increase in near surface divergence over the ocean north of
about 30°S, which extended westwards over the land, diminishing the convergence present in
the controls (Figure 7.4). This divergence anomaly extended further inland in 1985 compared
to 1980 (Figure 7.4), which may account for the more extensive decrease in precipitation over

the eastern regions of South Africa north of 30°S in 1985 (Figure 7.18).

This preliminary study suggests that an Antarctic sea-ice and SST anomaly has the potential
to alter circulation patterns and precipitation over the South African region. The precipitation
changes obtained in the present study are small, but the similar and physically plausible
nature of the response in 1980 and 1985 lends credence to the results, which imply that a
reduction in Antarctic sea-ice extent could cause an increase in summer rainfall over the
central ihten'or, and a decrease in rainfall over the north-east coast of South Africa. A larger
perturbation than that imposed in the present study may elicit a larger precipitation response

over South Africa than is seen in these results.

7.5 Summary

This chapter has considered the atmospheric response to the sea-ice and SST perturbation
over the South African region. The mean response of a number of variables has been
considered, as well as possible changes in the frequency of circulation types simulated over
the region. In order to investigate precipitation changes, the technique of downscaling has
been used. This is an crnpirical process which derives regional precipitation fields (on a 0.5°
grid) from the GCM circulation data over South Africa. The pattern and magnitude of the
GCM downscaled precipitation is very similar to what is observed and is a vast improvement
over the GCM grid cell precipitation output by the model. The results support the use of
downscaled precipitation fields rather than GCM grid cell pfecipitation.

The major findings which are common to both 1980 and 1985 are summarised as follows:
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In response to the Antarctic sea-ice reduction and warming of the ice-free waters there is

a southward extension and intensification of the South Atlantic and South Indian

Anticyclones.

an increase in the representation of days with a strong and dominant South Atlantic

Anticyclone which extends fairly far south and displaces the midlatitude westerly wave.

‘As such, there are fewer days with a deep midlatitude westerly wave over the analysis

window.

a narrowing of the easterly wave trough over the interior of the country, producing greater

meridionality of the flow in the region around 25°E.

an increase in near surface divergence over the south-eastern Atlantic Ocean, southern
portion of the country (generally south of 30°S) and Indian Ocean north of 30°S. The

divergence anomaly over the Indian Ocean extends westwards over the land, diminishing

- the surface convergence present in the controls over the north-east coast of South Africa.

‘an increase in near surface convergence over the central interior of the country (around

25°E) north of 30°S.

an increase in the 700 hPa moisture flux between 24°S and 30°S and a decrease in the
flux over the southern and western portion of South Africa. The perturbation appears to
have forced the moisture flux circulation over southern Africa to a more similar state in
the perturbation simulations between 1980 and 1985 than exists between the control

simulations of the two years.

“an increase in summer rainfall over the central interior of South Africa (around 25°E and

between about 26°S and 29°S), which appears to be associated with the narrowing of the

easterly wave trough and increase in near surface convergence.

a decrease in summer rainfall over the north-east coast of South Africa (between about
26°S and 29°S), which may be associated with the increase in pressure and near surface

divergence over the south-western Indian Ocean region and adjacent land.



CHAPTER 8§

The Winter Response over the Southern Hemisphere

8.1 Introduction

The previous two chapters have dealt with the impact of the sea-ice and SST perturbations in
the summer months. The current and following chapters will consider the response during
the winter months and will assume a similar structure to the previous chapters. Comparisons
will be made with the summer season results and hypotheses based on observed data, as well
as with other modelling studies. As has been mentioned in the introduction chapter, there are
a number of differences between previous modelling studies and the current study, including
the magnitude and positioning of the imposed sea-ice anomalies, the physics,
parameterisations and resolution of the GCMs used, and the nature of the simulations
performed. Nonetheless, comparisons are useful for identifying potentially robust responses

to sea-ice reductions.

Chapter 5 described the control and perturbation sea-ice and SST data sets that have been
ﬁsed for the 1980 and 1985 winter perturbations. It is clear that the control sea-ice for 1985 is
less extensive than 1980, thus the perturbations that have been imposed are situated slightly
closer to the pole in 1985 (Figures 5.13 and 5.14). In both years, the largest sea-ice
perturbation is found in the Weddell Sea sector, extending from about 60°W to 30°E (Figures
5.13 and 5.14). There is also a fairly large sea-ice perturbation in the Ross Sea sector in May
1985 (Figure 5.13). The perturbations are found between 60°S and 70°S, although they
extend slightly north of 60°S in the Weddell Sea sector towards the end of winter (Figure
5.13). The largest SST perturbations are found in the Weddell Sea, western Indian and Ross
Sea sectors (Figure 5.16). The SST perturbations in the Ross Sea sector in 1980 are
positioned north and north-east of the Ross Sea, whereas in 1985 the perturbations include a
more significant perturbation west of the Ross. Sea than is seen for 1980. In the Weddell and
western Indian sectors, the SST perturbations extend as far north as 45°S, while in most of
the other sectors the anomalies lie between 50°S and 65°S (Figure 5.16). The difference
between the two years in the positioning of these imposed sea-ice extent and SST anomalies

is important in the ensuing discussion of the atmospheric response.
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This chapter will demonstrate that there are quite frequently contrasting patterns of -change
between the winters of 1980 and 1985 in response to the}imposed perturbations. This is
especially true of the zonal mean plots, and it will be shown that to a large.degree the
longitude specific nature of the response causes the misleading averages. There are, however,
also differences between the two years in terms of the two-dimensional field pattems.of
change. These differences will be shown to be related to differences in the magnitude and
positioning of the sea-ice and SST perturbations, as well as differences in the positions of
. circulatory features in the control simulations of the two years. In terms of the latter point,
there is often a common response between the two years where upon first examination there
does not seem to be, since the anomalies are positioned relative to the location of the specific
features in the control simulation of each year. Many of the contrasting results between 1980
and 1985 may also be a result of the inherently high variability of the atmosphere in middle to
high latitudes during winfer. The response to the sea-ice and SST penurbatién is stronger in
the winter season compared to the summer season in terms of the surface temperature, and
latent and sensible heat flux increases in the regions of the sea-ice perturbation. However, in
general, the overall atmospheric response in winter is less zonally uniform, and is not as

consistent between the two years compared to summer.

It will be shown that the sea-ice and SST perturbation causes an increase in pressure between
30°S and 55°S “over the Australian and New Zealand sector, and a southward ‘shift of ithe
pressurer syé-tems_ in this region. In confrast, in this zone over the Atlantic Ocean there is a
decrease in pressure and a northward shift of the préssuré systems. Many of the induced
pressure changes will be shown to be related to changes in the 500 hPa planetary long waves.
In response to the perturbation, wave number 1 decreases in amplitude, whereas wave number
3 increases in amplitude. The phase of wave number 3 shifts in the perturbations in both
yéars such that one of the troughs becomes positioned over the western Atlantic (near the
Weddell Sea), coincident with the sector of the largest sea-ice anomalies. It will be suggested
that the phase change of wave number 3 is responsible for increased blocking in the region of
Australia and New Zealand. In addition, the perturbation appears to cause a general increase
in cyclone densities near 60°S and a de_crease north of this, around 50°S, but there is a fair
degree of longitudihal variation. In the following sections, the results will be presented and
discussed in terms of the vertical cross sections and z_bnal averages, as well as the two-
dirhensional field response and the changes'to the 500 hPa planetary waves and twice-daily

circulation. The chapter also includes a brief comparison of the results between the summer

and winter seasons.
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8.2 Cross Sections

8.2.1 Temperature
Below 700 hPa, the zonally averaged temperature response is fairly similar between the two
years. In both years there is a temperature increase near 65°S (Figure 8.1), which is likely to
be the result of a modification of heat fluxes from the ice and SST manipulations. The
response at this latitude for 1985 is stronger than 1980, with zonally averaged temperature
increases ranging from 1 K near the surface to about 0.6 K at 700 hPa in 1985, in contrast
with increases ranging from 0.8 K near the surface to virtually no change at 700 hPa in 1980

(Figure 8.1). Therefore, at high latitudes the temperature increase for 1980 is constrained

1980 _ 1985
CONTROL
a d

100

2004

100 —

200

300

400

Figure 8.1 Vertical cross sections (y-axis denotes the pressure level in hPa) of the zonally averaged
temperature (K) for the a) control and b) perturbation of 1980, and the d) control and e) perturbation
of 1985. Temperatures in a, b, d and e which are greater than 280 K and less than 220 K have been
shaded. Maps c¢) and f) show the plots of the perturbation field minus the control field for 1980 and
1985 respectively. Decreases in temperatu:e have been shaded.
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to below 700 hPa, whereas in 1985 the increase extends into the mid-troposphere.- There are
also larger surface temperature increases between 40°S and j50°S in 1985 compared to 1980,
and there is a large temperature increase between 70°S and 80°S in 1985.

The near-surface winter temperature increase in response to the perturbation is larger than the
change obtained for summer (Figure 6.1). In contrast to summer, the important mechanism
causing the increase in winter is the modification of heat fluxes, rather than the ice-albedo
feedback. The low ihtensity and oblique angle of insolation diminishes the influence of the

surface albedo changes during winter (Raymo et al., 1990). -

8.2.2 Vertical Velocity ;

The largest vertical velocity anomalies are the regions of increased ascent fou_nd between
57°S and 68°S in 1980 and between 68°S and 80°S in 1985 (Figure 8.2). These regions
correspond to the regions of largest surface temperature increase (Figure 8.1). The case ‘for
1985 is confusing, since we would also expect increased ascent between 60°S and 70°S,
coincident with the surface temperature increase. However, the region of increased ascent
between 68°S and 80°S, associated with the largest surfacé temperature increase, may have
overridden this effect, causing increased subsidence at neighbouring latitudes. There is also
increased ascent between 55°S and 62°S, associated with surface temperature increases,
which may also contribute to increased descent between 60°S and 70°S (Figure 8.1 and 8.2).
Differences in the pattern of the surface temperature resporise between the two years (Figure
8.1) have contributed to differing pattéms of ;/ertical velocity anomalies. On average thoﬁgh,
the region between 40°S and 65°S, coinciding with the rising limb of the Ferrel Cell, appears
to be dominated by increased uplift in both years. In contraét, if one examines the descending
limb of the Hadley Cell, between the equator and about '37°S, then in both years there is
decreased subsidence between about.0°S and 15°S and, in general, increased subsidence iﬁ

the southern portion of the cell. The zonally averaged vert1ca1 ve1001ty anomalies are of the

same order of magmtude as those obtained for summer.
8.2.3 Zonal Wind i

As expected for winter, the jet stream is strongest at the 200 hPa level near 35°S (Figure 8.3a
and d), in contrast to summer where it was strongest near 45°S (Figure 6.3a and d). In
respornse to the perturbation there are opposing patterris of change in the zonal wind speed for

the two years (Figure 8.3). South of 35°S, 1980 shows wind speed increases, whereas 1985
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shows wind speed decreases. However, 1985 does simulate a wind speed increase below the
600 hPa level between 50°S and 60°S, which corresponds to the result for 1980 (Figure 8.3).

Increases in wind speed at the 200 hPa level occur near 42°S in 1980 and near 32°S in 1985.

CONTROL

Figure 8.2 Vertical cross sections (y-axis denotes the pressure level in hPa) of the zonally averaged
vertical velocities (Pa s) for the a) control and b) perturbation of 1980, and the d) control and )
perturbation of 1985. Vertical velocities in a, b, d and e which are greater than 0.005 Pa s and less
than -0.005 Pa s™ have been shaded. Maps ¢) and f) show the plots of the perturbation field minus the
control field for 1980 and 1985 respectively. Decreases in vertical velocity have been shaded.
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Figure 8.3 Vertical cross sections (y-axis denotes the pressure level in hPa) of the zonally averaged
u-component of the wind speed (m s7) for the a) control and b) perturbation of 1980, and the d)
control and e) perturbation of 1985. Wind speeds in a, b, d and e which are greater than 30 ms™ and
less than 0 ms™' (i.e. easterlies) have been shaded. Maps ¢) and f) show the plots of the perturbation

field minus the control field for 1980 and 1985 respectively. Decreases in wind speed have been
shaded. '

8.2.4 Specific Humidity

Both years display an increase in specific hunﬂdity between 40°S and 70°S in the lower
troposphere (Figure 8.4). The increase is larger for 1985 and extends beyond the 700 hPa
level. This increase is partly a response to the exposure of oceanic regions in the perturbation
simulations, which were covered in ice in the controls, thus providing an additional moisture
source. There is a general decrease in specific humidity between 20°S and 40°S and an

increase further north in both years (Figure 8.4). Most of the changes in specific humidity are
restricted to below the 500 hPa level.
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1980 ' 1985
CONTROL
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Figure 8.4 Vertical cross sections (y-axis denotes the pressure level in hPa) of the zonally averaged
specific humidity (g kg™") for the a) control and b) perturbation of 1980, and the d) control and e)
perturbation of 1985. Humidities in @, b, d and e which are greater than 6 g kg have been shaded..
Maps c) and f) show the plots of the perturbation field minus the control field for 1980 and 1985
respectively. Decreases in specific humidity have been shaded.

It is clear from the discussion of the four variables _in the above sub-sections, that there are
quite frequently conflicting patterns of change between the two years. Based on the results
obtained for the summer ‘season, it may be that the azonal nature of response is producing a
misleading representation of the change in terms of zonal averages. In other words, there may
be both increases and decreases in a certain variable around a latitude circle, which would
produce aﬁ ambiguous zonal dverage. Clearly, the results need to be investigated further in

terms of the spatial patterns, in order to identify changes that may be longifude specific. The
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following section considers the zonally averaged response of certain variables, averaged over

the sectors outlined in Chapter 6 and shown in Figure 6.5.

8.3 Zonal Averages

8.3.1 Surface Air Temperature

In résponse to the perturbation, surface air temperature, averaged over all longitudes (Figures
8.5¢ and 8.6g), increases in both years, especially at 62°S in 1980 and at 65°S in 1985. For
1980, the temperature increase is about 1.6 K, whereas it is slightly larger in 1985, being near
2 K (although with a larger standard deviation than 1980) (Figures 8.5g and 8.6g). The
corresponding increases for the summer. season (Figures 6.6g and 6.7g) were about 0.5 K,
thus indicating a smaller response than in winter. The largest temperature increase (~2.5°) in
both years is found in the western Indian sector (0° to 90°E), since this corresponds to the |
region of the largest sea-ice perturbation, especially near the Greenwich Meridian (Figure
5.14). This increase peak—s'near 62°S in both years, but there are larger temperature increases
south of this (65°S - 70°S) in 1985 compared to 1980 (Figures 8.5b and 8.6b). This may be
because the imposed sea-ice anomalies in 1985 extend closer to the pole (Figure 5.14). Large
sea-ice anomalies have also been imposed in the Weddell Sea sector (60°W to 0°) in both
years, and as such there are large surface temperature increases cenﬁed around 62°S in this
' region (Figures 8.5f and 8.6f). The standard deviations of the increase in this sector are,

however, larger than those obtained for the western Indian sector.

There are clear differences between 1980 and 1985 in terms of the temperature response in
the Ross Sea sector (160°E to 130°W)_ (Figures 8.5d and 8.6d). In 1980, there is a small
temperature increase recorded near 60°S, but this drops off rapidly to the north and south and
is associated with large standard deviations (Figure 8.5d). In contrast, in 1985 there is a
definitive temperature increase, of up to about 2.5 K near 65°S (Figure 8.6d). This dispérity
is related to differences in the sea-ice perturb'ations between the two years, since there is a
larger ice anomaly in the Ross Sea sector in 1985 compared to 1980, especially in the area
just west and east of the sea (Figure 5.14). The sea-ice perturbation to the west of the Ross
Sea lies close to the bbundary of Antarctica, and therefore accounts for the large temperature

increases that are recorded near 70°S (Figure 8.6d).

The surface temperature changes obtained are much smaller than those from other modelling

studies investigating the effects of reduced winter Antarctic sea-ice extent, which reported
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temperature increases in the vicinity of the ice removal of about 10° to 20°C (Mitchell and
Hills, 1986; Simmonds and Dix, 1987; Mitchell and Senior, 1989). This is not surprising,
since the experiments of Mitchell and Hills (1986), Simmonds and Dix (1987) and Mitchell
and Senior (1989) made use of considerably larger sea-ice perturbations than the present
study, éither removing all winter sea-ice (Simmonds and Dix, 1987) or removing all sea-ice
equatorward of 66°S (Mitchell and Hills, 1986) or 67.5°S (Mitchell and Senior, 1989). In
addition, the temperature increases in the present study are more widespread than in the other
studies, in that the increase extends slightly further northward. This is due to the
manipulation, and hence increase of SSTs in and around the sea-ice zone in the present study
(refer to Chapter 5). In the other modelling studies, where the sea-ice was removed it was
replaced with water at 0°C (Mitchéll and Hills, 1986; Simmonds and Dix, 1987) or -1.8°C
(Mitchell and Senior, 1989). -

8.3.2 Sensible Heat Flux

In the controls, the winter sensible heat flux reaches a maximum of about 25 W m near 58°S
in both years (Figures 8.7a and 8.8a). The general effect of reducing sea-ice limits is to
increase the surface sensible heat flux in the region of the ice removal in both years (Figures
8.7g and 8.8g), thus shifting the control peak of sensible heat flux slightly southwards. As for
surface air temperature, the sensible heat flux increases are centred around 62°S in 1980 and
65°S in 1985 (Figures 8.7g and 8.8g). The hemispheric average increase for both years is
between 4 and 5 W m™> , which is much larger and more conclusive than the change recorded
for the summer season (Figures 6.8 and 6.9). Unlike the surface air temperature increases,
which extend north of 60°S (Figures 8.5 and 8.6), the increasés in sensible heat flux are -
largely restricted to between 60°S and 70°S and in some sectors, for example the western
Indian sector, there is actually a reduction in the fluk north of 60°S (~40°S - 60°S) (Figures
8.7 and 8.8). This may be explained by anomalous warm air from the sea-ice reduction
between 60°S and 70°S being advected northwards, and being warmér than the SSTs over
which it flows, thus causing an anomalous downward flux of heat. In addition, zones of
sensible heat flux decrease may be associated with surface air temperature increases in

response to adiabatic changes.

The sensible heat flux increase associated with the sea-ice removal can be seen in all the
sectors except for the eastern Indian sector in 1980 and the Ross Sea sector in 1985 (Figures

8.7 and 8.8). In both of these regions, there must be processes operating which result in
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warmer air temperatures compared to surface temperatures, thus promoting zero or negative

sensible heat flux anomalies. Examples of such processes include adiabatic changes and

advcctibn of heat.

Mitchell and HlllS (1986) and Mitchell and Senior (1989) also examined the change in
sensible heat flux in response to reductions of winter sea-ice extent. They too obtained an
increase in the sensible heat flux in the zone from which sea-ice was removed, as well as
finding the flux decrease in adjacent latitudes to the north (~40°S to 60°S). However, the
changc§ they obtained are orders of magnitude larger than those obtained for the present
study. Mitchell and Hills (1986) found an increase of about 150 W m? and Mitchell and

Senior (1989) found an increase of about 50 W m™.

This difference may be due to a
combination of the larger surface temperafure increases obtained in their studies, as well as to
improvements in the resolution and formulation of boundéry layer processes in the model
used in the present study compared to the other two studies. The GCM which Mitchell and
Hills (1986) hsed only had 5 vertical levels in total, and the control sensible heat flux was
overestimated (peak value of about 80 W m™?). Mitchell and Senior (1989) used an 11 layer
GéM and obtained boAthA smaller control flux values (peaking at about 35 W m?) and
penurbatlon anomalies than did Mitchell and Hills (1986). This suggests that increased

resoluuon and perhaps 1mproved model] physics, may produce a more reahsnc and smaller

scnsxblc heat flux anomaly than was obtained in the above two studles

833 Latent”Heaz Flux ‘ |

Latent heat fluxes peak at about 150 W m“2 near 13°S, and deAcrcaseAtowards the pole, wiﬂth:a
flux of aboui 35 W m at 60°S in both years (Figures 8.9a and 8.10a). Iﬁ ‘rcéponse to the sea-
ice pgﬁurbation in 1980 and- 1985, there is an éverage increase in the latent heat flux of about
6 fo 8 W m™? near 60°S (Figureé 8.9 and 8.10). This increase is most prominent in the
western Indian, eastern Pacific and Weddell Sea sectors in both the years, and can be
attributed to the removal of sea-ice providing an additional moisture source for evaporatién,
and té the increase in SSTs, which raises the saturation vapour pressure at the surface and
increases the potential for evaporation. The changes in the latenf heat flux north of 60°S are
largely ambigﬁdt‘xs, do not always coﬁespond between the two years and are associated with
large standard deviations (Figures 8.9 aqd 8.10). ’In cbmpaliison to winter, the summer latent

heat flux increases were much smaller, generally not exceeding 4 W m™ (Figures 6.10 and
6.11). - | B |
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Once again, the flux changes obtained by Mitchell and Hills (1986) and Mitchell and Senior
(1989), which were approximately 35 W m?, are larger than the present study. It is

reasonable that this is because the rise in surface temperature was larger in their experiments.

8.3.4 Sea Level Pressure

Figures 8.11 and 8.12 show the sea level pressure changes in response to the perturbation in
1980 and 1985 respectively. It is clear that there are large standard deviations associated with
the anomalies in all the sectors for both years and the results are largely inconclusive. This
suggests that either there is no clear response in sea level pressure to the perturbation and the
changes that are seen in the zonal plots merely represent natural variability, or, the sea level
pressure response is longitudinally specific, and there may be changes of opposite sign within
a given sector along a latitude circle. Slight variations in the positioning of sea level pressure
anomalies between the two years can also exaggerate the differences between the years in
terms of the zonally averaged plots, especially if the anomalies straddle sector boundaries.
Thus, no conclusions can be made regarding the sea level pressure changes until the two-

dimensional spatial pattern of anomalies has been examined.

8.3.5 500 hPa Wind |

The same problem that was observed for sea level pressure, is found for the 500 hPa wind.
The changes are generally associated with large standard deviations, and the contrasting
patterns of change between sectors highlight the longitudinally specific nature of the response
(Figures 8.13 and 8.14). For example, in the eastern Indian sector in both years there appears
to bé an increase in wind speeds near 50°S and 60°S, and a decrease in wind speeds further
north (Figures 8.13 and 8.14). In contrast, in the eastern Pacific sector there is a decrease in
wind.speeds near 60°S and an increase near 40°S in both years (Figures 8.13 and 8.14).
Incidentally, in both of these sectors, the 1985 response is situated slightly south of the 1980

response, and this may be related to the less extensive sea-ice in 1985 compared to 1980.

It is clear that as for sea level pressure, the nature of the wind speed changes will have to be
examined in enhanced spatial detail. The following section examines the geographical
distribution of these and other anomalies, as was done for the summer season results. There
are four primary sub-sections which consider the response of the atmosphere in terms of a)
témperature and pressure, b) the 500 hPa wind, ¢) midlatitude cyclones and storm tracks, and

d) moisture.
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8.4 Two-Dimensional Field Response

For many of the variables examined in this section, there; are a number of positive and
negative anomalies in response to the perturbation, for which causes could be speculated. It
is beyond the scope of this thesis to address all of these detailed changes, therefore only what

are perceived to be the major and interesting changes are considered.

8.4.1 Temperature and Pressure

84.1.1 MResults '

The effect of reducing sea-ice limits and increasing SSTs around Antarctica is to increase
surface air temperatures in the general region between _;50°S ‘and 70°S (Figure 8.15).
Associated with the asymmetry of sea-ice and SSTs about the pole, the increase extends
further north over the Atlantic and western Indian portion of the hemisphere compared to the
western Pacific regiotl. This can also be seen in the previously shown zonal plots of surface
air temperature change (Figures 8.5 and 8.6), where the temperature increase extends beyond
50°S in the Weddell Sea and western Indian sectors, but ortly just beyond 60°S in the Ross
Sea sector. The temperature increases between 60°S and 70°S are largely due to the imposed
sea-ice anomalies, whereas the increases between 50°S and 60°S may be related to the SST
1ncreases The largest and most consistent increase in surface temperature between the two
’ years is found in the south Atlantic region (Flgure 8.15). Th1s sector expenences the largest
sea-ice and, SST perturbatlon in both years (Figures 5.14 and 5.16). The increases between
60°S and 70°S in 1985 over this region are positioned slightly south of those in 1980 (Figure :
8.15), which is related to the southward positioning of- the sea-ice anomaiies in 1985
compared to 1980 (Figure 5.14). In the Ross Sea sector, the temperature increase is larger in
1985 compared to 1980 (Figure 8.15), which may be due to the larger sea-ice anomalies in

this region in 1985, especially just upstream and downstream of the sea (Figure 5.14b).

The zonally averaged results showed that the effect of redut:ing sea-ice limits and increasing
- surface temperatures between 60°S and 70°S, was to increase the surface sensible heat: flux.
One might expect that an increase in the turbulent fluxes of sensible heat should produce
local reductions in sea level pressure associated with increas‘ed ascent. .- As such, in both years
there are regions of significant sea level pressure decreasef-between 60°S and 70°S (Figure
8.16). The exact positions. of the decreases do not exactly coincide between the two years,

but this is to be expected since the years are characterised by different sea-ice extents and
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Figure 8.15 Surface temperature (K) for the controls of a) 1980 and ¢) 1985, and the perturbations
minus the controls for b) 1980 and 4) 1985. Statistically significant differences at the 95%
confidence level have been shaded. Negative anomalies in b) and d) are depicted as dotted contours.

control sea level pressure patterns (Figure 8.16a and c), hence the dynamics are slightly
different. Nonetheless, south of 50°S, both years show decreases in pressure over portions of
the south Atlantic, south (1985) and south-west (1980) of New Zealand and over the south-
eastern Pacific (Figure 8.16). These decreases in pressure extend to the 500 hPa level, but are
positioned slightly west of the sea level pressure decreases (Figure 8.17). This indicates
increased uplift in these regions, and as such there are corresponding patterns of 500 hPa

temperature decrease due to adiabatic expansion (Figure 8.18).
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Figure 8.16 Sea level pressure (hPa) for the controls of @) 1980 and ¢) 1985, and the perturbations
minus the controls for b) 1980 and d) 1985. Statistically significant differences at the 95%
confidence level have been shaded. Negative anomalies in b) and d) are depicted as dotted contours.

The sea level pressure reductions over the south Atlantic and south-east Pacific are zonally
more expansive than the other high latitude reductions and extend northwards of 50°S in both
years (Figure 8.16). These pressure patterns may be responsible for producing the surface air
temperature increases that are seen in the South African and South American sectors north of
50°S (Figure 8.15), such that there is northward advection of anomalously warm high latitude
air on the western side of the anomalous low pressure troughs. The temperature increase in
the South African sector may also be associated with increased subsidence, since portions of

the anomaly are located in regions of sea level pressure (Figure 8.16) and 500 hPa height



217

Figure 8.17 500 hPa geopotential heights (m) for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls for b) 1980 and d) 1985. Statistically significant differences at the
95% confidence level have been shaded. Negative anomalies in b) and d) are depicted as dotted
contours. » :

increases (Figure 8.17). These explanations of the surface air temperature increases in
portions of the western Indian and the eastern Pacific sectors substantiate the results found for
the sensible heat fluxes (Figures 8.7 and 8.8). In both years in these two sectors the sensible
heat flux north of 60°S is reduced (Figure 8.7 and 8.8), which indicates that processes such as
advection or adiabatic warming are causing the air temperature to be higher than the surface

temperature.
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Figure 8.18 500 hPa level temperature (K) for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls for ) 1980 and d) 1985. Statistically significant differences at the
95% confidence level have been shaded. Negative anomalies in b) and d) are depicted as dotted
contours. :

Theré are also significant high latitude increases in pressure over the Antarctic Peninsula and
near the dateline (~180°E in 1980 and ~160°W in 1985) in botl; _yéars (Figure 8.16). These
are associated with corresponding 500 hPa height (Figure 8.17) and temperature (Figure 8.18)
increases, indicating increased subsidence in these regions. It is also important to note that
these pressure increases may be responsible for the surface temperature increases in these
regions due to increased adiabatic warming (Figure 8.15). The increases in pressure may be
compensating for increased uplift at nei ghboﬁring longitudes. The pressure increases are also

located where the imposed changes in sea-ice extent were small (Figure 5.14). These results
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indicate that not all the surface air temperature increases around Antarctica may be caused

directly from the sea-ice reduction.

There are a number of other similarities between the two years in terms of the pressure
response, both at sea level (Figure 8.16) and the 500 hPa level (Figure 8.17). There is an
increase in pressure in the Australian/New Zealand sector between 30°S and 55°S in both
years (Figure 8.16 and 8.17), which may be related to increased blocking. This assertion will
be further examined in the section concerning midlatitude cyclones. There is also a common
decrease in pressure over the eastern Pacific (70°W to 150°W) in both 1980 and 1985
between about 40°S and 60°S, as well as a compensating increase in pressure north of this
region (Figures 8.16 and 8.17). East of South America, over the Atlantic, there is a decrease
in pressure between 30°S and 50°S, although the primary decrease in sea level pressure in
1980 is located north of the major decrease in 1985 (Figure 8.16 and 8.17). This may be
because the increased subsidence over the Antarctic Peninsula extends further north in 1980
compared to 1985 (Figure 8.16). The pressure response over the Atlantic may be positioned
further north in 1980 compared to 1985 due to more expansive sea-ice in 1980 (Figure 5.14).
In addition, in the seasonally averaged control sea level pressure field (Figure 8.16a and c¢),
the pressures in the circumpolar trough near the Weddell Sea extend further north in 1980
compared to 1985. For example, near 30°W the 995 hPa isobar extends to about 52°S-in
1980, but only to about 62°S in 1985. '

An interesting trans-hemispheric pattern which is prominent in both years between 30°S and
50°S is the negative pressure anomaly over the Atlantic Ocean and the positive pressure
anomaly over the region encompassing Australia and New Zealand (Figures 8.16 and 8.17).
These contrasting patterns may be linked to opposing shifts of the pressure systems in the tWo
regions. A comparison of the respective control and perturbation sea level pressure plots for
the two years (not shown) indicates a northward shift of the pressure systems over the western
Atlantic and a southward shift of the pressure systems over the Australia/New Zealand region.
This difference accounts for the confusjng plots of zonally averaged vertical velocities
(Figure 8.2), since it is clear that opposing results would be obtained for different longitudinal
sectors. Therefore, over the Atlantic sector it is hypothesised that there is a northward
expansion of the Ferrel Cell, because of the large sea-ice and SST perturbations in this region.
In contrast, for the region by Australia and New Zealand, although there is a circumpolar

reduction in surface pressure due to the sea-ice and SST perturbations, this pressure reduction
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is less extensive compared to the Atlantic region. Ii is hypothesised that in the
Austraiian/New Zealand region, there is a southward extension of the Hadley Cell. Many of
the changes in the seasonally averaged sea level pressure and 500 hPa height fields mentioned
above are related to changes in the phase and amplitude of the 500 hPa planetary waves,

which will be considered in the following section.

8.4.1.2 Comparison with Previous Studies

A comparison of the temperature and sea level pressure reéponses can be made with earlier
modelling studies investigating the impact of a reduction in Antarctic sea-ice. In the
modelling experiment performed by Simmonds and Budd (1991) where all winter Antarctic
sea-ice was removed, there were increases in surface temperature around Antarctica, with the
largest anomalies positioned over the Weddell and Ross Seas. In the present study the
temperature increases in the latter two regions are generally positioned north of the seas rather
than over the seas, but this is because the sea-ice cover over the seas is not perturbed, whereas
it is in the study of Simmonds and Budd (1991). In addition, their temperature increases only
extend as far north as 60°S (Simmonds and Budd, 1991), whereas in the present study
increases extend to about 50°S. This is because Simmonfls and Budd (1991) did not alter
SSTs outside the sea-ice zone, while in the present study SSTs are manipulated and hence
increased in and around the sea-ice zone so as to extend the SST gradient to the new sea-ice
boundary. The Antarctic sea-ice perturbation studies performed by Mitchell and Hills (1986),
Simmonds and Dix (1987) and Mitchell and Senior (1989) did not consider the spatial

response of surface air temperature, only zonally averaged anomalies, therefore direct

comparisons are not possible.

In terms of sea level pressure, Mitchell and Hills (1986) also obtained decreases in pressure
over much of the Atlantic Ocean south. of 30°S and over middle to high latitudes of the
central Pacific. South of 60°S, surrounding the Antarctic continent, they recorded a more
uniform decrease in pressure than in the present study (Mitchell and Hills, 1986). In the .
present study, the decreases are punctuated by regions of increased pressure especially for
1985. This may be related to the larger sea-ice perturbation imposed in the former study,
~ - especially over. the Indian and Pacific Oceans, since they removed all the sea-ice north of
66°S (Mitchell and Hills, 1986). There was an indication of increased pressures over the

Drake passage and Antarctic Peninsula in their study (Mitchell and Hills, 1986), as is seen in

the present study. |
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In the experiment performed by Simmonds and Dix (1987) where they removed all winter
sea-ice in a perpetual July simulation, there were larger areas of sea level pressure increase
around the Antarctic continent than found by Mitchell and Hills (1986). However, they did
record high latitude decreases over the Weddell Sea, central Indian Ocean and near 180°E and
these decreases generally coincided with the regions of largest sea-ice reduction (Simmonds
and Dix, 1987). In contrast with the present study, Simmonds and Dix (1987) found sea level
pressure decreases over New Zealand, although they did obtain pressure increases south of
Australia, as in the present study. They also recorded significant sea level pressure increases
north of 60°S over the south-east Atlantic, which is in opposition with the results obtained in

the present study and the study of Mitchell and Hills (1986).

In a commentary on the studies done by Mitchell and Hills (1986) and Simmonds and Dix
(1987), Mitchell and Hills (1987) note that the discrepancies in the results are largely
confined to the boundary layer and may be partially caused by different model formulations of
processes in this layer. In addition, contrasting results may be related to differences in the
size and positioning of the anomalies, and the different control sea level pressure
distributions. Incidentally, in both studies the pressures in the circumpolar trough are too
high compared to both observed data and the present study. The changes in pressure recorded
by Simmonds and Dix (1987) are of a similar magnitude to the changes recorded in the
present.study, despite the larger sea-ice perturbation in the former study. Mitchell and Hills
(1987) suggest that it may not be so much the size of the temperature or sea-ice anomaly itself
which is important in determining the atmospheric response, but rather the magnitude of the
anomalous heating and its position relative to both the unperturbed flow, i.e. the major

troughs and ridges, and the underlying pattern of surface temperature.

Mitchell and Senior (1989) repeated the experiments of Mitchell and Hills (1986) using an
11-layer GCM instead of a 5-layer GCM in order to produce a more realistic control
simulation and found results similar to the previous study in that the larges;c decreases in
pressure were found near the largest changes in sea-ice extent. As in the present study, they
also found pressure decreases over the eastern Pacific and eastern Atlantic south of 30°S.
However, in cdntrast with the results of the present study, they recorded sea level pressure

decreases south of Australia, between 30°S and 50°S (Mitchell and Senior, 1989).

The sea level pressure anomalies in the present study are fairly similar to the results obtained

from the most recent Antarctic sea-ice perturbation experiments which were performed by
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Simmonds and Budd (1991). They executed four simulations with varying sea-ice
concentration, such that the fraction of open water in the ice-pack was set to 0.05, 0.50, 0.80,
and 1..00 respectively, where the last experiment was akin to fche removal of all the sea-ice. In
the experiment where all sea-ice. was removed, there wasj a general decrease in pressure
around the Antarctic continent, particularly over the Weddell Sea, over the south Indian
Ocean near 80°E, and near the Ross Sea. In the present study, the pressure decreases in the
Weddell Sea sector are positioned north of those found by Simmonds and Budd (1991),
‘which may be related to the fact that their sea-ice anomalies extended further south than in
the present study,l i.e. sea-ice over the Weddell Sea itself was perturbed in their study, but was
largely unperturbed in the present study. In addition, the temperature increases that they
(Simmonds and Budd, 1991) recorded orily extended as far north as 60°S, whereas in the
present study increases extend to about 50°S due to the SST manipulation. | Simmonds and
Budd (1991) found an increase in pressure near 60°S over the Drake Passage and eastern
Pacific Ocean, which may be comparable to the pressure!increase that is recorded in the
pr'e»sent study near thé Antarctic Peninsula. They also recorded decreases in pressure, similar
to the present study, over much of the Atlantic south of 30°S and increases in pressure south
of Australia (Simmonds and Budd, 1991). In addition, the réesults that they obtained over the
eastern Indian Ocean resemble those found for 1985 in the present study, i.e. a narrow region
of pressure decrease around the continent, with an increase in pressure between about 50°S

and 60°S and a decrease in pressure north of this.

Simmonds and Budd (1991) found that the proportion 6f significant sea level pressure
anomalies between the 4 experiments increased as the concentration of sea-ice was decreased,
such that the most significant changes were found for the case of the complete removal of the
sea-ice. This was especially the case for the‘complementar}‘:l increases in pressure which they
- generally found north of the high latitude decreases. Compared to the present study, the
response that Simmonds and Budd (1991) obtained from removing all the séa-ice‘tends to be
more spatially organized and zonally symmetrical, rather. like the results obtained in the
present study for summer. This may be due to larger sea-iée perturbations imposed over the
- Indian and Pacific Oceans relative to the Atlantic Ocean‘ in their study compared to the

present study, producing a more even distribution of sea-ice anomalies around the
hemisphere. |
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It is clear that while there are a number of similarities in the sea level pressure response to the -
various sea-ice perturbations that have been performed, including that of the present study,
there are also a number of differences. As has been mentioned previously, these differences
may be ascribed to GCM differences in resolution, parameterisations and physics; differences
in experimental design and in the size and positioning of the imposed anomalies; differences
in the unperturbed flow of the control simulations as well as to the high variability of the
climate at high and middle latitudes during winter. In addition, Simmonds and Budd (1991)
comment that the response of sea level pressure is complicated by many factors including
ocean temperatures, topography and changes in heat fluxes and baroclinicity. The modelling
studies mentioned in this section have also been performed with earlier generation models of
lower horizontal and vertical resolution than used in the present study, thus one might expect
differences in the response in the present study. It is also important to reiterate that the sea-
ice extent anomalies that have been imposed in the presenE study are significantly smaller

than those used in the above mentioned studies.

Despite the differences between the models and the experiments performed there are
similarities, and based on the cumulative results from these previous modelling studies it is
suggested that the most robust sea level pressure changes in the present study include: = a
general decrease in sea level pressure between 60°S and 70°S around Antarctica, perhaps .
with the exception of the region near the Antarctic Peninsula and Drake Passage; a decrease
in sea level pressure in the south Atlantic corresponding to the region of the largest sea-ice
perturbation; a decrease in pressure over much of the Atlantic south of 30°S and an increase"

in pressure over the Australian region between 30°S and 55°S.

Although the above-mentioned pressure anomalies are given with respect to. their
geographical positioning, this section has shown that in terms of the details of the response it
is rather the positioning of the anomalies relative to the major circulation features that is
important. It has become clear that the results from 1980 and 1985 do not always converge in
terms of the geographical positioning of the anomalies, but when one uses the major
circulation features as a reference point and thus take the control circulation patterns into
account, then rﬁany of the discrepancies in the results between the two years fall away. This

observation applies to many of the variables that are examined in the subsequent sections.
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8.4.2 500 hPa Wind

The changes in sea level pressure and 500 hPa heights have an impact on wind speed over the
hemisphere. As expected, where the change in gradient of the 500 hPa heights is greatest
(Figure 8.19), there are increases in the 500 hPa wind speed (Figure 8.20). In response to sea-
ice reduction experiments, Mitchell and Hills (1986) found weaker mid-tropospheric westerly
winds around the Antarctica, Simmonds and Dix (1987) reported weaker westerlies between
45°S jand 70°S and positive anomalies north of this, Mitchell and Senior (1989) found

reduced wind speeds north of 65°S and increased wind speeds to the south, and Simmonds

Figure 8.19 The 500 hPa geopotential height gradients (m per 3.7° latitude) (calculated for the north-
south direction) for the controls of &) 1980 and ¢) 1985, and the perturbations minus the controls for

b) 1980 and d) 1985.. Anomalies greater than 10 m per 3.7° latitude and less than -10 m per
3.7° latitude have been shaded in ) and d).
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and Budd (1991) found a weakening of the westerlies between about 40°S and 60°S and a
strengthening of the westerlies further south. These studies suggested that in agreement with
the thermal wind relationship, if there is a warm anomaly near 65°S, due to a sea-ice
reduction, then one would expect easterly wind anomalies to the north, in the midlatitudes,
and westerly wind anomalies to the south. However, all of the above studies examined wind
speed changes exclusively from a zonally averaged perspective and results from the present
study show that the geographic changes are not so simple or uniform. In both years there are
region's between 30°S and 50°S where the 500 hPa wind speed increases in response to the
perturbation (Figure 8.20), in contrast with the hypotheses formulated by the previous studies.
This seems to be especially true over the central and eastern Pacific. In most of the other
sectors between 30°S and 50°S, there are indeed reduced wind speedsl (Figure 8.20).
Similarly, in both years, apart from the eastern Pacific region, there appears to be a general
increase in wind speeds between 50°S and 70°S i.e. over the zone where the sea-ice and SST
anomalies are located (Figure 8.20), thus in agreement with the thermal wind effect. Both
years also show a clear reduction in the speed of the wind between 10°S and 20°S over the
Atlantic Ocean and Africa (Figure 8.20). The patterns of wind speed change in 1985 appear
to be positioned slightly south of those in 1980, especially over the Atlantic and Indian
Oceans, which again may be related to the northward positioning of anomalies in 1980
compared to 1985. The general difference in the wind anomaly pattern over the eastern
Pacific compared to the rest of the hemisphere, may be due to the prominent increase in
subsidence over the Antarctic Peninsula and Bellingshausen Sea in both years (Figure 8.17)..
This increase in pressure between 60°S and 70°S, and decrease in pressure to the north of this
(Figure 8.17), serves to decrease the meridional pressure gradient between 50°S and 70°S

(Figure 8.19) thereby causing a reduction in wind speeds south of 50°S (Figure 8.20).

A comparison of the wind speed changes in each year (Figure 8.20c¢ and f) with respect to the
location of the jet streams (giveh by wind speeds gréater than 20 m s) in the controls and
perturbations (Figure 8.20a, b, d and ¢) shows that there is a general weakening of the jei
stream, except over the eastern Pacific Ocean. It is also apparent that over the Atlantic
Ocean, there is a slight northward shift of the jet stream (Figure 8.20). This shift is consistent

with the previously hypothesised northward shift of the pressure systems in this region.
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Figure 8.20 500 hPa wind direction and speed (m s™") for the controls of @) 1980 and d) 1985, and the
perturbations of b) 1980 and ¢) 1985. Wind speeds greater than 20 m s have been shaded. Maps ¢)
and f) show the change in wind speed between the perturbations and the controls in 1980 and 1985
respectively. Anomalies greater than 1 ms™ and less than -1 m s have been shaded in ¢) and f).
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8.4.3 Midlatitude Cyclones and Storm Tracks
Many of the changes in midlatitude cyclone density are related to changes in sea level
pressure, such that there is a close association between decreases in pressure (Figure 8.16)
and increases in cyclone density (Figure 8.21) and vice versa. For example, the decrease in
pressure over the eastern Pacific (70°W to 150°W) in both 1980 and 1985 between about

40°S and 60°S (Figure 8.16 and 8.17), is associated with an increase in midlatitude cyclone

Figure 8.21 Midlatitude cyclone densities (x107 cyclones (degrees latitude)?) for the controls of @)
1980 and ¢) 1985, where the contour interval is 0.5x107 cyclones (degrees latitude)®. Densities for
the perturbations minus the controls are shown in b) and d) for 1980 and 1985 respectively. For
clarity in b) and d), only anomalies greater than 0.2x107 cyclones (degrees latitude)” and less than
-0.2x10? cyclones (degrees latitude)? are presented, and only the aforementioned contour lines are
plotted. :
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densities (Figure 8.21), while north of this region there is a compensating increase in pressure

(Figures 8.16 and 8.17) and reduction in midlatitude cyclone densities (Figure 8.21).

It was previously mentioned that the increase in pressure in the Australian/New Zealand
sector between 30°S and 55°S in both years (Figure 8.16 and 8.17), may be related to
increased blocking: Trenberth (1980) notes that in winter the formation of blocking highs in
the New Zealand sector south of 45°S is coupled to the formation of cut-off lows between
20°S and 35°S in the Tasman Sea. The change in midlatitude cyclone density in the present
study appears to show this blocking signature, with a general reduction in midlatitude cyclone
densities between 40°S and 50°S in this region in both years and an increase in densities to

the north of this, over the Tasman Sea (Figure 8.21).

As for the summer season, the changes in cyclone density may be directly related to the
changes in sea-ice extent or indirectly via changes in baroclinicity or the positioning of
oceanic fronts. Figure 8.22 shows the change in the meridional gradient of SSTs that was
imposed in the experiments. With an increase in the SST gradient between 55°S and 70°S in
both years (Figure 8.22), one might expect an increase in baroclinic activity and an increase in
cyclone density and cyclogenesis.' There does appear to be a general increase in cyclone
densities, -centred around 60°S (Figure 8.2156 and d) The increases are most zonally
expansive (extending between about 55°S and 70°S) in the region east of the Ross Sea, north
and east of the Weddell Sea and south of Australia (Figure 8.21), thus associated with the
major sea-ice perturbations, especially in the former two regions, and corresponding to major -

falls in sea level pressure (Figure 8.16).

S ... 1s80 .. b 1985

~O%dg “q¥n abs ds7he eds Tebs  sbe sbn abs ‘4'6'5":& “sbs ‘°‘$i§" 8ds n:bé" 7’&:"7& : s'gs"ls'! "i.is"s'l::'s"ais"d‘s”’a;s" .165

Figure 8.22 Change in the SST gradient (K per 3.7° latitude) (calculated for the north-south
direction), in terms of the perturbation minus the control for a) 1980 and b) 1985.



229
Apart from perhaps being related to the increase in SST gradient, these cyclone density
increases may be linked with the exposure of open water through the removal of sea-ice, thus
causing a change in surface fluxes (increased sensible and latent heat fluxes) such that they
enhance cyclogenesis. If one compares the average pattern of imposed sea-ice anomalies
(Figure 5.14) to the pattern of cyclone density changes (Figure 8.21), then in both years there
_appear to be general increases in cyclone density in those regions from which sea-ice was
removed at some stage during the winter simulation. The cyclone increases may also be
related to increases in mesoc‘yclogenesis associated with strong temperature gradients in the

region of the perturbed sea-ice boundary.

Figure 8.22 shows that there are reduced SST gradients near 50°S in both years, which may
result in decreased baroclinic activity and thus less cyclonic activity. There are reductions in
cyclone - density north of the higher latitude increases, and the decreases are generally

positioned near 50°S, but there is a large degree of longitudinal variation (Figure 8.21).

In a modelling experiment where sea-ice concentration was reduced, Simmonds and Wu
(1993) found a tendency for more cyclones to be ‘found in the latitude band of 10°-15°
latitude width centred on the Antarctic coastline and fewer to the north of this, reflecting a
southward shift of the zone of maximum cyclone density. While this general trend.of high
latitude increase and decrease in adjacent northern latitudes is broadly consistent with the
present study, there are a number of differences between the results. In the study by
Simmonds and Wu (1993) the cyclone density increases generally did not extend beyond
60°S, in contrast to results of the present study. Furthermore., in both years of the present
study, there are also regions of cyclone density_decrease around Antarctica, whereas the
results from Simmonds and Wu’s (1993) paper suggest only increases. A comparison of the
control, perturbation (not shown) and anomaly -cyclone density maps for the present study
shows a southward shift of the zone of maximum densities near the circumpolar trough in the
region south of Australia in both years, but this result does not appear to hold true, or is not as
clear, for the rest of the hemisphere (Figure 8.21). The southward shift in densities south of
Australia may be linked to the previously mentioned shift of the pressure systems in this

region.

In Summary, in the present study the cyclone density increases seem to be centred around
60°S, whereas the increases from Simmonds and Wu’s (1993) study were centred on the

Antarctic coastline, near 70°S. Apart from the experiment where all the sea-ice was removed,
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Simmonds and Wu (1993) were concerned with changes in.sea-ice concentration and such
changes may produce a slightly different response in terms of cyclone density than sea-ice
changes that are imposed at the sea-ice edge, i.e. changes in extent, as in the present study.
For example, Simmonds and Wu (1993) found an increase in cyclones over most of the
Weddell Sea, where the present study records decreases over the sea (near 70°S). The sea-ice
perturbations imposed in the present study do not extend over the southern portion of the
Weddell Sea (Figure 5:14), whereas the perturbations in-Simmonds and Wu’s (1993) study
would have affected the sea-ice in this region. The authors (Simmonds and Wu, 1993) did
not examine cyclone changes north of about 45°S, therefore comparisons north of this latitude
are not possible. As an aside, it is interesting to note that while it appears that changes in
Antarctic sea-ice concentration or extent have a clear impact on cyclone densities in the
Southern Hemisphere (as shown by the work of Simmonds and Wu (1993) and the present
study) it seems, from a modelling study done by Murray and Simmonds (1995), that overall
cyclone numbers in the Arctic are largely insensitive to sea-ice concentration changes, with an
unexpected absence of cyclone density increases at high latitudes in response to sea-ice

reductions.

As was mentioned in Chapter 6, concerning the results for the summer season, Godfred-
Spenning and Simmonds (1996) found that the link between cyclone density and sea-ice
extent is not particularly strong if examining correlations with observed data. They made this
general conclusion for all the seasons, but did find-that a greater proportion of significant
correlations were found 'if time lags were introduced into the data and if they looked at
‘upstream’ and ‘downstream’ associations between the two variables. They also noted that
the strongest relationships were most often found 5°-10° north and south of the sea-ice
boundary and suggested that this indicates the predominance of oceanic fronts or baroclinic
- zones. Godfred-Spenning and Simmonds (1996) found that less extensive winter sea-ice in
‘the western Ross Sea seemed to be related to a decrease in gyclone density and cyclogenesis
between 5° and 15° north of the sea-ice edge in this region. This result is consistent with the
cyclone density change found for 1980, but not for 1985 (Figure 8.21). They also found that a
-decrease in cyclogenesis on either side of the Antarctic Peninsula is associated with less
extensive winter sea-ice. The present study does not consider changes in cyclogenesis, but
does show reductions in cyclone density on either side of the peninsula south of 60°S in both
years. In general, Godfred-Spenning and Simmonds (1996) observed that a reduced sea-ice
extent is linked with fewer cyclones around 5° south of the sea-ice edge. This result is not

~ clearly evident in the cyélone density changes from the pfesent study. Their results also
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suggest that stronger relationships are found when sea-ice extent changes are made to lag
cyclone density changes and concluded that there is a greatér tendency for the atmosphere to
control sea-ice extent, rather than the reverse. Nonetheless, this does not mean that the latter
is not important and that sea-ice changes could not produce significant feedbacks on the

atmosphere.

Related to the cyclone density changes are changes in the storm tracks (Figure 8.23). Storm
tracks have been identified in the presenf study by calculating the standard deviation of
bandpass filtered (1.5 - 8.5 days) sea level pressure data and thus give some indication of
pressure variability due to the passage of cyclones and anticyclones. Therefore, any changes
to the storm tracks may reflect changes in cyclone density, cyclone mobility or shifts of the
regions of maximum overlap between cyclone and anticyclone densities. In both years in the
controls (Figure 8.23a and c) the regions of maximum sea level pressure variability (greater
than 8 hPa) occur between about 45°S and 55°S over the eastern Pacific, western Atlantic and
central Indian Oceans. These regions of sea level pressure variability which exceed .8 hPa

will be referred to as the control storm tracks.

As has been previously noted, a direct comparison of the anomalies between the two years
may yield opposing results because the positioning of the major features differ in the controls.
What is more meaningful in terms of the dynamics involved, is the positioning of the: -
anomalies relative to the positioning of the features in the controls. In 1980, there are clear
decreases in the sea level pressure variability in the three regions of the storm track where
there is maximum variability (greater than 9 hPa), i.e. near 100°W, 10°W and 90°E (Figure
8.23b). In 1985, there are also decreases in the sea level pressure variability associated with
these three regions, but the positioning varies slightly in association with the positioning of*
. the control storm tracks. For example, in 1980 the control region of maximum variability
over the Indian Ocean is positioned near 50°S and 90°E and so is the anomalous decrease. In
contrast, in 1985 the control region of maximum variability is positioned west and south of
that in 1980, and so is the anomalous decrease. The magnitude of the reductions is greater in
1980 compared to 1985 and this may be related to the larger variabilities in these regions in
the control of 1980 (Figure 8.23). Thus, in response to the perturbation, the cores of the

major storm tracks, as they are represented in the controls, are reduced in 1980 and 1985.
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Figure 8.23 The standard deviation (hPa) of the bandpass (1.5-8.5 day) filtered sea level pressure
data for the controls of a) 1980 and ¢) 1985, and the perturbations minus the controls for ) 1980 and
d) 1985. Anomalies greater than 0.6 hPa and less than -0.6 hPa have been shaded in b) and d).

There are, however, also regions of enhanced sea level pressure variability within the major
storm track zone (~45°S - 55°S), especially between the Atlantic and Indian storm track
cores, as represented in the respective controls of the two years, and over the western Pacific
Ocean (Figure 8.23). In addition, there are northward extensions and contractions of the
storm tracks in response to the perturbation. Of particular note, there is a northward
extension of the storm track between 30°S and 50°S over the western Atlantic Ocean and
New Zealand region in both years (Figure -8.23b and d). Over the western Atlantic, the

increase in sea level pressure variability is associated with a reduction in sea level pressure in
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both years (Figure 8.16) and a clear increase in cyclone densities in 1980 (Figure 8.215). In
1985, there are both increases and decreases in cyclone densities over this region (Figure
8.21d). These results suggest that the increase in sea level pressure variability is associated
with an increase in the passage of cyclones, although this is less clear for 1985. South of New
Zealand and Tasmania, the increase in sea level pressure variability may be a consequence of
a higher frequency of blocking in this region and an increase in the degree of overlap of

cyclone and anticyclone densities.

8.4.4 Atmospheric Moisture

As a result of the sea-ice and SST perturbation, one might expect an increase in surface
specific humidities at high latitudes. The removal of sea-ice would provide an additional
moiéture source and an increase in surface air temperature would increase the saturation
vapour pressure at the surface and increase the potential for evaporation into the lower layers
of the atmosphere. Figure 8.24(b and d) shows that there is indeed a general increase in-
surface specific humidities south of 50°S, especially in the region east of the Weddell Sea in
both years. This high latitude increase in specific humidity is not as clear at the 500 hPa level
(Figure 8.25), but the precipitation increases south of 50°S (Figure 8.26b and d), although
small, provides a good match with the surface humidity increases (Figure 8.24b and d). Apart
from this high latitude change, the largest humidity anomalies are found between 10°S and
30°S, where the specific humidities are largest in the controls (Figure 8.24 and 8.25). The
changes are generally small and there are also regions of opposing anomalies between the two
years, thus it is unclear whether they répresent a true response or natural variability. There
are, however, some consistent responses between the two years. In both years there is an
increase in surface specific humidity associated with the convergence zone, between 10°S and
20°S over the western Pacific (Figure 8.24). In 1980, this increase extends eastwards from
the east coast of Australia to about 140°W, whereas it only extends to about 180°W in 1985.
This difference may be related to differences in the controls, since the region experiencing
humidities greater than 16 g kg‘1 extends further east in 1980 compared to 1985 (Figure 8.24a
and ¢). Corresponding increases in 500 hPa specific humidity (Figure 8.25) and precipitation
(Figure 8.26) can also be seen in this region. An examination of the control and perturbation
(not shown) plots for precipitation suggest that there is a slight southward shift of the region
of maximum precipitation in this area in response to the perturbation. This may be related to

the changes in pressure, which, as previously mentioned, suggest a southward shift in the
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pressure belts in the Australasian region, thus causing the ITCZ and associated high rainfall to

move slightly southwards.

1980

Figure 8.24 Surface specific humidity (g kg'l) for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls for b) 1980 and d) 1985. Anomalies greater than 0.4 g kg™ and less
than -0.4 g kg'! have been shaded in b) and d).

Over the Pacific region of high precipitation, near 30°S (Figure 8.26a and c), there is a
general pattern of precipitation decrease between about 150°W and 120°W, a small region of
increase near 120°W and a decrease between 120°W and 70°W (Figure 8.26b and d). This
change is broadly consistent with the changes in surface specific humidities (Figures 8.24).

The precipitatioh increase near 120°W is strongerin 1985 compared to 1980, whereas the
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Figure 8.25 500 hPa level specific humidity (g kg™ for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls for 5) 1980 and d) 1985. Anomalies greater than 0.1 g kg™ and less
than -0.1 g kg'! have been shaded in b) and d).

reverse is true fér the decrease between 120°W and 70°W. These precipitation changes
correspond to the midlatitude cyclone density anomalies, such that there is an increase in
cyclone densities near 120°W and a decrease in .cyclone densities between 120°W and 70°W
at this latitude in both years (Figure 8.21). This general decrease in the south Pacific
convergence zone precipifation may be related to the predominance of positive sea level
pressure anomalies in this region (Figure 8.16b and d). The sea level pressure increases in
this region (near 30°S) are greater in 1980 compared to 1985 (Figure 8.16b and d), as are the

precipitation decreases (Figure 8.26).
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Figure 8.26 Precipitation (mm day") for the controls of a) 1980 and ¢) 1985, and the perturbations
minus the controls for ) 1980 and d) 1985. Positive anomalies have been shaded in ) and d).

It is clear from the control surface and 500 hPé specific humidities, as well as the control
precipitation, that over the western Atlantic Ocean between 10°S and 20°S there are higher
humidities and precipitation in 1985 compared to 1980 (Figures 8.24, 8.25 and 8.26). From
examining the area north of this (not shown), it is apparent that these differences are a result
of the northward positioning of the features in 1980 compared to 1985. As a result, the
anomalies in 1980 are positioned north of those in 1985. For example, in 1985 there are clear
reductions in surface specific humidity, 500 hPa specific humidity and precipitation near 10°S

and 30°W (Figur‘eS 8.24, 8.25 and 8.26). Very similar reductions are evident for 1980 in the
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area just north of 10°S (not shown). This again is indicative of the influence of more

extensive sea-ice cover in 1980 compared to 1985.

A comparison of the control and perturbation plots for both years (not shown) show that apart
from the general increase in precipitation near 35°S, there also appears to be a slight
northward shift of the precipitation' patterns over the western Atlantic. This may be related to

the previously surmised northward shift of the pressure systems over this region.

The precipitation decreases over the Indian Ocean (Figure 8.26) are related to sea level
pressure increases (Figure 8.16). The differences in the positioning of the precipitation
decreases between the two years is related to the difference in the positioning of the sea level
pfessure anomalies. In both years, there is an increase in surface specific humidities over
eastern southern Africa (Figure 8.24) and an associated increase in precipitation (Figure

8.26).

8.5 500 hPa Planetary Waves -
8.5.1 Phase Changes

As for the summer season, the phases of planetary wave numbers 1, 2 and 3 have been
examined for the control and perturbation simulations. There are no major changes ih the
phase of wave number 1 in response to the perturbation, except for the region south of 70°S
(Figure 8.27). The phase c'hanges of wave number 2 are either small or inconsistent between
the two years (Figure 8.27). However, there appears to be a significant response to the
perturbation in térms of the phase of wave number 3. Wave number 3 has been found to play
an important role in determining the location of blocking during winter in the Southern
Hemisphere (Trenberth and Mo, 1985; Preston-Whyte and Tyson, 1988; Sinclair et al., 1997), .
- and also seems to contribute signiﬁcantly to interannual variability (Trenberth, 1980; Rogers
and van Loon, 1982; Mo and White, 1985). In fact, it has been shown to contribute slightly

more to interannual vam'ability at 55°S than either wave numbers 1 or 2 (Trenberth, 1980).

" The control phases of wave number 3 are quite different between the two years, especially
south of 45°S, but the perturbation phases are more similar (Figure 8.27). In both years there
is an eastward phase shift between 45°S and 62°S, and a westward phase shift between 30°S
and 45°S (Figure 8.27). This positions the first ridge of the wave in the perturbations near
45°E in 1980 and 55°E in 1985 in the zone between 45°S and 62°S, and near 40°E in 1980
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and 48°E in 1985 in the zone between 30°S and 45°S (Figure 8.27). The significance of these
phase changes becomes evident upon examination of the position of the troughs of wave
number 3 in the perturbations. In both years between 45°S and 62°S, the troughs in the
perturbation simulations are positioned near the Weddell Sea (15°W in 1980 and 5°W in
1985), over the eastern Indian Ocean (105°E in 1980 and 115°E in 1985) and east of the Ross
Sea (135°W in 1980 and 125°W in 1985). The same is true for the subtropical expression of
the wave (~30°S - 45°S), although it is positioned slightly west (~5°) of the higher latitude
portion of the wave. In 1980 these phase changes are apparent in the seasonally averaged
pressure field, such that there are significant decreases in pressure at the longitudes
mentioned above, except over the eastern Indian, where the subtropical trough (~30°S to
45°S) is supposed to be near 100°E (Figures 8.16 and 8.17). In 1985, the pressure changes
corresponding to the phase shift of wave number 3 are less clear, especially south of 50°S
(Figures 8.16 and 8.17), but there is a significant réduction in pressure near the Weddell Sea
associated with both the midlatitude and subtropical phase shifts, and there are clear

reductions in pressure near 108°E and 132°W associated with the subtropical phase shift.
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Figure 8.27 The phase (position of the first ridge) of seasonal wave numbers 1 to 3 for 1980 (a-c)
and 1985 (d-p) for the control (open circles) and perturbation (closed circles) data.
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The change in phase of wave number 3 is also responsible for increased blocking that is seen
in the region of New Zealand and increased subsidence over the Antarctic Peninsula in both
years (Figures 8.16 and 8.17). This is because the ridges of the wave in the perturbations
between 30°S and 45°S are located near 160°E and 168°E in 1980 and 1985 respectively, and
for the portion of the wave south of 45°S, there is a ridge near 75°W and 65°W in 1980 and
1985 respectively. In addition, between 30°S and 45°S in the perturbations, the harmonic
analysis shows that there is a ridge located south-east of South Africa, near 40°E in 1980 and
48°E in 1985 (Figure 8.27). The 500 hPa height anomalies reflect this with a positive
pressure anomaly in this region. It appears that the pressure changes near 60°S (Figures 8.16
and 8.17) in response to the phase changes are less clear in 1985 compared to 1980. This is
not surprising, since in 1980 there is a 40° phase shift of wave number 3 at 60°S, whereas at
the same latitude in 1985 there is only a 10° phase shift (Figure 8.27). In other words, in
1980 wave number 3 is almost corﬁpletely out of phase between the control and perturbation,
and one would therefore expect larger pressure anomalies associated with the shift of the

wave in 1980 compared to 1985.

If one examines the imposed sea-ice perturbations in the two years (Figure 5.14), then there
appears to be a 3-wave pattern in terms of the regions of largest sea-ice reduction, and these
regions are located near the positions of the troughs of wave number 3 in the perturbation
simulations i.e. near the Weddell Sea, the south-east/central Indian Ocean and the Ross Sea.
This suggests that the perturbation has caused wave number 3 to become aligned (in terms of
the troughs) with the regions of the major sea-ice reductions. It is suggested, however, that
the trigger for the phase change of wave number 3 is the sea-ice perturbation in the Weddell
Sea sector, primarily because the sea-ice reductions in this sector are the largest (Figure 5.14).
There are also significant and consistent reductions in both sea level pressure (Figure 8.16)
and 500 hPa heights (Figure 8.17) between 30°S and 70°S in this sector in both years. It is
evident in the perturbation simulations that the phase of wave number 3 in 1980 is positioned
slightly west of that in 1985 (Figure 8.27), such that the trough near the Weddell Sea is at
15°W in 1980 and 5°W in 1985. This may be related to the sea-ice perturbations, since in
1985 there is a maximum perturbation near the Greenwich Meridian, whereas in 1980 there is
a more even spread of perturbations over the Weddell Sea sector, with a larger perturbation

north of the sea, between 15°W and 30°W, compared to 1985 (Figure 5.14).
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Tt was previously suggested that the position of the anomalous heating relative_ to the
unperturbed flow may play a vital role in determining the atmospheric response to a sea-ice
perturbation (Mitchell and Hills, 1987). This suggestion is supported by the results in this
section. The unperturbed flow of 1980 and 1985 is quite different in terms of the major
troughs and ridges associated with wave number 3, therefore a different anomaly is produced
relative to the control. Upon closer examination, however, it is clear that the peﬁurbation
simulations are forced by the sea-ice reduction towards a more similar flow pattern between

the two years, than existed between the control simulations.

8.5.2 Amplitude Changes

The amplitude of wave number 1 is found to decrease in response to the perturbation in 1980
| and 1985, in terms of both the sub-polar and subtropical expression of the wave (Figure 8.28).

Wafze number 1 accounts for between 70 and 90% of the variance of the mean pattern in

middle to high latitudes of the Southern Hemisphere, thus dominating the climatological

mean flow at the 500 hPa level (Trenberth, 1980; Quintanar and Mechoso, 1995a). However,

waves 1, 2 and 3 contribute virtually lequally to the variability on monthly and interannual

fime scales, which reaches a maximum near 55°S (Trenberth, 1980).

As was suggested in the chapter on the summer season, the amplitude changes of wave
number 1 may be related to changes in the symmetry of SSTs around Antarctica. Figure 8.29
shows the SST distribution at 54°S in both years. At this latitude, the phase of wave
number 1 is such that the ridge is positioned near 130°W and the trough near 50°E (Figure
8.27), therefore the wave has a similar asymmetric distribution about the pole as the SST
distribution. The SSTs near 54°S show slightly reduced asymmetry in the perturbations
compared to the controls (Figure 8.29), which may be partially responsible for the reduction
in amplitude of wave number 1 near this latitude. There are, however, no SST differences
between the controls and perturbations near 35°S (not shown), but the thermal effects of the

changes further south may extend to this region through the atmosphere.

The reduction in amplitude of wave number 1 is manifest in the 500 hPa height changes

(Figure 8.17). As mentioned previously, near 56°S in both the controls and perturbations, the
| ridge of the wave is positioned east of the Ross Sea, near 130°W, and the trough is positioned
over the south-west Indian Ocean, near 50°E (Figure 8.27). In both years, there is a decrease

in th:e' 500 hPa heights near 130°W and an increase in the héights over the south-west Indian
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Figure 8.28 The amplitude (m) of seasonal wave numbers 1 to 4 for 1980 (a-d) and 1985 (e-h) for the
control (open circles) and perturbation (closed circles) data.

a 1980 b 1985
: T : » R : :

Degrees C
Degrees C

3% oo 0w ]

(133 YZ0E 180 -3

Figure 8.29 The SST (°C) distribution for the control (open circles) and i)ertu:bation (closed circles)
data at 54°S in 2) 1980 and b) 1985.
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Ocean (Figure 8.17), which thus correspond to a decrease in the amplitude of wave number 1
at 56°S. Similarly, near 35°S in both the controls and perturbations, the ridge of the wave is
positioned north of the Weddell Sea (~10°W) and the trough ‘is positioned near New Zealand
(~170°E). An examination of the 500 hPa heights (Figure 8.17) show a previously mentioned
trans-hemispheric pattern of negative pressure anomalies over the Atlantic Ocean and the
positive pressure anomalies over the western Pacific, near New Zealand, which would thus be
associated with a reduction in the amplitude of wave number 1. The increase in pressure near
New Zealand at 35°S is stronger in 1980 compared to 1985 (izigure 8.17), which relates to the

larger amplitude decrease of wave number 1 in the subtropics in 1980 (Figure 8.28).

1980 and 1985 show conflicting amplitude changes for sc;asonal wave number 2 (Figure
8.29), thus the results are inconclusive and may suggest that there is not a cohesive response
from this wave to the perturbation. This is in contrast to the results obtained in a modelling
study by Quintanar and Mechoso (1995b), which suggested that at polar latitudes the phase
and- amplitude of wave number 2 at the 300 hPa level is related to wave number 2

asymmetries in SST and sea-ice.
!
|

Near 45°S, where the amplitude of wave number 1 is small due to the phase difference
between the subpolar and subtropical peaks, the other ‘long waves become of greater
importance. It appears that the amplitudes of both wave ﬁumbers 3 and 4 increase in this
region (Figure 8.29). Seasonal wave number 3 increases in ‘amplitude in both 1980 and 1985
in the midlatitudes, but more so for 1980 (Figure 8.29). It has already been mentioned that
the imposed sea-ice changes exhibit a 3-wave pattern, and this may be responsible for
increasing the intensity of the atmospheric wave. The response of wave number 4 is slightly
different between the two years, since in 1980 there is an increase in amplitude between 20°S
and 47°S and a decrease between 50°S and 70°S, and in 1985 there is an increase in
amplifude between 30°S and 60°S (Figure 8.29). The signature of wave number 4 in 1985
can be seen in the midlatitudes of the 500 hPa height anomély field (Figure 8.17d). There is,
however, a consistent response of wave number 4 in both years, in that the peak amplitude
has shifted northwards, from 55°S to 40°S in 1980, and ffom 60°S to 45°S in 1985. Once
again, the positioning of the wave for 1980, in both the controls and perturbations, is
equatorward of that in 1985, thus perhaps being related to the differences in sea-ice extent

between the years. |
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As for the summer season, the twice-daily amplitudes of wave numbers 1 and 2 have been
averaged together in order to represent the long waves, and the amplitudes of wave numbers -
5, 6 and 7 have been averaged to represent the medium wavelength waves. The medium
wavelength waves exhibit larger amplitudes and contribute to a larger proportidn of the
500 hPa height variability on a daily time scale compared to the seasonal time scale (van
Loon and Jenne, 1972). As for the summer season, most of the poleward sensible heat flux in
the Southern Hemisphere is accomplished by eastward moving waves of medium
wavelengths (Kao et al., 1971). Figure 8.30 shows that there is an overall decrease in the
twice-daily amplitudes of the long waves in both years, but that there is virtually no change in
the amplitudes of the medium waves in response to the perturbation. As has been mentioned
previously, the reduction in amplitude of the Iong waves may be due to the thermal effects of

reduced SST and sea-ice asymmetries about the pole.

Figure 8.30 The amplitude (m) of the twice-daily long waves grouped together (wave numbers 1 and
2) for the controls (open circles) and perturbations (closed circles) of a) 1980 and ¢) 1985; and the
twice-daily medium length waves grouped together (wave numbers 5, 6 and 7) for the controls (open
circles) and perturbations (closed circles) of b) 1980 and d) 1985.
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8.6 Change in Twice-Daily Circulation at Sea Level and the 500 hPa Level

As in Chapter 6, a Self-Organising Map is used here to classify the twice-daily sea level
pressure and 500 hPa height data over the Southern Hemisphere (30°S to 60°S) into related
categories, in order to examine whether the perturbation has caused a change in the frequency
of circulation types simulated over the season. The same data preparation and analysis
procedure that was used for the summer season has been used for winter. In summary for
both the sea level pressure and 500 hPa height data, a SOM was trained with non-
standardised twice-daily data corresponding to the combined controls of 1980 and 1985 (total
t=1104). A network of 48 nodes (6 in the x-direction and 8 in the y-direction) was selected
for the SOM and the weights of the nodes were initialiséd .using linear initialisation. A
rectangular topology was used for the array of nodes, and tlge initial learning rate was set to
0.05, with an initial training radius of 4. Training was run for a total of 30 000 iterations.
After the SOM had been trained with the control data from both years, the weights of each
node could be decomposed and the array of nodes displayed on a meta-map. The trained
SOM was then separately presented with twice-daily datéi associated with the controls of
1980, the controls of 1985, the perturbations of 1980 and the perturbations of 1985. In each

case, every time step is mapped to the node whose circulation it most closely resembles.

8.6.1 Sea Level Pressure

The meta-map for sea level pressure is shown in Figure 8.31, and the percentage of time steps
which map to each node are shown in Figure 8.32 for the controls and perturbations of 1980
and 1985. In the text, the nodes will be referred to by their numbers as shown on the meta-
map (Figufe 8.31). A comparison of the distributions of the percentage of time steps which
are associated with each node in the control and perturbatioh of each year, shows that there is
a reduction in the representation of the nodes in the first column (left-hand side) of the meta-
- map (Figure 8.32). The positioning of the decreases in the two years (Figure 8.32¢ and f) is
associated with the control distributions (Figure 8.32a and d). In other words, in the controls
for 1980 and 1985, node numbers 31 and 43 receive a large proportion of mappings in this
column, and in both years these nodes experience a reduction in representation in the
perturbations compared to the controls. In the control c;f 1980, node number 13 in this
column is also favoured, and also experiences reduced representation in the perturbation. In
1980, there is an increase in the representation of the circulation types described by the nodes
near the top of the right-hand column of the méta-map, ‘whereas in 1985 the increase is
focused on the first row of the meta-map (Figure 8.32). Figure 8.32g shows the average

response for the two years. From these results, it appears ithat the perturbation is favouring
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sea level pressure circulation types between 30°S and 60°S (Figure 8.32) which are
. characterised by: ‘
e a “bipolar” low feature at high latitudes, with the lows positioned near South America and
Australia.
e a trough over the Atlantic, but whose expression at high latitudes is not as deep as the
lows mentioned above. |
e aridge over, or to the east of New Zealand.

o fairly zonal flow near 40°S.

The difference between the circulation types favoured by 1980 and 1985 generally relates to
the positioning 6f features. The primary circulation types which increased in the perturbation
compared to the control are associated with node numbers 6 and 18 in 1980, and node
number 3 in 1985 (Figure 8.32). By comparihg these nodes, it can be seen that the “bipolar”
lows, mentioned above, are positioned south-west of the continents in 1980 and south of the
continents in 1985. These lows are also slightly less expansive in 1985 compared to 1980.

There is also slightly stronger ridging in the central Pacific in 1985 (Figure 8.31).

¢ 1980 P-C

a 1980 CONTROL b 1980 PERTURBATION

1985

Figure 8.32 The percentage of days mapping to each node of the meta-map (Figure 8.31) for the
controls of a) 1980 and d) 1985 and the perturbations of b) 1980 and ¢) 1985. Plots ¢) and f) show
the difference between the controls and perturbations (perturbation minus control) in terms of the
percentage of days mapping to each node in 1980 and 1985 respectively. Plot g) represents the
average between the plots on ¢) and f), i.e. showing the average response between 1980 and 1985.
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The nodes that experience the largest reduction in reﬁresentation in response to the
perturbation (node numbers 31 and 43) are associatgd with a large trough over
Australian/New Zealand sector (Figure 8.31). This trough is more extensive, both zonally
(especially towards New Zealand) and meridionally, compared to the trough that is simulated
in the favoured circulation types mentioned in the paragraph above. In other words, the
circulation type§'that are favoured by the SOM in response to the perturbation (primarily
centred around node numbers 3, 6 and 18) exhibit higher pressures over the Australian/New
Zealand sector, manifest by a more constrained low pressuré trough, compared to those types
that experience a reduction in representation. This is in agreement with the seasonal mean
sea level pressure response which shows positive sea level“pressure anomalies in this region
(Figure 8.16) and a southward shift of the pressure systems in response to the perturbatiorf. In
addition, the circulation types that experience an increase in representation in each year
{primarily centred around node numbers 3, 6 and 18) are associated with lower pressures over |
the Atlantic Ocean compared to those circulation types that are reduced in response to the
perturbation (node numbers 31 and 43) (Figure 8.31). This also agrees with the average sea
level pressuré response which shows negative pressure anomalies between 30°S and 60°S
over the Atlantic in both years and a northward shift of the pressure systems in response to

the perturbation (Figure 8.16).

Both years also experience a reduction in the representation of the circulation type given by
node number 48 (bottom right-hand corner) (Figures 8.52). This circulation pattern is
associated with a strong ridge over the eastern Pacific Oce}an, near 45°S (Figure 8.32). The
circulation patterns of the nodes that are favoured in each year (primarily centred around node
numbers 3, 6 and 18) tend to have troughs near this region, and furthermore, the mean sea
level pressure response to the perturbation shows negative sea level pressure anomalies in this
area (Figure 8.32). It was mentioned previously, that in 1980 node number 13, which has a
fairly high representation in the control, shows a decrease in representation_in response to the
perturbation (Figure 8.31). This node also possesses a circulation pattern that has a strong
ridge west-of South America and an extensive trough in the Australian/New Zealand region

(Figure 8.32), which may account for the decrease in representation.

8.6.2 500 hPa Heights
- The meta-map for the 500 hPa heights is shown on Figure 8.33, and the percentage of time
steps which map to each node are shown in Figure 8.34 for the controls and perturbations of

1980 and 1985 respeétively. It appears that the distribution, of circulation types simulated has
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changed in response to the perturbation such that the nodes in the top half of the first column
and the far right-hand column are favoured in the perturbations (Figure 8.34). In fact, the
distribution of circulation types favoured are more similar between the perturbations of 1980
and 1985 than between the controls of the two years (Figure 8.34). This suggests that
although the two years may have had different “starting points”, the perturbation has forced
similar “end-points”. The same can actually be seen for the sea level pressure SOM results
(Figure 8.31). The differences between the controls of the two years largely accounts for the
differences between the positioning of the anomalies. The average anomaly response
between the two years (Figure 8.34g) essentially reflects the distribution of favoured
circulation types in the perturbations (Figure 8.34b and ¢), such that nodes in the far right-
hand column and top left-hand corner are of increased importance in the perturbations and the
nodes in the bottom left-hand portion of the meta-map are less frequently mapped to in the

perturbations compared to the controls.

a 1980 CONTROL b 1380 P

ERTURBATION ¢ 1980 P-C
N 1 B H B

N

2

Figure 8.34 The percentage of days mapping to each node of the meta-map (Figure 8.33) for the
controls of a) 1980 and d) 1985 and the perturbations of b) 1980 and ¢) 1985. Plots ¢) and f) show
the difference between the controls and perturbations (perturbation minus control) in terms of the
percentage of days mapping to each node in 1980 and 1985 respectively. Plot g) represents the
average between the plots on ¢) and f), i.e. showing the average response between 1980 and 1985.

A comparison of the circulation patterns of the nodes that are favoured (centred around nodes

1, 12, and 42) and those that become less important (centred around nodes 31 and 43) yields
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similar conclusions to those made for sea level pressure. The nodes that show a decrease in -
representation are associated with a circulation pattern v_vhich exhibits a strong ridge over the
central to eastern Pacific, whereas this ridge is weaker and in some cases replaced with a
trough in the nodes that are favoured (Figure 8.33). This corresponds to the seasonally
averaged 500 hPa height result, which shows negative pressure anomalies over much of this
region in response to the perturbation in both years (Figure 8.17). There are also higher
pressures south-east of South Africa, near about 40°E, in the circulation patterns of the nodes
that are favoured compared to the patterns of the nodes that exhibit reduced representation
(Figure 8.33). Again, this corresponds to the seasonally averaged 500 hPa height result,
which shows positive pressure anomalies in this region. These differences mentioned for the
above two regions, i.e. over the central Pacific and eastern Indian Oceans, also agree with the
result of a reduced amplitude of wave number 1 in the perturbations compared to the controls
(Figure 8.28). The phase of wave number 1 near 55°S i suqh that the ridge is positioned over
the Pacific, near 130°W, and the trough is positioned south-east of South Africa, near 50°E
(Figure 8.27). Thus, the nodes which show increased representation in response to the
perturbation have a smaller amplitude wave number 1 and ‘therefore more symmetrical flow
around the pole compared to those nodes that experience reduced representation. In addition,
in the perturbations, the ridge of wave number 3 is positioned south-east of South Africa, near
- 45°S (Figure 8.27), thus contributing to the increased pressures that are seen in this region in

the circulation types that are favoured.

As for the sea level pressure results, the nodes that are favoured (centred around nodes 1, 12,
and 42) have higher pressures in the Australian/New Zealand region compared to those that
experience reduced representation (centred around nodes 31 and 43) (Figure 8.33). The
positioning of one of the ridges of wave number 3 in this region in the perturbétions, as well
as the amplitude reduction of the subtropical expression of wave number 1 in response to the
perturbation (Figures 8.27 and 8.28), contribute to the increased pressures that are seen in this
region in the circulation types that are favoured. In addition, for the nodes that experience
increased representation in the perturbation simulations, there are clear wave-3 and wave-4
paftems, especi_ally for the nodes positioned on the right-hand side of the meta-map (Figure
8.33). These may relate to the increase in amplitude of thesé waves that was found from the
Fourier analysis (Figure 8.28). In response to the perturbation, the maximum expression of
wave number 4 increased and moved northwards, to near 43°S in both years (Figure 8.28).
An examination of node number 12, which displays an increase in representation in both

years, shows a clear wave number 4 pattern near this lafitude (Figure 8.33).
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8.7 Comparison with Summer

There are both similarities and differences between the Southern Hemisphere summer and
winter season responses to the sea-ice and SST perturbation. As has been mentioned
previously, in response-to the sea-ice removal and SST increases there are larger surface
temperature increases around Antarctica in winter compared to summer. Similarly, there are
much larger and more conclusive increases in surface sensible and latent heat fluxes around
Antarctica in winter. The larger heat flux anomalies in winter are to be expected, since the
flux response is a function of both the surface temperature change and the surface-atmosphere
temperature differential. The weaker temperature response in summer may be because high
latitude inversions are generally weaker during summer compared to winter, and therefore in
summer there is a greater potential for the dispersion of low level temperature anomalies
through convection. The seasonally averaged temperature increase in summer does not
generally exceed 1.5K (Figure 6.16), whereas in winter there are temperature anomalies
exceeding 3 K in certain regions south of 50°S (Figure 8.15). In addition, in winter there are
larger surface air temperature increases, as well as a greater proportion of statistically
significant increases, between 60°S and 70°S, i.e. over the sea-ice zone, compared to summer
(Figures 6.16 and 8.15). The results seem to suggest that the summer surface temperature

increases are largely due to the SST increases rather than directly to the sea-ice reductions.

It is clear from the sea level pressure and 500 hPa height anomalies in the two seasons
(Figures 6.17, 6.19, 8.16 and 8.17), that the summer response is more zonally uniform than
the winter response. For summer, there are pressure decreases south of 50°S and increases
between 30°S and 50°S, and there is a general southward shift of the Hadley cell. In contrast,
in winter although there is a southward shift of the Hadley cell over the Australian/New
Zealand region, there is a northward shift of the pressure systems over the Atlantic. In both
seasons between 30°S and 50°S there is a tendency for increased ridging near Australia and
New Zealand in response to the perturbation. The pressure anomalies over the Southern
Hemisphere for 1980 appear to be positioned slightly north of those in 1985 in both seasons,
associated with the more extensive sea-ice cover in 1980. In general, midlatitude cyclone
densities increase over the regions from which sea-ice was removed and decrease to the north
of this (around 50°S) in both seasons (Figures 6.23 and 8.21), although there is more variation
in this response in winter. In addition, in winter there are regions where there are increases in
cyclone density north of the region of decrease, and there are also larger anomalies between

30°S and 50°S in winter compared to virtually no change over this zone in summer.
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The changes in the 5(}0 hPa wind speed ar¢ a response to the pressure anomalies and therefore
show greater léngimdinal variation in winter compared to summer (Figures 6.21 and 8.20).
In particular, for winter the wind speed changes over the eastern Pacific generally show
contrasting patterns of change compared to the rest of the hemisphere. Excluding the eastern
Pacific in winter, in both seasons there are similar wind anomalies, in that there tends to be an
increase in wind speeds at high to middle latitudes (~50°S - 65°S) and a reduction in wind
speeds to the north of this (~30°S - 40°S). These changes are in broad agreement with what
is expected from the thermal wind relationship i.e. a warm anomaly between 50°S and 70°S,
due to the sea-ice reductions and SST increases, results in westerly wind anomalies over the

region of the temperature increase and easterly wind anomalies to the north.

Both seasons show a reduction in the amplitude of wave number 1, which, as mentioned
previously, may be related to reduced asymmetry of the SST distribution around the pole due
to the perturbation. The trough of the subpolar/midlatitude‘ expression of wave number 1 is
found over the western Indian and the ridge over the central Pacific, thus having the same
asymmetric distribution as the SSTs. In addition, the results from the SOM investigation of
twice-daily sea level pressure and 500 hPa height data in both seasons shows a tendency to
favour those circulation types in the perturbation simulations that exhibit fairly zonal and
symmetrical flow between 30°S and 50°S, and in particular those types with a reduced ridge

over the central Pacific compared to the controls.

The more zonally consistent response in summer compared io winter, which is clearly seen in
variables such as sea level pressure, 500 hPa heights and 500 hPa wind speed, may have
occurred for a number of reasons. Firstly, the summer months in the experiment are
associated with less overall sea-ice than the winter months, therefore there is reduced
asymmetry around the pole with respect to the sea-ice distribution and the sea-ice anomalies
in summer. Secondly, the sea-ice perturbations imposed in the summer season are more
evenly distributed around the hemisbhcre, in particular, there is a sea-ice reduction over the
Ross Sea which is comparable to the reduction near the Weddell Sea (Figure 5.11). In
contrast, the sea-ice perturbation in the winter season is found primarily over the Atlantic and
western Indian AOceans i.e. near the Weddell Sea sector (Figure 5.14). Lastly, the sea level
pressure maps for both years in each season show that there is a more zonally symmetric
organisation of the control pressure systems in summer (Figure 6.17) compared to winter
(Figure 8.16). This is clearly seen around 50°S, where there is stronger ridging over the

central Pacific in relation to other longitudes in winter compared to summer (Figures 6.17 and
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8.16). This may also relate to the larger control amplitude of wave number 1 in winter
(Figures 8.28). In summer the peak amplitude of the wave in middle to high latitudes is about
55 m (Figure 6.30), whereas in winter it is about 75 m (Figure 8.28).

Crowley et al. (1994) performed model perturbation experiments to examine the effect of
~ altered Arctic sea-ice and Greenland ice sheet cover on the climate. They commented that the
seasonal differences obtained in their study at high latitudes seemed to indicate that the
response in summer was a close reflection of the thermal perturbation, whereas the winter
response of the atmosphere to the altered temperature field was embedded in the high-latitude
flow pattern. This may also be the case for the present study and may account for some of the
differences in the positioning of pressure anomalies in the winter season between 1980 and
1985, as well as differences between other similar modelling studies, since the high-latitude
flow patterns may differ. Winter is also characterised by more energetic circulation compared
to sﬁmrﬁer, owing to the enhanced equator-pole temperature gradient, and this may result in a

stronger, yet more variable, response during this season.

8.8 Summary

This chapter describes the atmospheric response of the Southern Hemisphere to the sea-ice
and SST perturbation in the winte; season. The perturbation appeérs to have produced a
similar response between the two years in general, although there are a number of differences.
These differences may be related to differences in the positioning and magnitude of the sea-
ice and SST perturbations in the two years, differences in the circulation patterns and
positioning of features in the controls of the two years, or a particular difference may
represent natural variability and indicate that there is not a clear response to the perturbation.

The major findings which are consistent between the two years are summarised below:

e The sea-ice perturbation is found primarily over the Atlantic and western Indian Oceans.

e In general, the atmospheric response for 1985 appears to be located poleward of the 1980
response. This may be related to the differences in sea-ice extent between the two years,

since the sea-ice in 1980 is more expansive than in 1985.

e There is an increase in the surface sensible heat flux in the region from which sea-ice was

removed (~60°S - 70°S).
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There is a general increase in the latent heat flux near 60°S, especially in the western

~ Indian, eastern Pacific and Weddell Sea sectors.

There is a high latitude increase in surface specific humidity, especially in the region just

east of the Weddell Sea near 60°S.

There is an increase in surface air temperatures between about 50°S and 70°S in response
to the perturbation. The largest and most consistent increase between 1980 and 1985 is
found over the South Atlantic, near the Greenwich Meridian, associated with the largest

sea-ice and SST perturbation.

At high latitudes, between about 50°S .ar:1d 70°S, there are reductions in sea level pressure
over the south Atlantic, south (1985) and south-west (1980) of New Zealand and over the
south-east Pacific Ocean. These pressure decreases extend to the 500 hPa level and are
also associated with 500 hPa temperature decreases, indicating increased uplift and

“adiabatic cooling.

There are also increases in sea level pressure at high latitudes. Both years exhibit pressure
increases dver the Antarctic Peninsula and near 180°E. These pressure increases are
associated with 500 hPa height and temperature increases indicating increased subsidence
and adiabatic warming. These regions of increased subsidence may be responsible for

some of the surface air temperature increases around Antarctica.

Over middle/subtropical latitudes, between about 30°S and 55°S, there is an increase in
pressure over the Australian/New Zealand sector and a decrease in pressure over the
Atlantic Ocean. These anomalies are related to a southward shift of the pressure systems

over the Australian/New Zealand region and a northward shift over the western Atlantic.

‘The above-mentioned changes in pressure can be related to changes in the phase and
amplitude of the 500 hPa planetary waves. In particular, in both years the phése of wave
number 3 shifts eastward in response to the perturbation such that the troughs of the
midlatitude/subpolar (~45°S - 62°S) expression of the wave are positioned near the
Weddell Sea (~10°W), over the eastern Indian Ocean (~11.0°E) and east of the Ross Sea
- (~130°W) in the perturbations. The subtropical (~30°S - 45°S) expression of the wave
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shifts westward in both years, which positions the troughs slightly westward (~5°) of the
higher latitude portion of the wave in the perturbations. It is suggested that the trigger for
the phase change of wave number 3 is the large sea-ice perturbation over the Atlantic
Ocean (Weddell Sea sector). These phase changes also account for the increase in
subsidence over the Antarctic Peninsula and in the region of New Zealand. In addition,

wave number 3’s amplitude increases in response to the perturbation.

The amplitude of wave number 1 decreases in response to the perturbation, perhaps
associated with the reduced asymmetry of the SST distribution. The amplitude change of
the subpélar expression of the wave is manifest in the 500 hPa heights by a decrease in
pressure east of the Ross Sea (near 130°W) and an increase in pressure over the south-
~ west Indian Ocean (near 50°E). The amplitude change of the subtropical expression of
the wave (~35°S) is manifest by an increase in pressure near New Zealand (~170°E) and a
decrease in pressure over the Atlantic (~10°W). It is clear that the presSure changes
“caused by the phase shifts of wave number 3, mentioned in the previous paragraph, are in
sympathy with the pressure changes expected as a result of a reduction in the amplitude of

wave number 1.

The pattern of 500 hPa wind speed anomalies over the eastern Pacific are generally in
opposition with the patfern over the rest of the hemisphere. Apart from this region, there
is a general increase in wiﬁd speeds between 50°S and 70°S and a decrease in speeds
between 30°S and 50°S, in general agreement with a positive thermal anomaly at high
latitudes and the thermal wind relationship. Apart from the eastern Pacific region, these
changes result in a general weakening of the jet stream and a slight northward shift of the

jet over the Atlantic.

There is a general increase in midlatitude cyclone densities near 60°S, which may be
associated with a change in surface fluxes due to the exposure of the ocean surface in the
perturbations and an increase in the SST gradient between 55°S and 70°S, perhaps
| causing an increase in baroclinicity. There is a general decrease in cyclone densities north
of the high latitude increases, which may be associated with reduced SST gradients near
50°S and thus a potential reduction in baroclinicity. In certain regions there are also

| density increases north of these decreases, around 30°S and 40°S.



CHAPTER 9

Implications of the Winter Sea-Ice Perturbation for Southern

Africa

9.1 Introduction

This chapter focuses on southern Africa in order to investigate whether the winter sea-ice
perturbation has the capacity to significantly influence the climate of the subcontinent. The
previous chapter, which considered the broad Southern Hemisphere response, showed
contrasting positions of many of the anomalies in the two years, largely due to differences
between the climate state in 1980 and 1985, as well as differences between the imposed sea-
ice and SST distributions. It remains to be seen in the present chapter, whether the
é.tmosphen’c response to the perturbation elicits a consistent response over the southern

African window (20°S to 50°S; 2°E to 47°E), especially in terms of precipitation.

Southern Africa, as depicted in the analysis window, is largely dry during winter, apart from
the south-western Cape and south coast of South Africa which receive rainfall associated with
westerly waves and their attendant cold fronts. In comparison to summer, the subtropical
anticyclones intensify and move northwards during winter and there is an equatorward
expansion of the westerlies south of the country. The mean near-surface circulation over the
interior plateau is anticyclonic during winter, and subsidence prevails over much of the
region. The effect of this subsidence is to produce an elevated inversion layer which
suppresses convection and also intersects with the height of the escarpment, preventing the
influx of moisture over the escarpment and into the interior from the Indian Ocean. In
contrast, during summer the upper air inversion weakens and the height of the base of the
inversion is somewhat more elevated than in winter, permitting the influx of moist air from
the Indian Ocean. The reader is referred to Preston-Whyte and Tyson (1988) for a good

summary and discussion of the weather of southern Africa.

This chapter follows the same format as was used for the summer season (Chapter 7). Firstly,
the mean élimatic response is investigated in terms of a number of variables, and then the
twice-daily sea level pressure is considered using a Self-Organising Map. Lastly, changes to

precipitation over the subcontinent will be examined using the technique of downscaling.
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9.2 Mean Seasonal Response

Figure 9.1 shows the sea level pressure fields of the controls and perturbations in both years.
A continental high pressure is evident over the eastern portion of the land and there is a weak
trough over the north-western region of the subcontment (Figure 9.1a and d). The influence
of the midlatitude westerly circulation is visible over the southern half of the analysis window
(Figure 9.1a and d). In response to the imposed perturbations there is an increase in the
spatial extent of the continental high pressure in both years, as well as'a significant increase in
pressure over regions of the Indian Ocean (Figure 9.1c and f). As a consequence of the
increase in extent of the continental high pressure, there is a narrowing of the eastern half of

the trough located over the west coast (Figure 9.1q, b,d and e). In 1980 there is a significant

1980 1985
CONTROL

ns

208

2781

Figure 9.1 Sea level pressure (hPa) for the controls of a) 1980 and d) 1985, and the perturbations of
b) 1980 and e) 1985. Maps ¢) and f) show the perturbations minus the controls for 1980 and 1985
respectively. Statistically significant differences at the 95% confidence level have been shaded.
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reduction in pressure over the Atlantic Ocean (Figure 9.1c and f), whereas in 1985 this
decrease occurs further west, as was seen in the plots of the hemisphere in the previous
chapter (Figure 8.16). As such, over the analysis window there is a northward extension of
lower, midlatitude pressures over the Atlantic sector and a weakening of the South Atlantic
Anticyclone, but less so in 19?5 than 1980 (Figure 9.1). In addition, a comparison of the
controls and perturbations in both years shows that the changes in pressure over the southern
Indian and Atlantic Oceans cause the flow near 34°S to be more zonal in the perturbations
than in the controls (Figure 9.1a, b, d and ¢). It is interesting to note that the circulation
associated with the perturbations of the two years resemble each other more closely than do
the two controls, suggesting that the imposed sea-ice and SSTI anomalies may have forced the

circulation to converge to a more similar state between the two years.

The anticyclonic circulation over the subcontinent and adjacent oceans is evident in the
900 hPa wind field of the controls and perturbations (Figure 9.2). In both years there is an
increase in the speed of the wind over most of the subcontinent, particularly over the western
half and north-éastern corner (Figure 9.2¢ and f). This is a response to the strengthening and
increase in extent of the continental high pressure (Figure 9.1), the effect of .which can also be
seen iﬁ the meridional component of the wind (Figure 9.3b and d). There is an increase in the
southward flow associated with the continental high pressure over much of the subcontinent,
while there is increased equatorward flow over the north-eastern portion of the land and
Indian Ocean (Figure 9.3b and d). The slight westward shift of the trough over the west coast
(Figure 9.1) may also account for some of the increases in southward flow over the coastal
region (Figure 9.3b and d). South of 35°S there are conflicting patterns of wind speed change
between the two yea:s. (Figure 9.2¢ and f). In this region, the changes in the v-component of
the wind seem to suggest that there is increased southward flow west of about 20°E, but there

are contrasting anomalies east of this longitude (Figure 9.3b and d).

These near-surface wind and pressure anomalies have the potential to modify the fields of
convergence and divergence that are shown in the controls of 1980 and 1985 for the 900 hPa
levei (Figure 9.4). Related to the anticyclonic conditions, divergence fields dominate over the
land and Atlanﬁc and Indian Oceans in the controls (Figure 9.4a and d). There is a small
convergence field over the north-western region of the land in 1985 (Figure 9.4d), which may
be related to the weak trough over the west coast (Figure 9.1d). As was found with the sea
level pressure fields, the perturbations of the two years resemble each other more cfo'sely than

do the controls, in terms of both the magnitude and patterns of convergence and divergence
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Figure 9.2 900 hPa wind direction and speed (m s™) for the controls of @) 1980 and d) 1985, and the
perturbations of b) 1980 and e) 1985. Maps c) and f) show the change in wind speed between the
perturbations and the controls in 1980 and 1985 respectively.

(Figure 9.4). There are, however, similar anomaly patterns over the land in both years (Figure
9.4c and f). As aresult of the increase in inten;sity and spatial extent of the continental high
pressure in the perturbations (Figure 9.1), there is an increase in 900 hPa divergence over
much of the eastern half of South Africa and adjacent Indian Ocean (Figure 9.4c and f).
There is also a convergence anomaly over the western and southern portion of the land in
response to the perturbation (Figure 9.4c¢ and f), which may be related to the increased
southward flow associated with the western border of the continental high pressure, as well as
convergence associated with the eastern half of the trough over the west coast (Figure 9.3b
and d). There is diminished divergence over the eastern Atlantic Ocean, probably due to the

combination of weaker winds (Figure 9.2), reduced northward flow (Figure 9.3) and the slight
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Figure 9.3 Meridional component (v-component) of the 900 hPa wind (m s for the controls of a)
1980 and c) 1985, and the perturbations minus the controls for ) 1980 and d) 1985.

weakening of the South Atlantic Anticyclone (Figure 9.1). The near-surface changes in
convergence and divergence over the land suggest that there may be the potential for
increased uplift and rainfall over the west coast, the south-western Cape and south coast, and
a strengthening of the subsidence over the eastern half of the land in the perturbations.
However, as mentioned in Chapter 7, it is also essential to investigate the potential humidity

and 500 hPa level anomalies.

There is an increase in the 500 hPa height field over much of the analysis window in response
to the perturbation, with the largest increases occurring south-east and south of Africa in 1980
and 1985 respectively (Figure 9.5b and d). These pressure increases may be related to the
phase and amplitude changes of wave number 3 that were mentioned in the previous chapter.
In the controls at about 35°S, the first ridge of wave number 3 is positioned near 60°E,
whereas in the perturbations the ridge is positioned west of this, near 40°E in 1980 and 48°E
in 1985 (Figure 8.27). This, together with the increase in amplitude of wave number 3
(without regard to phase) (Figure 8.28), may partially account for the increase in 500 hPa

heights over the analysis window. In response to the pressure changes, there is a decrease in
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Figure 9.4 Horizontal divergence (s") at the 900 hPa level for the controls of a) 1980 and d) 1985,
-and the perturbations of b) 1980 and ¢) 1985. Maps c) and f) show the perturbations minus the
controls in 1980 and 1985 respectively.

the speed of the 500 hPa wind over most of the land, especially the northern and eastern
sections (Figure 9.6¢ and f). There is also predominantly a decrease in wind speeds over the
Indian Ocean sector in both years (Figure 9.6¢ and f). Over the Atlantic Ocean, however,
there is an increase in wind speeds between about 24°S and 33°S, but south of this there are
contrasting anomalies in the two years. Owing to the positioning of the 500 hPa height
anomaly in thel centre of the analysis window in 1985 (Figure 9.5d), there is an increase in
southward flow over the western half of the window and an increase in northward flow over
the eastern half of the window (Figure 9.7d). In contrast, in 1980 the height anomaly is

positioned further east than in 1985 (Figure 9.5b) and there is an increase in southward flow
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Figure 9.5 500 hPa heights (m) for the controls of a) 1980 and c) 1985, and the perturbations minus
the controls of b) 1980 and d) 1985. Statistically significant differences at the 95% confidence level
have been shaded. :

ovef most of the analysis window, except portions of the Indian Ocean (Figure 9.7b). These
broad differences in the v-component of the 500 hPa wind between the two years are manifest
as contrasting patterns of change over the African subcontinent, except over the south-
western and north-western regions where there is increased southward and northward flow
respectively in both years (Figure 9.7b and d). The anomalies in both years suggest that the
midlatitudes to the west of southern Africa are dominated by the eastern half of a westerly
wave trough, more so in the perturbations than in the controls (Figure 9.7). This trough may
be related to the drop in pressure over the Atlanﬁc Ocean in response to the perturbation that

was observed in the plots of the hemisphere from the previous chapter (Figure 8.17).

At the 500 hPa level there are similar convergence and divergence anomalies over southefn
Africa in the two years (Figure 9.8c and f). The divergence field over the north-west coast
strengthens and extends southwards in the perturbations, and there is also a divergence
anomaly over the south coast, west of about 25°E, in both years (Figure 9.8). These
divergence anomalies overlie the 900 hPa convergence anomalies (Figure 9.4), suggesting

that there is an increased potential for uplift and rainfall over the west and south coasts in the
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Figure 9.6 500 hPa wind direction and speed (m s) for the controls of a) 1980 and d) 1985, and the
perturbations of b) 1980 and e) 1985. Maps ¢) and f) show the change in wind speed between the
perturbations and the controls in 1980 and 1985 respectively.

perturbations. Over most of the rest of southern Africa, namely the interior and east coast,
there is a convergence anomaly in both years (Figure 9.8¢ and f). This upper air convergence
anomaly generally overlies the 900 hPa divergence anomaly (Figure 9.4), suggesting that
owing to the strengthening of the continental high pressure, there is increased subsidence and
a reduced potential for uplift and rainfall over the central interior and east coast in the

perturbations compared to the controls.

There are surface temperature increases in the midlatitudes, as well as over the western and
southern portion of the subcontinent in response to the perturbation (Figure 9.95 and d).

These temperature anomalies largely correspond to increases in the southward flow of air at
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Figure 9.7 Meridional component (v-component) of the 500 hPa wind (m s™) for the controls of a)
1980 and ¢) 1985, and the perturbations minus the controls for b) 1980 and &) 1985.

the 900 hPa level (Figure 9.3b and d), which suggests that the temperature changes may be a
response to increased advection of warmer air from lower latitudes. There are also increases
in the 500 hPa temperature field (Figure 9.10), and the patterns of change largely mirror the
500 hPa geopotential height increases (Figure 9.5). East of 25°E and south of about 35°S the
geopotential height and temperature increases at the 500 hPa level (Figures 9.5 and 9.10)
overlap with the surface temperature and sea level pressure increases (Figures 9.1 and 9.9) in
both years, indicating that the temperature anomalies in this region may be a response to
increased subsidence and adiabatic warming. A similar result might be expected over the
eastern half of southern Africa and the adjacent Indian Océa’n, what with the increase in the
extent of the continental high pressure (Figure 9.1) and the convergence and divergence
anomalies favouring increased subsidence (Figures 9.4 and 9.8). However, although there is
an increase in the 500 hPa temperatures over this region (Figure 9.10), there is a decrease in
surface temperétures in 1985 (Figure 9.9d). This region in 1985 is subjected to an increase in
magnitude of equatorward flow at the 900 hPa level, more so than 1980 (Figure 9.3).
Therefore, an increase in the advection of colder air from high latitudes may have overcome

the potential increase in surface temperatures from adiabatic warming.
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Figure 9.8 Horizontal divergence (s™) at the 500 hPa level for the controls of a) 1980 and d) 1985,
and the perturbations of b) 1980 and e) 1985. Maps ¢) and f) show the perturbations minus the
controls in 1980 and 1985 respectively.

. The changes in the surface and 500 hPa specific humidity fields are small in response to the
perturbation and there are contrasting patterns of change over southern Africa at both levels
between the two years, although at the 500 hPa level both years suggest that there may be a
small increase in humidity over the land south of about 30°S (Figures 9.11 and 9.12). The
surface changes indicate an increase in humidity south of the NW-SE diagonal of the analysis
window (Figuré 9.11) and the 500 hPa level changes show a decrease in humidity over the
Indian Ocean (Figure 9.12), which may be a response to the increase in subsidence over the

region.
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Figure 9.9 Surface temperature (K) for the controls of a) 1980 and ¢) 1985, and the perturbations
minus the controls of b) 1980 and d) 1985. Statistically significant differences at the 95% confidence
level have been shaded.
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Figure 9.10 500 hPa level temperature (K) for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls of b) 1980 and d) 1985. Statistically significant differences at the
95% confidence level have been shaded.
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Figure 9.11 Surface specific humidity (g kg for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls of b) 1980 and d) 1985.

1880 1983

Figure 9.12 500 hPa level specific humidity (g kg’l) for the controls of a) 1980 and ¢) 1985, and the
perturbations minus the controls of b) 1980 and 4) 1985.
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Lastly, the change in the moisture flux at the 700 hPa level has been investigated and is
shown in Figure 9.13. As has been mentioned with other variables, the moisture flux
magnitudes over southern Africa are more similar between the perturbations of the two years
than between the controls (Figure 9.13), again lending credence to the idea that the imposed
perturbation has forced the circulation of the two years towards a more similar state. There is
a decrease in the moisture flux over most of the interior and north-eastern southern Africa as
well as over the adjacent Indian Ocean (Figure 9.13¢ and f). Both years indicate an increase
in the flux over the Atlantic Ocean, which extends over the western and southern regions of
southern Africa, especially in 1980 (Figure 9.13c and f). These moisture flux anomalies

support the previously made suggestions that there may be an increased potential for rainfall

1980 ] 1985
p CONTROL d

Figure 9.13 The direction and magnitude of the moisture flux (g kg ms™) at the 700 hPa level for
the controls of a) 1980 and d) 1985, and the perturbations of b) 1980 and e) 1985. Maps c¢) and f)
show the change in the magnitude of the moisture flux between the perturbations and the controls in
- 1980 and 1985 respectively.
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over the west and south coasts and a reduced potential for rainfall over the central interior and
east coasts of southern Africa in the perturbations compared to the controls. It remains to be

seen, later in the chapter, whether these inferred precipitation changes actually occurred.

9.3 Twice-Daily Circulation at Sea Level - |
The twice-daily sea level pressure data over the southern African window are classified into
circulation types using a SOM. As for the summer season,. non-standardised twice-daily sea
level pressure data corresponding to the 6 winter controls of 1980 and 1985 (total t=1104)
were used to train a SOM comprising 15 nodes (3 in the x-direction and 5 in the y-direction)
in a rectangular topology. The nodes were .initialised using linear initialisation and training
was run for a total of 30000 iterations, .with the initial learning rate and training radius set to
0.05 and three respectively. The weights associated with each node of the trained SOM are
shown on the meta-map in Figure 9.14. “The trained SOM was then presented with twice-
daily data. associated with the controls and perturbations of 1980 and 1985 respectively and
the percentage of time steps which mapped to each node ;'are given in Figure 9.15. As has
been mentioned previously, the nodes are referred to by the numbers shown on the meta-map
(Figure 9.14), and the grids displayed on Figure 9.15 correspond to the arran'gement of nodes

on the meta-map.

Both years show a common decrease in representation of node numbers 4, 5; 7, 8 and 10
(around the left-hand side and centre of the meta-map) and an increase in representation of
'ndde numbers 2 and 3 (at the top of the meta-map) and 12 and 14 (in the bottom right-hand
corner of the rheta-map) (Figure 9.15). Those circulation types which experienced reduced
representation are, in general, characterised by a strong South Atlantic Anticyclone in
comparison to the South Indian Anticyclone, and related to this, the westerly wave in the
midlatitudes is positionéd such that there is anticyclonic circulation south of the Atlantic
Ocean and cyclonic circulation south of the Indian Ocean (Figure 9.14). In contrast, the
riodés' that are favoured in response to the perturbation, generaHy have higher pressures over
the Indian Ocean compared to the Atlantic Ocean and for node numbers 2, 3 and 12 the
westerly wave _trdugh axis is positioned south or south-we§t of southern Africa such that there
is anticyclonic circulation south of the Indian Ocean. que number 14 is associated with a
centrally situated westerly wave ridge and high pressures over most of the analysis window
(Figure 9.14). In the distribution of types '_simulated in thé perturbations, it appears that both
years tend to favour the' nodes which fall on the right-hand side of the meta-map in contrast to

the left-hand side (Figure 9.15b and e), which was not the case in the controls of the two years

{



273

Figure 9.14 The meta-map for the SOM showing the 15 nodes (3x5) with their contoured weights.
The weights represent sea level pressure, and values greater than 1022 hPa and less than 1010 hPa
have been shaded. o
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Figure 9.15 The percentage of days mapping to each node of the meta-map (Figure 9.14) for the
controls of a) 1980 and d) 1985 and the perturbations of ») 1980 and e) 1985. Plots c) and f) show
the difference between the controls and perturbations (perturbation minus control) in terms of the
percentage of days mapping to each node in 1980 and 1985 respectively. Plot g) represents the
average between the plots on c) and f), i.e. showing the average response between 1980 and 1985.

(Figﬁre 9.15a and d). If one moves from left to right across the meta-map, there is a
reduction in the strength of the South Atlantic Anticyclone and an increase in the strength of
the South Indian and continental anticyclones (Figure 9.14). All these features are therefore

favoured in the perturbations more than in the controls.

The top of the meta-map represents synoptic types that possess deeper westerly waves that
extend further northwards compared to the bottom of the meta-map (Figure 9.14). In the
perturbations (Figure 9.15b and e), as in the controls (Figure 9.15a and d), there does not
seem to be a particular bias towards either more or less extensive westerly waves over the
analysis window. Although, 1980 does seem to especially favour node number 15 in the
perturbations (Figure 9.14b and c), which shows high pressures over much of the analysis
window and anticyclonic circulation associated with a westerly wave which is situated quite
far south (Figure 9.15). 1985 favours this node less that 1980 in the perturbations (Figure
9.15), largely because of the positioning of the westerly wave. The seasonal mean anomaly
maps of meridional flow at the 900 hPa level in the midlatitudes suggest that in 1980 there is

increased southward flow over most of the window, whereas in 1985 there is increased
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southward flow over the weétern half of the win&ow and increased northward flow over the
eastern half of the windoW (Figure 9.3), thus imposing a centrally located ridge in the
westerlies in 1985 and a ridge which is located off-centre (east of the analysis window) in
1980. Node number 15.is predominately associated with southward flow in the midlatitudes,

thus more closely resembling the seasonal change for 1980 compared to 1985.

In summary, the SOM results imply that the imposed sea-ice and SST perturbation has caused
a shift towards synoptic types that are characterised by a strong continental anticyclone, high
pressures over the Indian Ocean (generally higher than those over the Atlantic) and a westerly
wave trough which is positioned south or south-west of the subcontinent, such that there is |
cyclonic circulation south of the Atlantic Ocean and anticyclonic circulation south of the

Indian Ocean.

9.4 Precipitation Changes

The same downscaling procedure that was described in Chapter 7 for the summer season has

been used here for the winter season. An artificial neural network (ANN) has been trained to

- derive a relationship between the input NCEP/NCAR assimilation atmospheric predictors

- (interpolated to the GENESIS GCM T31 grid) and the target CCWR observed precipitation
data (presented on a 0.5° grid). As mentioned in Chapter 7, the atmospheric predictor
variables comprise surface specific humidity, 700 hPa and 500 hPa geopotential heights,
700 hPa and 500 hPa temperatures and 700 hPa and 500 hPa specific humidities, as well as a
lag (36 hours) and a lead (12 hours) of these variables and the synoptic state indices derived
from the SOM procedure (refer to Chapter 3). The training has been performed using twice-
daily data from the winter months (JJA) in the period extending from June 1980 to August
1988. As for the summer season, training has only been performed for those grid cells for
which there are more than 365 days of observed precipitation data in the extracted winter

months.

Figure 9.16 shows the seasonal average for the observed CCWR precipitation data and the
downscaled precipitation derived from the NCEP/NCAR reanalysis atmospheric predictors.
The downscaled precipitation is a good representation of the observed pattern "of precipitation,
although, as for the summer season, the downscaling procedure does show a tendency to
derive too much precipitation. The largest difference between the downscaled and actual
precipitation over the grid cells that have been analysed is about 0.5 mm day™ (Fi gure 9.16¢).

Thus, in terms of the seasonal mean, the ANN downscaling functions are capable of
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adequately reproducing observed winter precipitation over South Africa and may be deemed

valid for use with the GCM data.
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Figure 9.16 The a) observed CCWR area averaged precipitation station data, the b) precipitation data
downscaled from the NCEP/NCAR reanalysis atmospheric predictor variables, and the ¢) downscaled
precipitation minus the observed precipitation (b minus ¢), for JJA and averaged over the period 1980 .
to 1988. Precipitation is given in mm day™.
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Data from the atmospheric predictor variables of the 1980 and 1985 winter control and

perturbation simulations have been applied to the -trained ANN downscaling functions in
| order to derive precipitation. As for the summer season, the twice-daily data from the three
replicates associated with the controls and the pcrturbétions respectively have been
concatenated together for both 1980 and 1985 in order to produce the input data for the ANN.
Figure 9.17 shows the winter (JJA) seasonal average of CCWR 6bserved precipitation (also
shown in Figure 9.16a), as well as the 1980 and 1985 control simulation winter grid cell
precipitation output by the model and the downscaled precipitation derived from the GCM
atmospheric predictor variables. The pattern and magnitude of the GCM downscaled
precipitation (Figure 9.17¢ and e) is very similar to what is observed (Figure 9.17a), although
the magnitude of GCM downscaled precipitation is generally slightly larger than observed.
This bias appears to be a result of the downscaling procedure, which, as mentioned in the
above paragraph, produces slightly wetter conditions than observed. The magnitude of the
GCM downscaled precipitation (Figure 9.17¢ and e) is very similar to the NCEP/NCAR
reanalysis downscaled precipitation (Figure 9.16), suggesting that the model circulation (as
defined by the atmospheric predictor variables) over the South African region must be fairly

realistic.

;The GCM downscaled precipitation (Figure 9.17¢ and ¢) is a vast improvement over the
GCM grid cell precipitation (Figure 9.17b and d). The GCM grid cell precipitation is
generally larger than observed, more so than the downscaled précipitation, and does not
capture the steep gradients and localised patterns of rainfall observed over South Africa -
(Figure 9.17). These results show that it is desirable to use the downscaled, derived fields of

GCM precipitation rather than the grid cell precipitation output by the model.

The control simulation and observed precipitation fields (Figure 9.17) show that only a small
proportion of South Africa receives rainfall during winter, with the rainfall being
concentrated in the south-western Cape and along the south-west and south coasts. The .
majority of this rainfall is frontal in origin and thus affected by changes in the midlatitudes.
Figure 9.18 shows the downscaled precipitation fields for the perturbation simulations, as
well as the difference between the control and perturbation fields. It is evident that the
precipitation changes are very small, and that the only change that may be of any significance
is the increase in precipitation over the west coast and south-western Cape in both years

(Figure 9.18b and d).
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Figure 9.17 The a) seasonally averaged observed CCWR precipitation (identical to Figure 9.16a),
the GCM control simulation grid cell precipitation output by the model in the winters of ) 1980 and
d) 1985 respectively, and the GCM control simulation downscaled precipitation for the winters of c¢)
1980 and ¢) 1985 respectively. Precipitation is given in mm day™.

The major conclusion drawn from the preceding analyses in this chapter of the mean response
of certain atmospheric variables was that there may be the potential for increased uplift and
rainfall over the west coast and south-western Cape, and a reduced potential for rainfall over
the eastern half of the country. Although very small, there does seem to be a general
indication of reduced rainfall over the eastern half of the country, especially in 1985 (Figure

9.18). The basis for suggesting that there may be a decrease in the already small amount of
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rainfall over this region, is because there is an increase in the spatial extent of the continental
high pressure in the perturbations, producing incréaséd surface divergence and increased
upper level convergence (Figures 9.1, 9.4 and 9.8). These anomalies are stronger in 1985
compared to 1980, therefore accounting for the more widespread decrease in precipitation in

1985 (Figure 9.18). -

PERTURBATION (DOWNSCALED)

P—C (DOWNSCALED)
d 1985

Figure 9.18 The GCM perturbation simulation downscaled precipitation for the winters of a) 1980
and c¢) 1985 respectively, and the perturbation simulation downscaled precipitation minus the control
simulation downscaled precipitation (see Figure 9.17¢ and ¢) for the winters of b) 1980 and d) 1985
respectively. Precipitation is given in mm day™.

As mentioned above, the increase in precipitation over the west coas.t and south-western Cape
can be explained by the results obtained from the other atmospheric variables which have
been examined. There is a decrease in midlatitude/sub-tropical sea level pressure west of
South Africa in both years (Figure 9.1). This decrease is positioned cldser to Soufh Africa in
1980 (extending westwards from about 24°E) compared to 1985 (extending westwards from
about 15°E) (Figure 9.1), which may contribute to the moré spatially extensive increase in
precipitation over the south-western Cape in 1980 compared to 1985 (Figure 9.18). The

manifestation of this decrease in pressure is that there is a northward extension of lower,
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midlatitude pressures over the Atlantic sector and a weékenin g of the South Atlantic *
Anticyclone, but more so in 1980 compared to 1985 (Figure 9.1). The seasonal mean changes
also show that there is a southward extension of the trough that is positioned over the west
coast. Changes to the wind field at the 900 hPa level display an increase in the northerly
component of the wind over the west coast and south-western Cape (Figure 9.3). Over this
region, winds originating from the north-west are the important rain-bearing winds. There is
also a 900 hPa convergence anomaly (Figure 9.4) and an upper-level divergence anomaly
'over the west coast-and south-western Cape in response to the perturbation, which indicates
increasingly favourable conditions for uplift and rainfall. Furthermore, there is an increase in
the 700 hPa moisture flux over the western portion of the country in the perturbations of both

years (Figure 9.13).

The change in the frequency of synoptic types simulated in the perturbations compared to the
controls indicates an increased preference for days which have higher pressures over the
Indian Ocean compared to the Atlantic Ocean, and where the axis of the westerly wave trough
is positioned south or south-west of South Africa, rather than east of the country. It is
suggesfed that the extensive decrease in pressure over the Atlantic Ocean, that was shown in
the previous chapter, may have resulted in an increased frequency or intensity of cold fronts
approaching South Africa and affecting the west coast and south-western Cape, but that these
fronts may then be preferentially steered southwards, away from the country, as a result of
relatively stronger high pressures south and east of South Africa in the perturbations. The
largest increases in the 500 hPa geopotential height and sea level pressure field over the South
African region are found south, south-east and east of the country (Figure 9.1 and v9.5). It has
been suggested that this pressure increase may be related to the phase and amplitude changes

of the subtropical expression of wave number 3.

In conclusion, although the precipitation changes caused by the sea-ice perturbation are very
small, the common increase in rainfall over the west coast and south-western Cape in 1980
and 1985 is physically plausible. It is thought that the sea-ice perturbation in the Weddell Sea
sector is responsible for the drop in pressures over much of the Atlantic Ocean (refer to
Figure 8.16) and that this has a direct effect on the cold fronts affecting the western portion of
South Africa. Owing to the small magnitude of the precipitation changes, it can probably be
said that sea-ice perturbations of a similar size to that imposed in the present study would not

have a very important controlling effect on winter rainfall over the country. Nevertheless, in
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light of the cohesiveness of the response obtained in the present study, it is possible that a

larger perturbation may cause a larger precipitation change over the region.

9.5 Summary

.This chapter has considered the regional atmospheric response to the sea-ice and SST
perturbation over southern Africa during the winter season. The mean seasonal response of
the climate has been considered, as well as possible changes in the frequency of circulation
types simulated over the region. Precipitation changes have been investigated by means of
downscaling, and, as was found for the summer season, the pattern and magnitude of the
GCM downscaled precipitation is very similar to what is observed and is a large improvement
over the GCM grid cell precipitation output by the model. It has become evident from
examining a number of variables, in particular sea level pressure, 900 hPa convergence and
divergence fields and the 700 hPa moisture flux, that the perturbation appears to have forced
the circulation over southern Africa to a more similar state in the perturbation simulations

between 1980 and 1985 than exists between the control simulations of the two years.

The major findings which are common to both 1980 and 1985 are surhmarised as follows:

In response to the Antarctic sea-ice reduction and warming of the ice-free waters there is

e an increase in the spatial extent of the continental high pressure and an increase in
pressure over much of the Indian Ocean.

¢ asouthward extension of the west coast trough.

¢ a northward extension of lower, midlatitude pressures over the Atlantic Ocean and a

weakening of the South Atlantic Anticyclone.

e an increase in 900 hPa divergence over much of the eastern half of South Africa and
“adjacent Indian Ocean and an increase in convergence over the western and southern

portion of the country.

¢ an increase in 500 hPa convergence over the interior and east coast of South Africa and an

increase in upper-level divergence over the west and south coasts of the country.
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e a decrease in the 700 hPa moisture flux over most of the interior and eastern regions of
South Africa, and an increase in the moisture flux over the western and southern portions

 of thé country.

e an increase in the frequency of days which have higher pressures over the Indian Ocean
compared to the Atlantic Ocean, and where the axis of the westerly wave trough is

positioned south or south-west of South Africa, rather than east of the country.

e not much change to the precipitation field, although there does seem to be a physically

plausible and consistent increase in precipitation over the west coast and south-western
Cape in both 1980 and 1985.




SECTION 1V

Synthesis



CHAPTER 10

Conclusion

10.1 Overview and Summary

10.1.1 Introduction .

The present study has considered the response of an atmospheric general circulation model to
a reduction in Antarctic sea-ice extent during summer and winter. The response has been
investigated over the entire Southern Hemisphere, although specific emphasis has been
placed on southern Africa. The research has aimed to increase our understanding of sea-ice
atmosphere interactions, as well as to provide an indication of the influence that negative sea-
ice anomalies may have on the climate, in the context of interannual differences in sea-ice
extent, as well as the reduction in sea-ice that may occur in the future as a consequence of

anthropogenically induced global warming.

There have been previous modelling studies which have addressed this issue of the
atfnospheric effect of a reduced Antarctic sea-ice extent (viz., Simmonds, 1981; Mitchell and
Hills, 1986; Simmonds and Dix, 1987; Mitchell and Senior, 1989), but these studies used
extreme sea-ice anomalies, not seen in the present climate regime. The current study has
made use of smaller anomalies, closer to' the magnitude of observed interannual variability.
There are also a number of other important differences between this sea-ice sensitivity study
and past studies. For example, the present study uses a finer resolution and more current
GCM than used previously; examines the summer season, while past studies only addressed
winter month§; and is more extensive than former studies, in terms of the number of
simulations performed and the number of variables considered (cf. Simmonds, 1981; Mitchell
and Hills, 1986; Simmonds and Dix, 1987; Mitchell and Senior, 1989). A particular
objective of this thesis has been to establish whether Antarctic sea-ice anomalies have the
capacity to affect the climate over South Africa, especially in terms of precipitation. This has

not been considered in the past.

In the sea-ice sensitivity simulations, sea-ice and SSTs were prescribed in the GCM, such that
the sea-ice perturbation could be isolated and not complicated by feedbacks between the
ocean, ice and atmosphere. The control simulations were forced by observed present-day

SSTs and sea-ice extents; while in the perturbation simulations SST and sea-ice anomalies
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were introduced. A sea-ice algorithm, based on observed patterns of ice growth and decay,
was devised in the present study to obtain the anomalous sea-ice and SST fields for the
perturbations. Where sea-ice was removed it was replaced by an interpolated gradient of
SSTs extending to the new sea-ice boundary, thus including the effect of warming the ice-free
waters. For the sensitivity experiment, the control and pertufbation simulations were restarts
of the AMIP configured simulation from the GENESIS GCM, and the summers of 1979/80
and 1984/85 and winters of 1980 and 1985 were selected for the study. Three replicates were
performed for each of the four periods for both the control and perturbation conditions. (

i

10.1.2 Validation of the GENESIS GCM |

Before using the GENESIS (ver. 2.0.a) GCM for the sea‘-ice sensitivity experiments, the
model was subjected to an evaluation procedure, more rigorous than has been previously
performed for this GCM over the Southern Hemisphere.  This was necessary, since the
reliability of the results from the sensitivity experiments are related to the ability of the model
to simulate present-day conditions. GENESIS has been found to capture the large-scale
features of the observed climate reasonably well, and many of the discrepancies between the
observed and GCM data can be ascribed td inadequategspatial resolution. The model
simulates the pattern of sea level pressures fairly realistically, especially the seasonal strength
and position -of the subtropical high pressure belt, although ‘the south-east Pacific and Indian -
high pressures are slightly too weak during summer. The midlatitude pressure gradient is too
weak in the GCM due to pressures in the circumpolar trough being higher than observed.
This trough is also positioned slightly equatorward of the trough in the observed data, which
influences the zonal averages of wind speed and midlatitude cyclone densities. The region
over the Antarctic continent is particularly problematic in terms of surface air temperature
and sea level pressure, and a storm track analysis indicated that there is slightly too much
variability in the sea level 'pres.sure field in the model compared to observed, especially over

the eastern Pacific in the midlatitudes.

A source of uncertainty in all GCMs stems from the use of ﬂarameterisations to represent sub-
grid scale processes and this has a particularly large impact on variables related to the
hydrological cycle, such as humidity and precipitation-.‘ Surface and 500 hPa specific
humidities are generally too low in the model in summer and winter, and precipitation is

overestimated, especially in the region of the South Pacific Convergence Zone.
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An examination of the 500 hPa planetary waves showed that the model captures the phase of
seasonal wave number 1, the latitudinal position of the subpolar and subtropical amplitude
peaks and the relative seasonal changes in amplitude, but the amplitude of the subpolar peak
is smaller than observed. The model fields, in general, are found to be more zonal than
observed, which may be a consequence of the resolution of the model, such that it cannot
capture all the high frequency forcings that contribute to the amplitude of the large-scale

waves.

Despite the model biases that have been mentioned above, it appears that the GENESIS (ver.
2.0.a) GCM is able to capture the circulation dynamics of the present-day climate. Since the
changes that occur as a result of varying sea-ice extent in the model will be a function of the

dynamics, the model was judged adequate for use in the sensitivity simulations.

10.1.3 Response over the Southern Hemisphere

The sensitivity simulations showed that the atmospheric response over the Southern
Hemisphere is to some degree sensitive to the positioning and magnitude of the introduced
SST and sea-ice anomalies in both seasons. For example, the summer and winter control sea-
ice is less expansive in 1985 compared to 1980, and similarly for the perturbation ice data
sets. This difference results in the ensuing pressure anomalies in 1985 being positioned
southward of those in 1980. The study has also shown that viewing the results from a zonally
averaged perspective can be misleading, especially when the imposed sea-ice and SST
anomalies are azonal. This is particularly the case for the winter season, where there is

considerable longitudinal variation in the response for many of the variables.

In general, the response in the summer season is more zonally uniform than during winter,
especially in terms of the wind and pressure data. This was ascribed to the more even
distribution of sea-ice anomalies in summer, the reduced asymﬁxetry of the sea-ice
distribution around the pole in summer, and the more zonally symmetric organisation of the
control pressure systems in summer compared to winter. The results for the summer season
are also more consistent between the two study periods, viz. 1980 and 1985, compared to
those for wintef. Many of the inconsistencies in winter are related to differences between the
two years in the magnitude and positioning of the sea-ice anomalies, differences in the
positions of circulation features in the control simulations, as well as the high variability of
the atmosphere during winter in middle to high latitudes. When the former two differences

are taken into account, it is often found that the years respond in a similar fashion to the
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perturbation. For example, the unperturbed flow is quite different in 1980 and 1985 in terms
of the position of the troughs and ridges associated with wave number 3, especially south of
45°S. Therefore, in response to the perturbation, different pressure anomalies are produced
felative to the controls of the two years. Upon closer examination, however, it is clear that
the phases of wave number 3 in the perturbations is comparable between the two years and
that the sea-ice perturbation forced the circulation towards a more similar flow pattern than

existed between the control simulations.

As expected, the removal of sea-ice and the warming of the ice-free waters produces an
increase in surface temperatures, and sensible and latent héat fluxes over the anomalies in
both seasons. These increases are, however, much smaller in summer compared to winter. In
both seasons the sea-ice perturbation causes a general lowering of sea level pressure between
50°S and 70°S, although there are high latitude regions of sea level pressure increase,

especially during winter.

For summer, there is increased subsidence between 30°S and 50°S, associated with a
strengthening and southward extension of the descending limb of the Hadley Cell. In
contrast, in winter although there is a southward shift of the Hadley Cell over the
Australian/New Zealand region, there is a northward shift of the pressure systems over the
Atlantic. In both seasons, there is a tendency for increased ridging near Australia and New
Zealand between 30°S and 50°S. The wind speed changes in summer and winter are in broad
agreement with what would be expected from the thermal wind relationship, i.e. where there
is a warm anomaly between 50°S and 70°S due to the séa-ice and SST perturbation, one
‘would expect westerly wind anomalies over the perturbation and easterly wind anomalies to
~ the north. As such, there tends to be an increase in 500 hPa wind speeds in middle to high
latitudes (~50°S - 65°S) and a reduction in wind speeds to the north of this (~30°S - 40°S).
However, for the winter season this change is less uniform and in general over the eastern

- Pacific there are contrasting patterns of wind speed change compared to the rest of the

hemisphere.

- The general pfessure decrease around Antarctica is re}ated to the response found for
midlatitude cyclone densities, such that there is an increase in cyclone densities around 60°S
in both seasons. North of this high latitude increase, there is a decrease in midlatitude
cyclone densities. In winter, the increase in pressure in the New Zealand region between

30°S and 55°S, appears to be related to increased blocking in the perturbation simulations.
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The sea-ice and SST perturbation produces a reduction in the amplitude of wave number 1 in
summer and winter. It is hypothesised that this is related to the reduced asymmetry of the
SST distribution around the pole in the perturbations compared to the controls. The results
bfrom the SOM investigation of the twice-daily circulation data support this finding, showing
that the perturbation favours circulation types exhibiting fairly zonal and symmetrical flow
between 30°S and 50°S, and especially those types that have a less prominent ridge over the

central Pacific compared to the controls.

The 500 hPa height anomalies in winter are clearly related to changes in the phase and
amplitude of the 500 hPa planetary waves. In particular, in both years the phase of wave
number 3 shifts eastward in response to the perturbation such that the troughs of the
midlatitude/subpolar (~45°S - 62°S) expression of the wave are positioned near the Weddell
Sea, over the eastern Indian Ocean and east of the Ross Sea in the perturbations. The
subtropical (~30°S - 45°S) expression of the wave undergoes a westward phase shift in both
years, positioning the troughs slightly westward (~5°) of the higher latitude portion of the
wave in the perturbations. It is suggested that the trigger for the phase change of wave
number 3 is the large sea-ice perturbation over the Atlantic Ocean. These phase changes
account for the increase in subsidence that is found over the Antarctic Peninsula and in the

region of New Zealand.

10.1.4 Response over Southern Africa ’

One of the aims of the present study has been to examine the potential influence that
Antarctic sea-ice extent has on the climate of southern Africa. As such, the results of both the
summer and winter sea-ice and SST perturbations have been examined in more detail over
this region. The variable of primary concern for the area is precipitation, but it has been
shown that the GCM grid cell precipitation output by the model is unable to capture the
detailed spatial patterns and steep gradients observed over South Africa and the magnitude of
precipitation is too large in the model in both summer and winter. In order to circumvent this
problem, the technique of downséaJing has been used to derive regional scale precipitation,
on a 0.5° grid, from a set of atmospheric predictors. This is an empirical approach to
downscaling which initially determines a relationship between data from a set of observed
atmospheric predictor variables and observed regional scale precipitation. Then, once this
function has been validated, it is applied to the data from the GCM set of atmospheric
variables in order to derive precipitation. It is important to note that while most of the

a_maIysis included the southern African region and adjacent oceans, the investigation of
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precipitation changes considered only South Africa. The reason for this is that in many

regions of southern Africa there was insufficient data for a meaningful downscaling

procedure.

The downscaling procedure has shown .that the. pattern and magnitude of the GCM
downscaled precipitation is very similar to what is observed in both seasons and is a vast
improvement over the GCM grid cell precipitation. It was clearly desirable to use the
downscaled fields of GCM precipitation rather than the grid cell precipitation output by the
fnodel. The results have highlighted the potential use of downscaling as a viable technique to
overcome the inadequacies of GCM precipitation output at the regional scale.

For the summer season the sea-ice perturbation results ‘in a southward extension and
intensification of the South Atlantic and South Indian Anticyclones. Thére is an increase in
the representation of days with a strong and dominant South Atlantic Anticyclone and fewer
days with a deep midlatitude westerly wave over the analysis window. The increase in
pressures over the Indian Ocean results in a near-surface dii/ergence anomaly which extends
westwards over the land, diminishing the surface convergence present in the controls over the
- north-east coast of South Africa. This is associated with a decrease in summer rainfall over
the north-east coast of South Africa (between about 26°S and 29°S). There is also a
narrowing of the easterly wave trough over the interior of the country, producing greater
meridional flow in the region around 25°E. This causes an increase in near suiface:
convergence north of 30°S and over the central interior of the country, and is associated with

an increase in summer rainfall (around 25°E and between about 26°S and 29°S).

In the winter season, in response to the sea-ice perturbation, there is an increase in the spatial

extent of the continental high pressure and an increase in pressure over much of the Indian

Ocean. This results in an increase in 900 hPa divergeﬁce and 500 hPa convergence over

much of the eastern half of South Africa and adjacent Indian Ocean, and appears to be

associated with a decrease in the 700 hPa moisture flux. In contrast, as a result of the large

sea-ice perturbation in the Weddell Sea sector causing a drop in pressures over much of the

Atlantic Ocean, there is a weakening of the South Atlantic Anticyclone and a southward
extension of the west coast trough. This is associated with an increase in 900 hPa

convergence and 500 hPa divergence, and an increase in the 700 hPa moisture flux over the

west and south coasts of the country. These results appear to cause a small increase in winter

precipitation over the west coast and south-western Cape in both 1980 and 1985,
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In both seasons, the precipitation response to the sea-ice perturbation is small, but the results
are cohesive, physically plausible and there is a similar response in 1980 and 1985. Thus, it
seems likely that a larger pertu,rbation than that imposed in the present study would elicit a
larger precipitation response 6ver South Africa than is seen in these results. It is also
important to remember that the South African response to a sea-ice perturbation may be
modulated by other factors which have not been considered, for example the phase of ENSO
or the QBO. Nonetheless, this preliminary study has suggested that an Antarctic sea-ice and
SST anomaly has the potentiai to affect circulation patterns and precipitation over the South

African region.

10.2 Constraints and Caveats '

There are a number of limitations associated with the present study which must be taken into
account when assessing the results. Perhaps the most obvious constraint is that this study has
not considered the feedback from the atmosphere to the ocean and ice. ‘“The sea-ice /
atmosphere relationship is mutual and reciprocal” (Hanna, 1996, p382) and there are complex
interactions involved. The present study has used prescribed sea-ice and SSTs so that the
impact of the sea-ice anomalies on the climate could be studied in a controlled manner. It is
important to recognise, however, that this is a simplification and that the presence of full sea-
ice and oéean models could modify the results. The ocean and sea-ice may play important
roles in the evolution of atmospheric anomalies, producing smaller or larger effects than are
seen in the present study. For example, one of the findings of the present study was that there
was an increase in the density of midlatitude cyclones at high latitudes, near 60°S, in response
to the sea-ice reduction. Jacobs and Corrﬁso (1993) suggest that there is a positive feedback -
between cyclone density and sea-ice extent. With greater storminess, warmer air is imported
from the north-west and the winds generate local convergence and divergence in the sea-ice,
such that greater shear and ridging in regions of convergence reduces the sea-ice cover
(Jacobs and Comiso, 1993). The divergence of sea-ice produces larger areas of open water,
increasing sensible and latent heat fluxes from the ocean, thus intensifying cyclonic activity
(Jacobs and Comiso, 1993). In general, this implies that the cyclone density increase in the
present study may be underestimated in a real-world situation, since, if permitted, the density
increase could have caused an additional decrease in sea-ice cover, which would subsequently
have caused a further increase in cyclone numbers. Thus, it is important to emphasize that
the present study is not a forecast of the real climatic changes that would occur if sea-ice
cover was less than normal, but is rather an initial attempt to identify key processes and the

sensitivity (as opposed to a forecast) of the atmosphere to sea-ice changes. In addition, this
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research has not considered the impact of changes in sea-ice concentration or thickness-on the

atmosphere, only changes in extent.

i
!

There are a number of caveats associated with the study in ‘terms of the GCM used. It was
clear from the validation section that, like most GCMs, the GENESIS model was unable to
accurately capture all the observed dynamics and thermodynamics of the atmosphere. This is
always going to be a problem with modelling studies, siénce by definition, a model is a
siﬁplification of reality. The question is, however, whetherfior not the dynamics of the model -
are acceptable such that the response to the perturbation simulations is representative of what
could occur in reality. This topic has been discussed in Chapter 4, and although the model
was> cieemed adequate for use in the sensitivity study, there is always the likelihood that

improved model physics and parameterisations could modif),ff the results.

In addition, the resolution of the model should be taken into ‘account, in terms of the scale of
analysis, since the reliability of model output decreases as one aﬁproaches the scale of the
GCM grid cell. A limited resolution also means that a certain amount of information is lost
in the model, and sub-grid scale information is not capturefad. 'A comment by Mitchell and.
Hills (1986) which is pertinent to the present study, is that in places the model may not have
sufficient horizontal resolution to respond to the small-scale forcing from the anomaly.
GCMs are also obvioﬁsly restricted by the present state of knowledge of the physics of the
atmosphere and interactions within the climate system, but despite their limitations, they are
the fnost appropriate tools available to use to investigate thie kinds of questions posed in the

- current thesis,

Finélly, it has become apparent through this research that although there are a number of
‘similmities between the results from this study and others investigating the impact of reduf:ed
Antarctic sea-ice, there are also a number of differences. T}élese differences may be related to
different sea-i(:e anomaliés (the present study imposed less extreme sea-ice anomalies
| compared to previous studies) and experimental designs used, but they may also be a result of
differences between the various GCMs. It is not possible at this stage to conclusively identify
which of the simulated results are sensitive to the contr?sting treatment of processes in
GCMs, and are thus model specific; Only by increasing tjhe number of studies performed,

with different GCMs, will it be possible to determine which models are producing the most

realistic response.
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10.3 Recommendations

This study has examined the atmospheric response to a sea-ice perturbation embedded in the
non-El Nifio years of 1980 and 1985 of an AMIP configured simulation. It would be an
interesting complementary study to perform similar experiments in El Nifio years in order to
determine whether there is a different response.. Furthermore, longer simulations with
reduced sea-ice, perhaps 10 years in duration, would facilitate the research of lower frequency
and longer term responses to the perturbation, for example, as to whether a reduced Antarctic
sea-ice extent could affect the El Nifio Southern Oscillation, or the Semi-Annual Oscillation.
Performing the simulations in different years would also help to resolve the variability of the
atmospheric response. Similarly, it would be advantageous in future studies to use much
larger ensembles of GCM simulations in order to help detect a definitive sea-ice-atmosphere
signal above the noise. It would also be valuable to perform similar experiments to the
present study, but varying sea-ice concentration and/or thickness. Although there have been
modellirig studies which have modified sea-ice concentration, the topic should be re-
examined using contemporary GCMs, and should investigate a range of time-scales and

variables, with an additional focus on the atmospheric response in non-polar regions.

Finally, the present study has highlighted that the atmosphere is sensitive to féirly small
changes in sea-ice extent, and this reinforces the need for better sea-ice models in fully-
coupled ocean-atmoéphere GCMs. The IPCC (1996) notes that a common problem with
coarse resolution coupled GCMs is that the sea-ice edge in the Antarctic is too far poleward.”
Results from the present research suggest that errors in sea-ice extent, as simulated by sea-ice

models, may distort atmospheric circulation.

Antarctic sea-ice occupies a fairly remote part of the world, from an anthropogenic
perspective, but, as demonstrated by the present study, it plays a crucial role in climate
dynamics and variability and has the potentiél to affect lower latitudes. A better
understanding of the contribution that the Antarctic region makes to the climate of the
Southern Hemispheré is essential for improved seasonal and short term forecasting, and will

aid predictions of the climatic implications of possible global warming.
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AGCM
AMIP
ANN
CAC
CCWR
CDC
COADS
COLA
CPC
EMC
ENSO
EOQOF
GCM
GENESIS
IPCC
ITCZ
LSX
MAE
NASA
NCAR
NCEP
NOAA
QBO
RMSE
SAHP
SIHP
SOl
SOM
SST

APPENDIX A

Acronyms

Atmospheric General Circulation Model
Atmospheric Model Intercomparisoh Project
Artificial Neural Network

Climate Analysis Center (USA)

Computer Center for Water Research (South Africa)
Climate Diagnostics Center (NOAA, USA)
Comprehensive Ocean Afmosphere Data Set

Center for Ocean, Land and Atmosphere (USA)
Climate Prediction Center (NCEP, USA)
Environmental Modeling Center (NCEP, USA)

El Nifio Southern Oscillation

Empirical Orthogonal Function

General Circulation Model

Global Environmental and Ecological Simulation of Interactive Systems
Intergovernmental Panel on Climate Change
Intertropical Convergence Zone
Land-Surface;Transfer Scheme

Mean Absolute Error

National Aeronautics and Space Administration, USA
National Center for Atmospheric Research, USA
National Cehters for Environmental Prediction, USA
National Oceanic and Atmospheric AdInjniStration, USA
Quasi-Biennial Oscillation

Root-Mean Square Error

South Atlantic High Pressure (subtropical)

South Indian High Pressure (subtropical)

Southern Oscillation Index

Self-Organising Map

Sea Surface Temperature



APPENDIX B

Spherical Interpolation Equations

The distance (dj,«) befween two points, j and &, on a‘ sphere is calculated using
cos dj, k = sin ¢; sin ¢k + cos ¢y cos Pk cos(Aj — Ak),

where ¢ refers to degrees latitude, and A refers to degrees longitude.

The data points are weighted according to their distance from the grid point to be interpolated
to. The weight (Sk) of data point k, for example, is obtained using the following conditional

equations:

If di.«<r1if3 then St =dj, ¢!
’ 2
If rf3<dix<r then Skzﬂ[ﬂ—lJ
- : 4ri\ 1
If ' djk> 1 ' then Sk=0

where r;is the search radius from grid point j (point of the interpolated value), and dj, « is the

spherical distance from grid point j to data point &, -

The “directional isolation” of each data péint relative to all nearby data points within the
search radius and with respect to grid point j, is calculated according to the following

equation:
nf .
Te=Y S[l-cosBik,l)],  I#k
=1

where njrepresents the number of data points within the search radius,r;, and 6;(k,1)is the

angle between nearby data points £ and I, with grid point j at the apex of the angle. The

angle, 0i(k,1), is calculated from

A
v
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Cosej(k,l):COSdk.'l—COS.dj.kCOde,l I £k
sindj, xsin dj,1

The final modified weights are then determined by

Wk=Sk2(1+Tk ESI]’ l#k

=1

where Wi is the weight for data point k¥ with respect to grid point j. The data values (z«)
* within the search radius are then linearly summed to obtain the interpolated value (z),

according to the following equations:

If  du>e then =Y Wexz) /Y W
k=1 k=1
If di.i1<g then = m_lz Tk
k=1

where m is the number of data points within € of grid point j. When the data points are
sufficiently close to the grid point to be interpolated to (i.e. within € of j), then the

interpolated value will assume their average value. The distance € is calculated from

If (max¢;) (min¢;) 20 then
€ =0.01max { (0.5xAA) X [cos(max ¢;)+ cos(min ¢;)], Ad }

If (maxd¢;) (min¢j) <O then
€ =001max { (0.5xAA) X [cos(max|®]|)+1], AO },

where max ¢jand min ¢y are the largest and smallest latitudes found among the grid points.





