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Abstract

The Benguela Upwelling System (BUS) on the west coast of southern Africa is one of the
global ocean’s most productive upwelling systems supporting a large fishing industry, a
fledgling aquaculture sector and offshore mining interests. Despite intensive monitoring
and modelling studies, there is no regionally tailored ocean forecasting system that is
explicitly developed to deal with the unique ocean dynamics of the Benguela. In this study,
the Hybrid Coordinate Ocean Model (HYCOM) is used in conjunction with the Ensemble
Optimal Interpolation (EnOI) assimilation scheme to study the impact of assimilating
sea surface temperature (SST) and along-track sea level anomalies (SLA) observations on
predicted upwelling dynamics in the Benguela. In order to evaluate the predictive skill
and impact of data assimilation, three experiments with HY COM-EnOI are evaluated: (1)
with no assimilation (HYCOMgpggEg), (2) only assimilating along-track SLA (HYCOMgr,a)
and (3) assimilating both SLA and SST (HYCOMsga +ssT). Using MODIS Terra SST as
reference, the model SST outputs are evaluated. HYCOMpggrgEg is found to exhibit a warm
bias along the coast, HY COMgr o shows an even greater warm bias while HYCOMgr,A 1+ 83T
conversely shows a much improved SST forecast skill. It is hypothesised that the warm
biases could be due to errors in boundary conditions and/or the ERA-interim wind product
used to force the model. Furthermore, a comparison of the assimilated SST product (the
Operational Sea Surface Temperature and Sea Ice Analysis; OSTIA) with MODIS SST
reveals biases in OSTIA up to +1°C, raising questions over its suitability for assimilation
in upwelling regions. Studying the effect of assimilation on SSH, SST and surface currents
before and after the assimilation suggests that an increase in SSH from assimilated SLA
leads to increased warm SST biases in HY COMgr,o. This is due to an incorrect relationship
between SSH and SST in the free-running HYCOM, from which the static ensemble is
derived for the EnOI. HY COMgy,a  ssT exhibits slightly enhanced SSH increments but the
associated increase in SST is significantly reduced by the assimilated SST, resulting in a
reduction of the bias with very little impact on the current dynamics. This is reflected in
the surface velocitiy increments, which are similar to or worse than that of HYCOMgy,a.
Investigating the potential of HYCOM-EnOI as an operational forecasting system has
revealed that the assimilation of SST and along-track SLA vastly improves modelled SST
for the BUS upwelling. Errors in the free-running model, which constitutes the static
ensemble, need addressing and comparisons between MODIS and OSTIA SSTs suggests
that OSTIA may not be ideally suited for assimilation in the case of coastal upwelling, due

to limitations in capturing the dynamics correctly.
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Chapter 1

Introduction

The south-west African coast adjacent to the Benguela Current, one of the world’s four
major eastern boundary currents, is a region known for coastal upwelling (Shannon 1985).
Here, upwelling occurs along the western coast of South Africa and the coasts of both
Namibia and southern Angola. Alongshore winds, through Ekman transport, drive warmer
surface waters offshore and upwell colder, nutrient-rich waters from depth to the surface
(Open University 1989). This fact, together with other features of this region, make the
BUS an important economic zone.

The upwelled, nutrient-rich waters are an abundant food source for phytoplankton
which, in turn, attract fish, thereby sustaining a lucrative fishing industry for both South
Africa and Namibia (Hutchings 1992; Bianchi et al. 2001; FTH 2009). In fact, continental
shelves, such as the shelf beneath the Benguela, are where most of the world’s commercial
fisheries are located due to proximity to estuaries and river mouths, the penetration of
sunlight in relation to depth and due to the aforementioned upwelling (Talley et al. 2011).
More specifically, regions of upwelling account for 25% of the gross global ocean fish catches
even though these areas only cover 5% of the world oceans (Jennings et al. 2009). The
Benguela also hosts spawning regions for the three primary species contributing to the
South African industry catch (sardine, anchovy and horse mackerel) as well as rock lobster,
which all support predators in the region including seals, Cape Gannets and penguins
(Hutchings et al. 2009). Coupled with the high productivity in the region is a regular
occurrence of harmful algal blooms and anoxic conditions which lead to fish mortalities
and lobster walkouts, especially in the St Helena Bay area (Pitcher and Calder 2000). A
flourishing aquaculture sector is also expanding within the region (Britz and Venter 2016).
Furthermore, marine mining operations occur offshore on a daily basis in the search for
diamonds on the continental shelf (Sakko 1998; Griffiths et al. 2005) and exploitation of
the Kudu gas field 170 km west of Oranjemund (Boyer et al. 2000) and the Ibhubesi gas
field offshore from Namaqualand is also expected in the near future (Berge et al. 2002;
Nkomo 2009). Therefore, marine industries along the western coast of South Africa and
Namibia stand to gain much from accurate forecasting and modelling of coastal upwelling
and sea state in the Benguela region.

However, South Africa currently has no regionally tailored operational ocean model
capable of accurately forecasting ocean conditions. Such a system would hold immense

economic, physical, biological and meteorological importance (Shannon 1985; Hutchings
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et al. 2009). Benefits include the ability to model ocean processes at the scale of a single
bay or short stretch of coastline, storm surge predictions, forecasting oil spill trajectories,
supporting sea rescue efforts, improving ship routing, enhancing fishing catch and pre-
dicting harmful algal blooms. These benefits meet the goals of Operation Phakisa-Ocean,
a South African government initiative to grow the blue economy while safeguarding the
marine environment (Department: Planning, Monitoring and Evaluation 2014).

A regional ocean circulation model that assimilates both satellite-derived sea surface
temperatures (SST) and along-track sea level anomalies (SLA) is currently in development
for South Africa’s regional ocean (Backeberg et al. 2014). However, validation studies for
this model have been focussed on the Agulhas Current region (Backeberg et al. 2014).
Preliminary studies of the model in a forecast mode suggest a warm bias is present along
the coastline adjacent to the Benguela (Luyt 2016). Possible reasons for this warm bias
include wind stress anomalies (Koseki et al. 2018), the misrepresentation of wind stress from
the use of a relatively low resolution wind product (Veitch et al. 2009), the overestimation
of warm Agulhas Current water entering the region (Veitch et al. 2010) and biases in
satellite SST used to validate model outputs (Dufois et al. 2012). There is, therefore, a
need to accurately diagnose the model biases in order to improve its accuracy, reliability
and usefulness as an operational ocean model for the Benguela Upwelling System, and the
South African Exclusive Economic Zone in general.

The aim of this research is to understand and evaluate the ability of a regional Hybrid
Coordinate Ocean Model (HYCOM, Bleck 2002) combined with the Ensemble Optimal
Interpolation (EnOI, Oke et al. 2002) data assimilation scheme, to forecast upwelling dy-
namics in the Benguela. HYCOM in free-running mode (without data assimilation) shows a
warm bias. In this study, the effect of incorporating SST and SLA assimilation in HYCOM
using the EnOI will be investigated. To study the impact of data assimilation, output from
three model experiments will be compared to reference satellite data. This comparison will
reveal both the forecast skill of the model and biases in the outputs. The three experi-
ments are (1.) no data assimilation, (2.) assimilation of along-track sea level anomalies
(SLA) only, and (3.) assimilation of along-track SLA and sea surface temperature (SST)
observations from the Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA)
product.

This thesis is structured as follows: Chapter 2 provides a summary of the Benguela
Upwelling System (BUS) focussing on the geography and bathymetry, the wind and up-
welling regimes and the circulation and transport features. A brief history of modelling and
model assimilation in the region as well as in other upwelling systems around the world is
also presented here. Chapter 3 describes the HYCOM model used, the EnOI assimilation
scheme, the different datasets and the methods used to produce the results shown and

discussed in Chapter 4. Concluding remarks are then presented in Chapter 5.



Chapter 2

Background

2.1 The Benguela Upwelling System (BUS)

The term ‘Benguela Upwelling System’ (BUS) is used in this study to refer to the cohesive
whole of two parts: the eastern limb of the South Atlantic Sub-tropical Gyre referred to
as the Benguela Current and the coastal region of cool, upwelled water referred to as the
Benguela upwelling regime. The geographical extent of the BUS being focussed on in this
study spans 6-21°E and 9-39°S.

2.1.1 Geographic and bathymetric contexts

Eastern boundary currents are weaker, slower, shallower and wider in comparison to their
western boundary counterparts (Talley et al. 2011). The four major upwelling systems of
the world, the most productive regions of the global ocean, all correspond with eastern
boundary current systems: the Benguela Current, the Canary Current, The California
Current and the Humboldt Current (Hill et al. 1998). Each of these currents constitute
the eastern horizontal extremities of the great ocean gyres.

The Benguela Current system is unique in that it is bound by warm water cur-
rent systems in both the north and the south (Shannon and Nelson 1996; Shannon and
O’Toole 2003). The Angola Current in the north brings warm, equatorial water south
along the western African coast and meets the Benguela at the Angola-Benguela Frontal
Zone (ABFZ), occurring at ~15-17°S (Shannon et al. 1987). To the south of the Cape
Peninsula, the Benguela is bound by the Agulhas Current which releases eddies and fil-
aments of warm, high-salinity water into the Benguela and southern Atlantic in regular
events termed the Agulhas Leakage (de Ruijter et al. 1999).

The large-scale bathymetry of the BUS consists of two large basins, the Cape Basin
in the south and the Angola Basin in the north, separated by the Walvis Ridge which
runs from close to the coast (~20°S) in a south-westward direction towards the Mid-
Atlantic Ridge for over 2500 km (Shannon 1985). This ridge is a barrier to water flow
in the northward and southward directions at depths exceeding 3000 m and impacts the
circulation in the south-east Atlantic (Nelson and Hutchings 1983; Shannon 1985).

The bathymetry of the continental shelf varies along the coast, being widest near the
Orange River mouth (180 km) and at the Agulhas Bank on the south of the continent
while being relatively narrow at the Cape Peninsula (40 km), south of Liideritz (75 km)
and off Angola (20 km; Shannon 1985).
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2.1.2 Wind regime

The prevailing winds in the BUS are equatorward, alongshore winds regulated by the
South Atlantic High Pressure System (SAH), the prevailing adjacent continental pressure
system and eastward propagating cyclone systems (Nelson and Hutchings 1983; Shannon
1985). The upwelling-favourable winds drive an Ekman transport that forces warmer sur-
face waters offshore and upwells colder subsurface waters to the surface. These alongshore
equatorward winds are guided by a thermal barrier created by the Namib Desert on the
coast and by the mountain configurations of the continental escarpment (Shannon 1985).
The SAH maintains a year-long presence with a seasonal oscillation between a more south-
eastward position (~30°S, 5°E) in the austral summer and a more north-westward position
(~26°S, 10°E) in the austral winter (Preston-Whyte and Tyson 1988). This seasonal shift
causes a prevailing westerly wind in the southern Benguela (32-34°S) during winter but the
equatorward southerlies remain dominant in the central Benguela (24-32°S) throughout

the year blowing strongest during the summer season (Strub et al. 1998).

Passing cyclones forming before Rossby waves in the subtropical jet stream within
the westerly wind belt (35-45°S) modulate upwelling-favourable winds in the southern
Benguela (Shannon 1985; Shannon and Nelson 1996). The modulations, relaxing or re-
versing the upwelling-favourable winds, occur on timescales of about a week in the austral
summer to a month in the austral winter (Jury et al. 1990). The vigour of the modulations
is sensitive to the properties of the atmospheric Rossby waves propagating through the

subtropical jet stream (Nelson and Hutchings 1983).

The upwelling-favourable conditions of the entire Benguela are also subject to a phe-
nomenon termed ‘berg winds’. These are katabatic wind events which occur during austral
autumn and winter and are associated with the development of large high pressure systems
over the southern parts of the subcontinent (Shannon 1985). Berg winds persist for a du-
ration of around four days and blow offshore, inhibiting upwelling (Nelson and Hutchings
1983).

2.1.3 Upwelling regime

Upwelling along the coast adjacent to the Benguela extends from ~15°S, effectively the
northern border of the upwelling regime, to Cape Agulhas at ~35°S. Lutjeharms and
Meeuwis (1987), through the use of satellite-derived SST for the period 1982-1985, iden-
tified eight localised upwelling cells in the BUS and named them the Cunene (17.5°S),
Namibia (21°S), Walvis Bay (24°S), Liideritz (27°S), Namaqua (30°S), Cape Columbine
(33°S), Cape Peninsula (34°S) and Cape Agulhas (35°S) cells. Demarcq et al. (2003), also
using satellite-derived SST but for the duration 1982-1999, created a SST climatology con-
firming the notion of regions of localised upwelling and documented the annual, monthly
and seasonal upwelling variability of three distinct regions: Walvis Bay (22.5°S) to 28°S;
the Hondeklip Bay area (~30°S); North of Cape Columbine (~33°S) to Cape Peninsula
(34°S). In their annual climatology, a constant cool SST belt exists along the coast due to
the presence of constant coastal upwelling activity. Average SST for the three upwelling
regions were found to be <16.7°C from Walvis Bay to Cape Town and 17-18°C for the
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intermediate upwelling regions above and below the Walvis-Peninsula coastal stretch (De-
marcq et al. 2003). Beyond the constant cool waters at the coast a predominantly warm
SST was observed offshore in the austral summer and in winter the cooler waters were
observed further offshore. Demarcq et al. (2003) further observed minimal variability in
upwelling along the Walvis-Peninsula stretch during the months of May to November (stan-
dard deviations <1°C) and increased variability during December to April (up to >2°C
in February and March). However, they stress that this could be due to both seasonal
changes in the southern Benguela and anomalous temperature events which occurred in
the summer of 1999-2000 (see Roy et al. 2001), both of which would have been captured

in their climatology.

The offshore extent of the band of cool coastal water, demarcating the upwelling front,
generally follows the shelf edge along the coast (Shannon 1985). Its position along the shelf
edge is relatively stable in the southern Benguela, however, the northern Benguela displays
a more variable spatial distribution thereof (Shannon and Nelson 1996). Perturbations in
the upwelling front occur in the form of well-documented features called filaments (Lutje-
harms and Meeuwis 1987; Lutjeharms et al. 1991; Shillington et al. 1992). These features
are generally shallow (~50-100 m deep), extending 100-500 km offshore but have also been
observed at extents of ~1000 km offshore (Lutjeharms et al. 1991). Filaments typically
occur near the Liideritz and Namaqua cells (~26-29°S) with predominantly perpendicular
orientations to the coast (Lutjeharms and Meeuwis 1987; Shannon and Nelson 1996) and
persist from several days to a few weeks (Lutjeharms et al. 1991). Longer filaments tend
to meander (~250 km in wavelength, ~100 km in amplitude), a characteristic which is
affiliated with the interaction with passing northward-moving Agulhas Rings which can
also elongate the filaments even further offshore (Lutjeharms et al. 1991; Shillington et al.
1992). Ikeda and Emery (1984) theorise that complex wind forcings are an important driv-
ing factor in the formation of filaments, Lutjeharms et al. (1991) relates filament formation
to the presence of strong, seaward berg winds and Shillington et al. (1992) attribute both

enhanced wind stress and topography.

The upwelling front is also a region of cyclonic eddy generation. Eddies have been
observed to form and advect offshore (Lutjeharms and Meeuwis 1987; Strub et al. 1998). In
particular, the Cape Peninsula is prolific in the production of these eddies, also observed by
Strub et al. (1998), and it has been proposed that their generation is initiated by filaments
originating in the Agulhas Retroflection south of Cape Agulhas (Lutjeharms and Meeuwis
1987).

The Liideritz upwelling cell, found at the geographical centre of the upwelling region,
was found to exhibit the coldest average SST, greatest seaward extent (280 km average),
highest upwelling occurrence and highest wind stress. The cell exhibits strong upwelling
year-round (Lutjeharms and Meeuwis 1987) and due to its location and vigour is considered
to be the centre of the upwelling regime (Stander 1964; Bang 1971; Parrish et al. 1983),
splitting it into northern and southern components as an environmental barrier between
them (Shannon 1985). The Liideritz cell is most developed in autumn and its alongshore

extent is at a maximum during austral winter and spring, extending into the Walvis Bay
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area (Lutjeharms and Meeuwis 1987). This matured development is reflected in the lowest
mean winter temperatures of 13°C compared to that of summer, 15°C, when the upwelling
intensity for the cell is at its minimum (Parrish et al. 1983). Indeed, SSTs at the Liideritz
cell remain low, not reaching 18°C, not even during the warmer austral summer (Lutje-
harms and Meeuwis 1987). In the annual climatology created by Demarcq et al. (2003),
an intense temperature gradient was observed further west from the Liideritz cell at 16°E.
Approaching the coast from the west, temperatures dropped from 19.8°C to 13.2°C across
this gradient, a difference of 6.6°C.

The upwelling cells to the north of the Liideritz cell (Walvis Bay, Namibia and Cunene)
show increasing mean temperatures with increasing distance northwards and also show a
reduced seaward extent of upwelling (Lutjeharms and Meeuwis 1987). These cells display
year-round upwelling, except for the northernmost Cunene cell which displays a seasonal
signal analogous to the cells south of Liideritz. The northern boundary of the Benguela
occurs at the ABFZ just north (~15-17°S) of the Cunene cell (17.5°S). Fluctuations in
upwelling-favourable wind stress are responsible for the seasonal intensity of the ABFZ
and its location is related to the impact of wind stress curl on the poleward flow associated
with its northern boundary (Colberg and Reason 2006). Rapid, short duration warm
water intrusions into the northern Benguela occur across this barrier (Mohrholz et al. 2004;
John et al. 2004) and warmer Angolan waters enter into the system through a poleward
undercurrent (Mohrholz et al. 2008) mixing with and warming subsurface waters before
upwelling.

Moving south from the Liideritz cell, an increasing mean temperature in the cells with
latitude is displayed, mirroring the trend in cells when moving north from the Liideritz cell
(Lutjeharms and Meeuwis 1987). Seaward extents also diminish, but the Columbine cell
demonstrates a maximum extent compared to the other southern cells. As mentioned in
§2.1.2, the seasonal shift of the SAH relaxes the upwelling-favourable winds in the southern
Benguela during the austral winter and westerly winds dominate, creating a strong seasonal
signal. This leads to a maximum in upwelling for the Cape Columbine, Cape Peninsula
and Cape Agulhas cells in the spring and summer months (Shannon 1985; Lutjeharms and
Meeuwis 1987).

2.1.4 Circulation features

The 200-300 km wide Benguela Current, forming the eastern limb of the South Atlantic
Sub-tropical Gyre, flows northwards in its southern extent and then tends to a north-
westerly direction moving northwards until parting from the coast at ~24-30°S (Shannon
1985; Reid 1989). Where the Benguela leaves the coast, there is a divergence of the
flow and one to two smaller branches of the current continue along the coast towards
the ABFZ (Moroshkin et al. 1970). Between 23°S and 15°S, the surface waters exhibit a
considerable westward flow and north of this region there exists the cyclonic Angola Gyre,
2000 km in diameter, with the Angola Current comprising its eastern extent (Moroshkin
et al. 1970; Gordon and Bosley 1991). Where the poleward flowing Angola Current and
the equatorward flowing Benguela converge culminates in the westward flow (Gordon and

Bosley 1991). The features mentioned here are shown in Figure 2.1.



2.1. THE BENGUELA UPWELLING SYSTEM (BUS) 7

A further notable surface circulation feature is the Goodhope Jet. This equatorward
jet current was first theorised due to intense horizontal density gradients before being
observed and described by Bang and Andrews (1974). This jet current is perennial, with a
speed of ~50 cm.s~! and a width of 20-30 km. Its constant presence is, however, affected by
very seasonal wind forcing and barotropic shelf waves (Boyd and Nelson 1998) contributing
to seasonal intensification. However, this seasonal effect is somewhat masked by Agulhas
water influx.

Finally, as mentioned in §2.1.3, there exists a poleward undercurrent. The under-
current flows along the coast west of the shelf break (Moroshkin et al. 1970; Nelson and
Hutchings 1983) and has been shown to penetrate as far south as the Cape of Good Hope
(Nelson 1989).

| | | | | 1
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Figure 2.1: Physical features of the BUS, where: EUC is the Equatorial Under Current;

SEC is the South Equatorial Current; SECC is the South Equatorial Counter Current;

AnC is the Angola Current; BOC is the Benguela Oceanic Current; BCC is the Benguela

Coastal Current; SAC is the South Atlantic Current; AgC is the Agulhas Current; ABF

is the Angola-Benguela Front; STF is the Subtropical Front; STG is the Subtropical

Gyre; and ACC is the Antarctic Circumpolar Current. Source: (Hardman-Mountford
et al. 2003)



2.2. MODELLING AND DATA ASSIMILATION IN UPWELLING REGIONS 8

2.2 Modelling and data assimilation in upwelling regions

2.2.1 Modelling and assimilation in other upwelling regions

The Benguela Current System forms one of four eastern boundary upwelling systems
(EBUSSs), the four largest upwelling systems in the world (Talley et al. 2011). The other
three are associated with the California Current in north-western America, the Humboldt
Current in south-western America and the Canary Current in north-western Africa. What
follows is a summary of a few of the modelling studies conducted in these EBUSs.

Past modelling studies in the California EBUS include harnessing of a nested Innova-
tive Coastal-Ocean Observing Network (ICON) program model with data assimilation in
the Monterey Bay area by Shulman et al. (2002). This bay-scale, curvilinear grid model
had a horizontal resolution of 1-4 km, 30 vertical layers and was coupled to and nested
within a Pacific West Coast ICON model. Shulman et al. (2002) found that nesting of
the finer scale ICON model in the PWC model vastly improved correlation between mod-
elled and ADCP observed currents and improved the skill of forecasting the location and
intensity of upwelling events. Assimilation of SST was beneficial for skin temperatures in
the regional PWC model, but for assimilation in the finer scale ICON model variable heat
fluxes as surface boundary conditions are necessary for accurate vertical thermal struc-
ture prediction. Shulman et al. (2009) assimilated Spray and Slocum gliders into a nested
Navy Coastal Ocean Model (NCOM, Martin 2000) of Monterey Bay with a curvilinear
grid at a horizontal resolution of 1-4 km. Assimilation of the glider data improved fore-
casts 1-1.5 days into the future with more accurate atmospheric forcing being deemed
necessary for extended forecasts. The assimilation improved modelled SST and salinity
during upwelling and relaxation periods both on the surface and in the vertical structure
compared to an unassimilated model run with both models evaluated against mooring
and remotely sensed data (Shulman et al. 2009). In the central California system, Penven
et al. (2006) used a 1-way nesting approach with the Regional Oceanic Modelling System
(ROMS, Shchepetkin and McWilliams 2005) model. A finer-resolution model was nested
within a coarser-resolution model with the goal of capturing both near-shore finer scale dy-
namics and offshore coarser scale dynamics, respectively. This method resulted in minimal
boundary discontinuities and valid representation of the local upwelling structure at a com-
putational cost only marginally above that of the nested model alone (Penven et al. 2006).
Also modelling the Monterey Bay area, Chao et al. (2009) used a triple nested ROMS
setup with the finest resolution model being at a resolution of 1.5 km. Satellite SST and
SSH along with in situ data were assimilated into the model using the 3DVAR algorithm
resulting in a RMS difference of 1.5.°C and 0.2 PSU when reanalyses and observations
were compared for temperature and salinity respectively (Chao et al. 2009). Broquet et al.
(2009), also utilising ROMS, assimilated satellite observations of the sea surface and in
situ observations using the Incremental Strong constraint 4D-Variational (IS4DVAR) data
assimilation system. This model spanned the entire California Current system and was
run at both 1/10° and 1/3° in separate experiments with and without assimilation taking
place. Broquet et al. (2009) found that assimilation reduced the difference between the

model and observations by more than a factor of 2 and assimilations resulted in improved
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modelling of the circulation up to 14 days after the assimilation cycle, showing promising
results for an operational forecast and analysis system based on the model and assimilation
method (ROMS-IS4DVAR). In an attempt to improve estimates of Ekman transport and
pumping, mean current structure, water masses, stratification and associated variability
along the western coast of the US and the California Current, Broquet et al. (2011) ap-
plied corrections to surface forcing and initial state during each assimilation cycle using
ROMS-IS4DVAR. This resulted in improved ocean state and surface forcing. However,
when only changing initial conditions like other assimilation schemes do, 4DVAR some-
times introduces questionable features. Allowing increments to the surface forcing reduced
circulation errors, but at the expense of surface forcing degradation (Broquet et al. 2011).
Zamudio et al. (2008), using a regional Hybrid Coordinate Ocean Model (HYCOM, Bleck
2002) of the southern Gulf of California nested within a Pacific and global HYCOM, iso-
lated the effects of local winds and oceanic remote forcing to study their impact on eddy
generation in the region. The regional model included 32 vertical layers and did not assim-
ilate ocean observations. Zamudio et al. (2008) found that local wind is not as essential
for eddy generation as the oceanic remote forcing. Zamudio et al. (2011) nested a 32 layer
regional HYCOM of the northern Gulf of California in a global HY COM to study seasonal
and interannual variability of salinity in the region. It was found that evaporation alone
could not explain the low-salinity water in the region for 2006 and 2008, but that coastally
trapped waves intensifying the poleward current were responsible for the transport of large
amounts of low-salinity waters into the region (Zamudio et al. 2011). HYCOM has also
been used for studying the effects of the 1997-1998 El Nino (Lopez et al. 2005) and 2001
Hurricane Juliette (Zamudio et al. 2010) on the Gulf of California.

In the Humboldt Current, sometimes called the Peru-Chile Current, Escribano et al.
(2004) diagnosed coastal currents in the vicinity of Peninsula Mejillones, a major upwelling
region, with a 3D model using the finite element method. Coastal eddies and reversal cur-
rents were found to be present while alongshore currents dominated the coastal circulation.
Escribano et al. (2004) concluded that physical barriers could form due to interactions be-
tween water masses, upwelling plumes and alongshore currents, leading to semi-enclosed
habitats. Penven et al. (2005) devised a ROMS model to examine the mean circulation,
mesoscale dynamics and seasonal cycle of the Peru Current System, the northern con-
stituent of the Humboldt Current. The ROMS had a horizontal resolution of 1/9°, 32 ver-
tical layers and boundary forcings were derived from climatologies. The model reproduced
the major equatorward, counter- and under-currents in the region as well as the upwelling
front, the equatorward cold water tongue and the equatorial front (Penven et al. 2005).
Combes et al. (2009) used a coarser (20 km) resolution ROMS to investigate the variabil-
ity of the entire Humboldt Current in combination with a tracer experiment to examine
regional upwelling dynamics. Their study found that off the coast of Peru and at central
Chile, the El Nino Southern Oscillation (ENSO) strongly modulates coastal upwelling due
to the propagation of downwelling equatorial Kelvin waves rather than local wind stress
(Combes et al. 2009). Shinoda and Lin (2009) investigated interannual variability in the

upper ocean in regions on the coast of Peru and northern Chile where there is persistent
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cloud cover. A HYCOM model with 16 vertical layers and forced with satellite-derived
surface heat fluxes and surface winds was used to model the upper ocean dynamics. Shin-
oda and Lin (2009) found HYCOM to reproduce the SST and SSH variations of the region
well and found that ENSO events play an important role in SST variability and heat flux.
Furthermore, upper ocean dynamics were found to have a strong influence in controlling
interannual SST variability north of 20°S. Using ROMS, Echevin et al. (2011) tested the
model sensitivity to boundary conditions in the northern Humboldt Current. The model re-
ceived boundary conditions from three ocean general circulation models (OGCMs) in three
separate experiments. Current variability was found to be strongly dependent on timing
and amplitude of equatorial waves while upwelling and equatorward flow were found to
be influenced by nonlinear processes such as mesoscale eddies (Echevin et al. 2011). The
effects of intraseasonal equatorial Kelvin waves on mesoscale eddy activity off Chile and
Peru was studied by Belmadani et al. (2012), also using ROMS. The model had 32 vertical
layers and was considered to be eddy resolving. The model was shown to successfully re-
produce local variability and propagation of equatorial waves along the waveguide. Coastal
eddy kinetic energy was found to increase in relation to Kelvin wave activity present at
the model boundary and this effect was suggested to be a robust feature (Belmadani et al.
2012). The Humboldt Current’s sensitivity to global warming was investigated by Echevin
et al. (2012), who used a ROMS model that was forced at the ocean-atmosphere by a
climate model, comparing pre-industrial and quadrupled CO3 levels. The intensification
of COs lead to a powerful increase of the surface density stratification, a narrower coastal
jet, an intensified undercurrent and an intensification of coastal turbulence (Echevin et al.
2012).

In the Canary EBUS, Johnson and Stevens (2000) used a fine resolution Canigo re-
gional model of the area between the Canary Islands, the Azores and the Gibraltar outflow.
The model was used to better understand in situ and remotely sensed data of the region
as part of the multi-disciplinary CANIGO project. The model was found to represent the
area well and reproduced currents, variability, associated upwelling and cool water filaments
(Johnson and Stevens 2000). Also using the Canigo model, Stevens and Johnson (2003)
studied the formation of upwelling filaments off the north-west African coast. Filaments
were found to form in four preferred locations along the coast and their generation was
theorised to be through the same mechanism as those in the California EBUS. While not a
study on the Canary EBUS itself, the region was used by Martinho and Batteen (2006) in
an attempt to reduce the pressure gradient force error observed in sigma coordinate models
by reducing the slope parameter. Batteen et al. (2007) used a terrain-following Princeton
Ocean Model (POM, Mellor 1998) to reproduce features in the northern Canary Current.
Using process-oriented experiments, it was shown that numerical and physical choices in
models are of great importance (Batteen et al. 2007). Using a 32 layer ROMS model, Mason
et al. (2011) studied seasonal variability of the Canary Current. The seasonal variability
of the current was found to be imparted by two large counterrotating anomalous features
that form once annually and propagate westwards. Through sensitivity experiments, vari-

ability in wind stress curl was determined to be an important generating mechanism of
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these features, but annual reversals of the boundary flow also played a role (Mason et al.
2011). Revisiting the Canary upwelling filaments, Troupin et al. (2012) improved on pre-
vious studies by more accurately representating the filament off Cape Ghir using a ROMS
model. Their suggested mechanism of filament formation was the balance of potential

vorticity in the region which can be applied to other EBUSs.

2.2.2 Modelling and assimilation in the BUS
Modelling of the BUS started with van Foreest and Brundrit (1982) who developed a con-

tinuously stratified, linear two mode numerical model for the southern Benguela. The
modelled region extended from 70 km south of the Cape Peninsula to north of St Helena
Bay and over 150 km offshore. The model was forced with constant upwelling-favourable
wind for 3 days and produced local features, including the Goodhope Jet, but the frontal
zones were lacking due to the linear character of the model (van Foreest and Brundrit
1982). Lutjeharms et al. (1995) made a first attempt at modelling the entire south-east
Atlantic upwelling region using the Fine Resolution Antarctic Model (FRAM) at a reso-
lution of 1/2° in longitude by 1/4° in latitude. Main large-scale upwelling processes and
features were modelled well, including the upwelling centres and plumes (Lutjeharms et al.
1995). Following the use of the Norwegian Ecological Model (NORWECOM, Skogen and
Spiland 1998) in the North Sea, Skogen (1999) validated its implementation in the BUS
by reproducing some of the main regional features. The model was able to reproduce the
upwelling cells, the ABFZ, the thermal front, the equatorward Benguela current and the
poleward undercurrent (Skogen 1999). Studying the fish larvae retention processes in the
upwelling plume at St Helena Bay, an important nursery ground on the western coast of
South Africa, Penven et al. (2000) used an idealised barotropic model to investigate the
regional oceanic processes. The model was based on the barotropic element of the SCRUM
model (Song and Haidvogel 1994), neglecting density variations but solving the vertically
integrated momentum equations. At a spatial resolution of 5 km, the model was able
to reproduce a cyclonic eddy in the lee of Cape Columbine, driven by alongshore winds,
acting as a retention mechanism by creating a dynamic boundary between the inshore and
offshore regions (Penven et al. 2000). Continuing in the investigation of larval transport by
physical processes to the St Helena Bay nursery grounds, Penven et al. (2001) devised a 3D
regional configuration of the ROMS model for the southern Benguela. The model spanned
the domain 28-40°S and 10-24°E and the grid was pie-shaped. The horizontal resolution
was higher at the coast and the model was run twice: with a spatial resolution at the coast
of ~18 km in the first run to test the stability and robustness of ROMS in a regional config-
uration and ~9 km in the second run to resolve mesoscale circulation features. The model
was able to reproduce the upwelling plumes, filaments, eddies and nearshore circulation
features crucial to regional ecological processes (Penven et al. 2001). This ROMS config-
uration of Penven et al. (2001), forced by comprehensive ocean and atmosphere dataset
(COADS) monthly mean climatologies, has been named the ‘PLUME’ configuration and
has been used in physical-biological model coupling studies (Mullon et al. 2002; Parada
et al. 2003; Koné et al. 2005). Also using the PLUME configuration, Blanke et al. (2002)

investigated the impact of wind on upwelling variability in the southern Benguela. It was
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found that the coast north of Cape Columbine is sensitive to fluctuations in the open-
sea winds and correlations between the model and observations made a case for studying
anomalous events using regional numerical tools (Blanke et al. 2002). Similarly, Blanke
et al. (2005) used ROMS in PLUME configuration and forced with QuickSCAT winds to
diagnose the main scales of wind forcing pertinent to anomalous SST events in the southern
Benguela. The temporal resolution of the wind forcing was found to be a crucial factor
in reproducing the interannual SST anomalies when evaluating the model against NASA
Pathfinder observations. Upwelling indices were also calculated to study the coverage and
intensity of warm and cold events along the coast (Blanke et al. 2005). Equilibrium dy-
namics of the BUS were investigated by Veitch et al. (2009) and Veitch et al. (2010) using
a regional ROMS model of the entire Benguela system. The model spanned 12.1-35.6°S
and 3.9-19.8°E with a spatial resolution that ranged from 7.5 km in the south to 9 km in
the north and had 32 vertical layers. The model reproduced all the salient features of the
BUS, but a cold bias existed at the shore due to underestimation of local wind drop-off and
a warm bias existed offshore due to an overestimation of warm Agulhas Current waters
entering the BUS (Veitch et al. 2009). Veitch et al. (2010) observed the dynamics of the
poleward countercurrent and its offshore deviation as well as the Benguela equatorward
current and its bifurcation into a topographically controlled coastal limb and an offshore
limb with a meandering nature moderated by passing Agulhas eddies. Fennel et al. (2012),
using a very idealised Modular Ocean Model (MOM, Griffies et al. 2009), demonstrated
the role of wind stress variations in explaining the circulation features of the BUS. Even
though the model was idealised, it was useful in explaining the response of the equatorward
flow and poleward undercurrent to variations in the wind stress. Mohrholz et al. (2014),
also using MOM, in situ and satellite observations investigated cross shelf hydrographic
and hydrochemical conditions in the northern Benguela. The model results confirmed the
dependence of upwelling strength on coastal and wind curl uwpelling mechanisms. Tim
et al. (2015) used a Max-Planck-Institute Ocean Model (MPI-OM, Marsland et al. 2003)
in a global simulation at 0.1° resolution with focus on the BUS. The model was driven by
atmospheric fields with the aim of finding the large-scale atmospheric drivers of variabil-
ity and trends in upwelling. Though there were minor differences between the northern
and southern Benguela, the correlations indicated the common atmospheric patterns that
favour upwelling, namely the alongshore equatorward wind stress, the subtropical high
pressure and an ocean-land sea level pressure gradient (Tim et al. 2015). Using the same
ROMS configuration as Veitch et al. (2009), Machu et al. (2015) forced the model with sur-
face forcings from a coupled atmosphere-ocean global circulation model at native resolution
(2.5° x 1.3°) and a downscaled resolution (0.5° x 0.5°). The downscaled forcing improved
physical and biogeochemical processes. The coarser native resolution forcing resulted in
misrepresentations, including a shifted SST seasonality, but this and other features were
corrected and improved when downscaling wind forcing (Machu et al. 2015). Junker et al.
(2015) investigated the effect of wind stress curl on meridional advection in the north-
ern Benguela using a regional numerical model based on MOM. The model was relatively

coarse in the horizontal dimension with finest resolutions of 8 km at the coast. It was
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found that the wind stress curl in this region could support a meridional advection south-
wards, transporting tropical waters into the BUS (Junker et al. 2015). Also using MOM,
Schmidt and Eggert (2016) investigated oxygen dynamics in the BUS. While the focus
was on physical-biological interactions, the upwelling and poleward undercurrent features,
important in oxygen transportation, were well modelled. Renault et al. (2017) performed
coupled ocean-atmosphere experiments by coupling a ROMS model to a Weather Research
and Forecast (WRF, Skamarock et al. 2008) model for the southern African region, includ-
ing the Benguela, Agulhas retroflection, Agulhas Current proper, the Mozambique channel
and Madagascar. This study investigated the surface current feedback to the atmosphere
and the resulting impact on the Agulhas Current retroflection and leakage. The feedback
was found to reduce mesoscale energy by 25% and allow a larger leakage, changing the
water masses of the BUS. Veitch and Penven (2017) investigated the impact of the Ag-
ulhas Current on the Benguela by comparing a standard ROMS simulation of the region
with a ROMS simulation where the Agulhas was diverted so as to remove its influence on
the Benguela. This model showed the warm water influence of the Agulhas beyond the
shelf and an associated density gradient front. This gradient front was shown to influence
coastal jets in the Benguela and the passing turbulence of the Agulhas leakage imparted
powerful mixing on the upwelling front of the southern Benguela. However, regions of
localised turbulence existed along the coast, independent of Agulhas influence.

Although operational products do exist for the global ocean, this study is the first
assimilation experiment focussed on the Benguela region. Only the preliminary study of

Luyt (2016) has evaluated the assimilated model outputs for this region prior to this study.



Chapter 3

Methods

3.1 HYCOM model

The Hybrid Coordinate Ocean Model (HYCOM), a primitive equation model, is a deriva-
tive of the Miami Isopycnic-Coordinate Ocean Model (MICOM), developed at the Uni-
versity of Miami (Bleck et al. 1992), and utilises the combined advantages of isopycnic-
coordinate and fixed-grid ocean circulation models within a single framework (Bleck 2002).
HYCOM overcomes challenges faced by fixed-coordinate models by changing between verti-
cal coordinates: isopycnic (p) vertical coordinates when dealing with stratified open oceans,
o-coordinates when modelling shallow coastal regions, and z-level coordinates when dealing
with dynamic, upper-ocean mixed layer events. The model determines the most favourable
hybrid distribution at each time-step but will always favour the use of isopycnic coordinates
where possible. Coordinates can locally deviate to - and z-coordinates where isopycnals
fold, outcrop or produce an unsuitable vertical resolution in model regions (Chassignet
et al. 2007).

3.1.1 Model setup and parameters
This study uses the same model instance developed by Backeberg et al. (2014) to primarily

capture Agulhas Current mesoscale variability and dynamics. The BUS falls within the
domain of this model so additionally evaluating the model’s forecast skill in this region
will further the effort to implement an operational ocean forecast model in the southern
African region.

A regional implementation of HYCOM, nested within a validated, basin-scale HY-
COM of the Indian and Southern Oceans was used (George et al. 2010). The nested
HYCOM spans the the region 0-60°E and 10-50°S. The regional HY COM receives bound-
ary conditions from the basin-scale model at six-hourly intervals. Temperature, salinity,
layer interface and baroclinic velocities are among the slowly changing variables relaxed
across a 20 grid cell (~200 km) transition region at the inner-outer model interface. At
the boundary, the relaxation timescale is 13 hours and reduces by a factor of 4 as distance
increases inwards. Barotropic velocities and pressure, faster changing variables, are dealt
with using the Browning and Kreiss (1982, 1986) method of bounded derivatives at the
inner model boundaries.

The grids of both models in the nested configuration were generated with the conformal

mapping tool (Bentsen et al. 1999). The horizontal resolution of the basin-scale model
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spans from 45 km in the Southern Ocean down to 14 km in the Indian Ocean, while the
nested model has a resolution of 1/10°(~10 km). The region’s Rossby radius of deformation
is about 20-80 km (Chelton et al. 1998) and the inner model is considered to be eddy
resolving. The models both have 30 hybrid vertical layers with a minimum thickness of 3
m in the uppermost layers.

The basin-scale model is initialised from Levitus climatology (WOAO5; Locarnini et al.
2006; Antonov et al. 2006) and spun up for 10 years using ERA-interim forcing (Dee et al.
2011). The inner model is then initialised from a balanced field of the outer model interpo-
lated to the higher resolution grid (~10 km). Applying atmospheric forcing fields from the
ERA-interim reanalysis data, the models are run from 1980 to 2007. Heat fluxes are recal-
culated as set out by Drange and Simonsen (1996) and momentum fluxes are determined
using the accurate yet computationally efficient bulk formulas described by Kara et al.
(2000). The TOTAL Runoff Integrating Pathways (TRIP; Oki 1998) hydrological model,
receiving river run-off input from ERA-interim for a 20 year span, is used to estimate the
monthly discharge from rivers. Rivers are considered to be negative salinity fluxes with
additional mass exchange (Schiller and Kourafalou 2010). This salinity flux is applied to
a layer, 6 m thick, to avoid instabilities close to river deltas being too great. This flux
is dispersed over an area, half an ellipsoid in shape and 60 km by 200 km in size, across
which the flux weighting reduces exponentially proportional to distance from the discharge
point.

HYCOM version 2.2 (Wallcraft et al. 2009) has been used in this study. Further model
parameters are listed in Table 3.1. For any further information on the model setup, see
Backeberg et al. (2014).

For this study, the inner HYCOM was executed in three different modes: (1.) ‘free-
running’ without data assimilation, henceforth HYCOMpgrgg, (2.) assimilating along-track
sea level anomalies (SLA), henceforth HYCOMgp A, and (3.) assimilating both along-track
SLA and sea surface temperature (SST'), henceforth HY COMgr o yssT. The assimilation of
data took place once a week (every seven days) and the model operated in a ‘forecast’ mode.
The model ran in all three modes for the period spanning 1 January 2008-29 December
20009.

3.1.2 Data assimilation scheme

No numerical models perfectly represent the phenomena they are designed to replicate.
Computational limits, parameterisations of variables, mathematical simplifications of com-
plex events, inaccuracies in initial conditions and inaccurate boundary condition data and
forcing fields are but a few sources of error in models. Error, furthermore, propagates
through the model domain causing ‘model drift’, moving the representation of reality away
from observations of the true state of the modelled phenomena. This drift can be restrained
by regularly assimilating observational data into the model, resulting in an improved model
estimate. In the realm of forecasting ocean conditions, data assimilation can be defined
as the fusion of observational data into a dynamical model to enhance its forecast ability
(Bertino et al. 2003).

In this study, the Ensemble Optimal Interpolation (EnOI; Oke et al. 2002; Evensen
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Table 3.1: Additional model attributes sourced from Backeberg et al. (2014).

Model attributes

Values

Model state variables

Horizontal resolution
Vertical grid

Sea surface height, u- and v-component ve-
locities, temperature, salinity, layer thick-
ness

1/10°

30 hybrid layers

Target densities (+1,000 kg/m3; layer 1 - 22.30, 22.60, 22.90, 23.20, 23.50, 23.80,
layer 30) 24.10, 24.40, 24.70, 25.00, 25.30, 25.60,
95.90, 26.20, 26.50, 26.80, 26.89, 26.99,
97.08, 27.18, 27.27, 27.37, 27.46, 27.56,

27.65, 27.75, 27.84, 27.94, 28.00, 28.05

Reference pressure flag Sigma-0
Minimum, maximum layer thickness for 3 m, 450 m
transition to z-level

Topography 1” GEBCO

Atmospheric forcing
Boundary conditions

Advection scheme

6-hourly ERA-interim

Unassimilated HYCOM of the Indian and
Southern Ocean (George et al. 2010)

2nd order

Vertical mixing scheme KPP
Deformation-dependent biharmonic viscos-  0.20
ity factor

Diffusion velocity (m.s™!) for Laplacian mo-  0.005
mentum dissipation

Diffusion velocity (m.s™!) for biharmonic 0.06
momentum dissipation

Diffusion velocity (m.s™!) for biharmonic 0.005
thickness diffusion

Diffusion velocity (m.s~!) for Laplacian tem-  0.005

perature/salinity diffusion
Baroclinic time step
Barotropic time step

600 seconds
20 seconds

2003) assimilation scheme has been used. It is computationally more efficient than the
Ensemble Kalman Filter (EnKF; Evensen 1994, 2003), which relies on a Monte Carlo inte-
gration step for sampling the forecast error covariance. The EnOI used in conjunction with
HYCOM has been shown to replicate Agulhas Current dynamics with reasonable accuracy
(Backeberg et al. 2008, 2009; Backeberg and Reason 2010; Backeberg et al. 2014) and the
EnOI has performed well in other dynamically similar regions including the East Australia
Current (Oke et al. 2007), the Gulf of Mexico (Counillon and Bertino 2009; Srinivasan
et al. 2011) and the South China Sea (Xie et al. 2011; Lyu et al. 2014). Furthermore, the
EnOI has been successfully used in the Northern and Baltic seas to assimilate temperature
and salinity profiles (Fu et al. 2011) and in the Pacific to assimilate Argo profiles (Xie and
Zhu 2010) and altimetry (Wan et al. 2010).

Data assimilation schemes always face the challenge of introducing observations into
model equations. If one considers the data assimilation problem to be deterministic, it is

overdetermined (Counillon and Bertino 2009). When solving the analysis, we can assume
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that the observation error (€) and forecast error () can be formulated as:

d = Hy' + Y, and (3.1)
Pt =+ e, (3.2)

where d portrays the observations, zpf the model forecast, 1" the true state and H the
measurement operator that relates the measurements to the forecasted model state vari-

ables.

The problem now becomes underdetermined but with an infinite number of solutions.
Gaussian distributions of the errors (Y and €) are assumed as well as a linear relationship
between all the variables, in accordance with the method of Bertino et al. (2003). This
allows for the calculation of a model analysis state (1)) estimation using least-squares and

minimises the difference from the truth, ¥ (Counillon and Bertino 2009).

The computational efficiency of the EnOI assimilation scheme arises in its creating only
a single forecast member, as opposed to Monte Carlo methods which produce many forecast
members. For Monte Carlo methods, the variance of the many members is representative of
the forecast error. However, the EnOI estimates forecast error (€) from a ‘static ensemble’
(A € RN where n is the model state dimension and N the ensemble size) and assumes
climatological variability is representative of assimilation cycle error (Oke et al. 2002;

Evensen 2003):
a

7T%C:
€EE N —1

A'(ANT, (3.3)

where A’ is the centred historical ensemble (calculated as A — A), N is the ensemble
size and C is the system background error covariances. « (€ (0,1]) is a scaling factor
used to mitigate large seasonal or interannual variances which may occur when sampling
an ensemble of model states over long time periods. These large variances are unsuitable
for representation of the assimilation cycle error (Counillon and Bertino 2009). In similar

fashion, the observations error covariance matrix is sampled as:

[0}

YYT~R =
N-—1

T/(T)7T, (3.4)

where R is the observation error covariance.

The static ensemble, A, was created from the free-running, nested HYCOM sampled
every five days throughout the period 1998-2007 (Backeberg et al. 2014). The model’s
spin-up preceding the sampling was of an adequate duration that model drift, a potential

source of erroneous and artificial correlations, was avoided.

It is expected that the assimilation of SLA causes simultaneous hydrographic changes
due to the correlation between sea surface height (SSH) and the water masses of mesoscale
features. When Backeberg et al. (2014) explored correlations between SSH and SST for
the entire 10-year ensemble duration, no relationship was found. There is, however, a
strong seasonal variability to SST which impacts on the three-way relationship between
SST, SSH and the corresponding ocean dynamics. In particular, there is a strong seasonal

enhancement of the correlation (R = 0.4) in the winter months of June, July and August.
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To limit the effect of seasonal variability on the EnOI correlation matrix, the static
ensemble is adjusted to account for this seasonality. The adjusted ensemble now consists
of a sixty-day moving window of ensemble states (Ayy) centred at the appropriate seasonal
time of year (¢t0) with respect to the time of assimilation (Xie et al. 2011). The adjusted
ensemble consists of 120 members, relatively large in sample size, and limits the noise in

the spatial correlation (Backeberg et al. 2014).

However, despite the substantial size of the static ensemble, it does not cover model
variability over the entire domain and associated sampling errors produce artificial long-
range spatial correlations. Often, a large problem from sampling historical covariance over a
long period of time is that you may include long-term trends in the variability such as global
warming and interannual or decadal variability. To reduce the effect of these correlations,
the impact of the assimilated observation is spatially restricted using a local framework
methodology (Evensen 2003). Backeberg et al. (2014) concluded that a localisation radius
of 400 km is appropriate for the modelled region. After applying a Gaspari and Cohn
function (Gaspari and Cohn 1999) to avoid discontinuities in the modelled forecast state
update, a resultant effective localisation radius of ~100 km is reached. The model state of

the forecast (v f) is then updated through the multivariate properties of the EnOI.

The assimilation cycle then follows the sequence of Xie et al. (2011). The purpose of
the investigation, as stated previously, is to evaluate the model in a forecast mode where
assimilation occurs at the beginning of the 7-day forecast cycle. SSH is diagnosed from the
model state, SLA is calculated by then subtracting the model mean and the assimilated
SLA observations are used to correct the modelled SLA anomaly. This ensures that av-
eraging the innovations (the difference between the model forecast and the observations)
over many assimilation cycles converges to 0, but it does not address potential biases in
the model variability error (Backeberg et al. 2014).

A first guess approach (FGAT) is employed where the model forecast (1) and the
observations (d) are compared on the same day (t0 — i, where i represents the day in the

7-day forecast cycle). The assimilated analysis state (1p3;) is then estimated:

N -1
o

) R> h (dw—i — Hepjg_,),
(3.5)

where H is the measurement operator that relates the measurements to the forecasted

Vi = P Z Aj(Al)THT (HA;50< o) TH + (
i=0.6

model state variables and R is the observation error covariance matrix (see Equation
3.4). For computational efficiency and ease, the observation error covariance matrix (R)
is considered to be a diagonal matrix and its variance is determined as proposed by Oke

et al. (2008):

2 _ 2 2
€o = €instr + €res (36)

where €2 is the observational error variance, €2 . is the instrument error and €2 is the

instr

representativity error. The representativity error, similar to tuning «, was set to a value

of 1 to keep the tuning process simple (Backeberg et al. 2014).
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Table 3.2: Altimetry missions in operation for study time period.

Altimetry mission Study coverage

GFO January 2008-September 2008
Jason-1 (old orbit)  January 2008-October 2008
Jason-2 October 2008—December 2009
Jason-1 (new orbit) February 2009-December 2009
Envisat January 2008-December 2009

3.1.3 Assimilated data

HYCOMgr,a and HYCOMgy,a 1ssT both assimilated delayed-time, unfiltered along-track
SLA from satellite altimeters. These data were produced by SSALTO/DUACS and pre-
viously distributed by Aviso+, now available from Copernicus Marine Environment Moni-
toring Service (CMEMS).

The gridded SLA level 4 product was not used because the interpolation scheme em-
ployed to generate the gridded product in the large, unsampled regions of the ocean and
its associated smoothing could mean regions with rapidly changing dynamics are under-
represented or contain unrealistic features (Ducet et al. 2000; Traon and Dibarboure 2004).
It has been shown, however, that an increase of concurrent altimeter missions results in
more accurate level 4 SLA products (Pascual et al. 2006). The unfiltered, along-track data
are adequate for sampling the finer spatial scales related to eddies (Wunsch and Stammer
1998) and exhibit reduced aliasing in the SLA signals (Byrne and McClean 2008).

The delayed-time product uses the Geophysical Data Record (GDR) computed from
a precise orbit ephemeris to apply altimetric corrections to the altimeters. Each altimeter
is further homogenised using a model and reference. Hereafter, a repeat-track analysis is
performed followed by the subtraction of a mission-unique mean profile from the data to
estimate the SLA (Dibarboure et al. 2011).

The SLA data have a horizontal resolution of 7 km. The altimeters in operation during
the temporal range of this study are listed in Table 3.2.

HYCOMsgr,a rssT assimilated SST from the Operational SST and Sea Ice Analysis
(OSTIA) product in addition to along-track SLA. This is a daily, global gridded SST
analysis derived from an amalgamation of satellite and in situ observations at a 1,/20°(~5
km) horizontal resolution (Donlon et al. 2012). The OSTIA analyses are produced by the
United Kingdom Met Office (UKMO) and are available from CMEMS. Ounly the analysis
corresponding to the day of assimilation is assimilated into the model. The analyses for
the remaining weekdays are not assimilated.

In order to create a global level 4 product, OSTIA assimilates the many observations
(see Table 3.3), differing in both time and space, using optimal interpolation (OI) (Martin
et al. 2007). OSTIA uses a persistence approach where the previous analysis field is used as
a background field from which a background error covariance matrix is generated and in the
absence of new observations the background is relaxed towards a climatology (Donlon et al.
2012). Using the background field, the background error covariance matrix and any new

observations, the analysis is produced using OI and solved with the Analysis Correction
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Table 3.3: Observation sources used in OSTIA, sourced from Donlon et al. (2012).

Sensor Sensor type Resolution Coverage

ENVISAT AATSR Infrared ~1.1 km (swath) Global

AVHRR—LAC European Infrared ~0.1° (gridded) North-East Atlantic and
North Atlantic Area (NAR) Mediterranean
AVHRR—LAC Infrared ~1.1 km (swath) Various regions depend-

ing on the data availabil-
ity at the time

AVHRR—GAC Infrared ~8.8 km (swath) Global

MetOP AVHRR Infrared ~1.1 km (swath) Global

MSG SEVIRI Infrared 0.1° (gridded) Atlantic sector

Aqua AMSR-E Microwave  ~25 km (swath) Global

TRMM TMI Microwave  ~25 km (swath) Tropics

In situ temperature and Ships; In situ point sample Global

salinity drifting
and moored
buoys

Sea ice concentration Passive mi- 10 km Global (northern and
crowave southern hemisphere

maps)

method (Lorenc et al. 1991; Martin et al. 2007).

3.2 Reference data

SSTs from the Moderate Resolution Imaging Spectroradiometer (MODIS) aboard the
NASA Terra platform was selected as a reference dataset to compare the model outputs
and OSTIA to. The global, mapped level 3 product is created by the NASA Ocean Bi-
ology Processing Group (OBPG) and is available from NASA’s Physical Oceanography
Distributed Active Archive Center (PODAAC).

The designated requirements for noise equivalent temperature difference (NEDT) of
MODIS thermal infrared bands is 0.05°K, a considerable advancement over its predecessor,
the Advanced Very High Resolution Radiometer (AVHRR) which exhibited an NEDT of
0.12°K (Goodrum et al. 2000). MODIS possesses an array of 36 observed spectral bands of
which some are dedicated to the sensing of atmospheric properties such as cloudcover and
aerosols. This allows for improved atmospheric correction and cloud masking, resulting in
more reliable SST observations. The MODIS sensor is borne upon both NASA’s Terra and
Aqua satellite platforms. When compared to buoys and ship-borne infrared radiometers,
MODIS Terra has been shown to be of an accuracy suitable for research and operational
implementations (Minnett et al. 2002, 2004). As such, MODIS SST products have been
used in the study of large lakes in the United States (Crosman and Horel 2009), Sweden
(Reinart and Reinhold 2008) and in the Curonian Lagoon of the Baltic Sea (Kozlov et al.
2014). Hao et al. (2017) summarised in situ validation studies of MODIS SST showing the
Terra platform’s sensor, as opposed to the Aqua sensor, to be in better agreement with in
situ observations both in the literature and in their own validation study in the coastal
waters of the Yellow Sea. Qin et al. (2014), while validating MODIS SST in the South

China Sea, also demonstrated the ability of the sensor to detect smaller oceanic features
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such as oceanic fronts and coastal upwelling.

The MODIS Terra SST level 3 product used in this study contains daily observations
spanning both the spatial and temporal domains of the area of interest. Terra is in a near-
polar, sun-synchronous orbit at an altitude of 705 km with a 10:30 am local descending
equatorial crossing. The SST field was captured using the 3 and 4 mid-infrared bands
(channels 20, 21, 22 and 23) with wavelengths ranging 3.66—4.08 um and has a spatial
resolution of 4.63 km. This dataset is the nighttime product which is appropriate for
model validation because of the absence of diurnal heating of the ocean skin temperature

captured by nighttime observations from the sensor.

3.3 Comparing model to reference satellite data
3.3.1 Data preparation

Before comparisons to the reference MODIS dataset were made, all datasets were first
homogenised. Spatial resolution, cloud cover and missing satellite data were considered in
this homogenisation.

The HYCOM outputs, OSTIA and MODIS each have differing native spatial resolu-
tions. In order to make meaningful conclusions from their differences, the datasets first
needed to be interpolated to the coarsest resolution among the datasets. The HYCOM
outputs exhibit the lowest resolution (~10 km), so OSTIA and MODIS were regridded
using a nearest neighbour interpolation to assign SST values to the new grid points.

MODIS level 3 SST data are masked in regions where observations are obscured by
cloud. Cloud-free days in the study area are at a minimum in the lower latitudes, both
offshore at the Angola-Benguela Frontal Zone (~15-17°S) and along the Namibian coastline
(Figure 3.1). The regions surrounding the South African coastline are least affected by
cloud in this period.

A daily cloud mask was extracted from the regridded MODIS dataset and applied to
all the HY COM outputs and the OSTTA dataset. This ensured that effects from cloud cover
in the reference dataset were not creating spurious results when compared with HYCOM
and OSTIA.

Over the days of 21-23 December 2008, no data for MODIS Terra is available. The
sensor had a fault over this time so the respective days were also removed from the other
datasets.

An initial look at the differences between OSTIA and MODIS is shown in Figure 3.2.
Warm biases in OSTIA of 0.25 to 0.75°C are seen offshore and in the northern (10-15°S)
and southern (35-40°S) regions of the study area. A cool bias (-0.50 to -0.25°C) exists
close to shore in the northern Benguela in the 2-year means. The winter differences show a
similar bias in the north (10-25°S) while summer differences show a cold bias much further
south (22-32°S). These preliminary results suggest that OSTIA may not be the optimal

SST product for use in assimilation.

3.3.2 Mean state and variability
In order to evaluate the ability of HYCOM to resolve upwelling SST dynamics in the

Benguela it needs to be evaluated against reference data. The model operating in ‘free-run’,
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Figure 3.1: MODIS cloud-free days for the temporal range of the study.

HYCOMFpREE, and its two assimilated counterparts, HYCOMgp,a and HYCOMgy A +ssT,
are simultaneously compared to MODIS, the reference dataset.

Firstly, 2-year mean SST plots are created for each dataset. Differences between these
means and the mean reference dataset are then calculated and mapped. These highlight
the mean, 2-year, differences between the datasets. 2-year standard deviations are also
calculated and mapped for each dataset. This reveals the ability of the model outputs to
represent daily variability at the ~10 km scale and how they fare between each other at
this skill.

Seasonal means are then created for each product. A summer mean encompassing
the months of January, February and March (JFM) and a winter mean encompassing the
months of June, July and August (JJA). Summer and winter seasonal means are created
for the period 2008-2009 before being compared to the seasonal reference datasets. The
same procedure is followed for the standard deviations. These facilitate an evaluation of

the ability of the model to represent seasonal features and variabilities.

3.3.3 Increment analysis

In order to better understand the net impact of assimilation on the model and its outputs,
an ‘increment analysis’ is performed. Here, increment refers to the net change in variables
that occurs as a result of assimilation. It is calculated by subtracting the model state after
assimilation from the model state before assimilation. This investigation was performed
on both HYCOMgr,o and HYCOMg A 1 ssT-

In order to expand on the increment analysis results, correlations between the model
SSTs and observational sea surface heights (SSH) for a location (31°S, 16°E), where there
are many cloud-free days and increments are substantial, are investigated. The MODIS

SST and satellite altimetry SSH relationship for the same locations will provide a reference
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Figure 3.2: Differences in mean SSTs between OSTIA and MODIS. Red (blue) shades

indicate a warm (cold) bias in OSTIA.

of the expected relationship between SST and SSH for the location selected.

The satellite altimetry SSH used to evaluate the correlations is obtained from the

level 4 sea surface topography product from CMEMS, previously distributed by Aviso+. It

incorporates observations from all available altimeter missions interpolated to a horizontal
grid with a resolution of 1/4°(~25 km).



Chapter 4

Results and discussion

4.1 Mean state and variability

The 2-year mean SSTs for the models and satellite products are shown in Figure 4.1. Each
of the models exhibit the colder band of water along the coast indicative of upwelling and in
agreement with literature (Shannon 1985; Demarcq et al. 2003). The models also show an
increase in temperature towards the north, where the influence of warmer Angola current
waters are observed (Mohrholz et al. 2004; John et al. 2004) and as one moves out of the
region of active coastal upwelling, warmer waters are seen in the south where the Agulhas
Leakage enters the BUS (de Ruijter et al. 1999). Though something could be said for the
ABFZ and the waters in the very north of the model domain, they are affected by heavy
cloud cover (see Figure 3.1) and model boundary errors respectively, so they will only be

discussed tentatively.

The upwelling extent of the three models vary slightly. HYCOMprrg and HYCOMgr, A
display a northern limit in the cool (16-18°C) SST at Walvis Bay (24°S) in the mean
SSTs. HYCOMgr,a 1 ssT is in better agreement with the reference MODIS SSTs, displaying
a cool temperature extent northwards of 20°S. The offshore extent of these waters is also
underrepresented, but HYCOMgr 4 1 sgT is in best agreement with reference SSTs showing
cooler temperatures reaching further offshore. The colder (14-16°C) waters close to the
coast, as seen in the reference SSTs are diminished in all model runs. HYCOMgy, o, with
the worst representation of the coastal upwelling extent has almost no waters in the 14—
16°C temperature range. While HYCOMprgg and HYCOMgra rgsT fair well in their
representation of these colder waters in the northern Benguela coastline, they are lacking

in the southern region, particularly from the Cape Peninsula to St Helena Bay (32-33°S).

A potential reason for the reduced offshore extent of upwelled water in the models is
that the winds at the coast are not properly resolved in the ERA-interim wind forcing. The
reduced upwelling in the models suggests that the upwelling winds close to the coast are
weaker than in reality, suggesting that ERA-interim possibly overestimates the wind speed
drop-off from the open ocean to the coast. Upwelling studies using regional ocean models
(Capet et al. 2004; Jacox and Edwards 2012) have shown that the upwelling response is
susceptible to the wind stress drop-off near the coast, where the structure and dynamical

control of the drop-off is an unresolved issue (Capet et al. 2004; Jin et al. 2009).

Concerning the warm Agulhas influence in the south, the satellite products suggest
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Figure 4.1: 2-year mean SSTs.

a much reduced impact in comparison to the models. This is visible in the warm (20—
22°C) waters from the Agulhas retroflection near 37.5°S; 20°E that have an exaggerated
westward /north-westward extent in the models compared to MODIS and OSTIA. This is
likely due to the too regular and consistent passage of eddies from the Agulhas retroflection
into the South Atlantic, a bias evident in HYCOM and many other ocean models of the
region (Backeberg et al. 2014). This bias is also evident in the comparison of waters of
temperature 18-20°C which are narrower in the MODIS product at ~32-35°S compared
to the models. HYCOMgr A +gsT best resembles the reference data and assimilation of SLA
only seems to worsen the estimate of the warmer waters associated with the passage of
eddies into the South Atlantic.

Also captured in the model is the Subtropical Front (Deacon 1982) represented by
the cool water (14-18°C) in the south-western corner of the study domain. This colder
water is best represented in HYCOMsgr A 1gsT, although it is still relatively diminished
when compared to MODIS. HYCOMpggrgr and HYCOMgr,a display a similar spread of
SSTs in this region and are less representative of the observations.

Figure 4.2 indicates that the assimilation of along-track SLA does not improve the
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(c) Difference for winter months (JJA), 2008-2009.

Figure 4.2: Difference between HYCOM SST means and MODIS. Red shades indicate
a warm bias in the models and blue shades indicate a cold bias in the models.

representation of SSTs in the BUS. Before assimilation, HYCOMpggrgg shows a clear warm
bias (0-2°C) in the BUS compared to MODIS. The assimilation of along-track SLA de-
grades the SSTs along the coast and increases the warm bias (1-2°C) and its seaward
extent. The introduction of OSTIA SST in the assimilation reduces the warm SST bias
(0-1°C) in HYCOMpgrgg and HYCOMgp,a compared to MODIS. While a warm bias is
still present, it is much improved (<1°C) over the 1-2°C bias of HYCOMgpA.
HYCOMFpgrgg exhibits a warm bias (1-2°C) in the northern Benguela (~17.5-25°S).
This bias could be ascribed to missing Kelvin wave dynamics in the model due to them
being absent in boundary conditions. This warm bias is also reflected in the HYCOMgr, o

output except that the bias is worsened. The areas of warm bias in the north, however,
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are heavily affected by cloud cover over the study period (see Figure 3.1) and therefore
it is difficult to make inferences about dynamical processes. Warm biases in the southern
Benguela of both HYCOMpggrgr and HYCOMg,a could be due to an exaggerated wind
stress drop-off (Jin et al. 2009) in ERA-interim wind forcing, as mentioned previously.
There is a larger region along the coast at ~25-29°S, in the vicinity of the Liideritz cell,
where HYCOMgpgrgg shows minimal bias (0-1°C), suggesting that the free-running model

is able to accurately represent features in this zone.

The basin scale HYCOM that the regional HYCOM is nested in (George et al. 2010)
does not capture equatorially-forced Kelvin waves and so their effects are not transmitted
to the nested HYCOM at the model boundaries. These coastally trapped waves propagate
eastwards along the equator then polewards once reaching the coast, displacing the ther-
mocline shallower(deeper) at each crest(trough) as they pass. This occasionally results in
warm waters being upwelled instead of the usual cold waters from depth. Bachélery et al.
(2016) investigated the impact of local and remote forcing on variability in the south-east
Atlantic. Remote forcing, as opposed to local forcing, was found to be more responsible for
interannual variability. Kelvin waves were also observed propagating as far south as 26°S
and caused +2°C changes in temperatures below the thermocline. The fact that Kelvin
waves are potentially resolved in the along-track SLA product assimilated into HYCOM,
while their dynamics are absent from HY COMpggrgg from which the static ensemble for the
EnOl is derived, suggests that the assimilation of along-track SLA updates the analysis
incorrectly. This potentially contributes to the warm bias in HY COMgr o in the northern
BUS in Figure 4.2a, though this contribution may be insignificant. Furthermore, the true
impact of any Kelvin waves captured in the assimilated SLA on the model is unknown.
Likewise, any influence of Kelvin waves on OSTIA and MODIS SSTs is also unestablished.

A large, offshore cool bias (-1-0°C) manifests in HYCOMgpa 1 gsT at 15-25°S. The
manifestation of the cooler regions in HYCOMgr A ssT may be due to similar, though
more widespread, cool regions in the assimilated OSTIA SST as seen in Figure 3.2.

Seasonal differences (Figures 4.2b & 4.2c) indicate that biases are worse in the summer
months for HYCOMggrgr and HYCOMgr,4. This suggests that biases in the southern
Benguela are associated with seasonal upwelling, but in the north, where upwelling is
perennial, other drivers could be responsible for the bias, such as boundary conditions.

It is worth pointing out that the differences between HY COMpgrgg and MODIS are of
concern. The free-running model is the foundation of the static ensemble used to generate
the error covariance matrices used in the assimilation process. Therefore, any errors and /or
biases in the foundational HY COMggrgg model will propagate into the assimilated models
affecting the forecast skill.

Standard deviations (Figure 4.3) of the models and remotely sensed data give an
indication of the regional variability in SST. MODIS SSTs would suggest that there are two
large areas of minimal (1-1.5°C) temperature variability over the period 2008-2009: from
Cape Agulhas (35°S) nothwards along the coast to offshore of Cape Columbine (33°S);
and the Lideritz cell region (27°S). The Liideritz cell is a perennial upwelling feature

producing cold surface waters throughout the year (Lutjeharms and Meeuwis 1987), so the
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Figure 4.3: 2-year SST standard deviations.

reduced variability in the observations is expected. However, insolation is more likely to be
responsible for the low variability at the Cape Peninsula upwelling cell (34°S) (Hardman-
Mountford et al. 2003; Weeks et al. 2006; Demarcq et al. 2007). In the austral summer,
surface waters are warmer due to solar insolation but upwelling around the Cape Peninsula
upwelling cell results in colder surface waters at the coast. In winter, surface waters are
cooler due to reduced insolation and upwelling at the Cape Peninsula is relaxed, resulting
in surface waters that are similar in temperature to cooler offshore waters. The cooler
winter waters at the Cape Peninsula upwelling cell during conditions of relaxed upwelling
are similar in temperature to upwelled waters in summer, resulting in a reduced variance
in temperatures and minimal variability.

Offshore variability in MODIS from 20-31°S is fairly uniform at 1.5-2°C with increased
variability south of this latitude. Closer to shore, in the region of the Agulhas Leakage
past the Cape Peninsula, this same pattern of 1.5-2°C variability is observed, pointing to

a constant influence of warm Agulhas water entering the BUS.

HYCOMpgreg also displays lowest variability (1-1.5°C) at the two main areas seen
in MODIS, the Cape Agulhas and Cape Columbine regions, though to a lesser extent.
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HYCOMpgEgg also shows increased variability (2-2.5°C) offshore compared to MODIS and
reduced variability south-west of the Cape Peninsula, towards the Subtropical Front.

HYCOMgr,a is much like HYCOMypgrgE in that it shows least variability at the Cape
Agulhas-Columbine (~33-35°S) region and at the Liideritz cell. The variability at the
former is, however, much reduced compared to both MODIS and HYCOMgrgg. More
variability is present closer to shore (2-2.5°C at 26-35°S 10-14°E) compared to reference
observations.

HYCOMsgr,a rgsT SST variability compared to reference observations suggests that it
once again outperforms both HYCOMprrg and HYCOMgr,a. The low variability in the
Cape Peninsula area best matches the observations. Variability between the coast and the
Subtropical Front is more uniform at 1.5-2°C and is constant, spanning a wide band in a
north-westward to south-westward orientation from ~18-36°S. Some increased variability
in the observations are not captured south-west of Cape Peninsula at the Subtropical
Front in HYCOMgy,a+ssT, though. However, none of the models nor OSTIA capture the
variability of SSTs at the Subtropical Front that MODIS does. OSTIA matches fairly
well with MODIS, except that it exhibits more variability along the coast at and just
above St Helena Bay (~32-33°S). OSTIA also displays a reduced variability south of Cape
Peninsula.

Examining the mean state and variability of the model SSTs has revealed a strong
agreement between HYCOMgr z + ssT and MODIS observations with warm biases evident in
HYCOMEggrgg and HYCOMgr,a. Sub-optimal wind forcing is hypothesised to contribute
to majority of the error with boundary conditions having an uncertain but potentially
insignificant contribution.. In §4.2 an increment analysis is performed to better understand
the impact that the assimilation of along-track SLA and OSTIA SSTs have on the model

solution.

4.2 Increment analysis

To better understand the effects of assimilation on modelled variables, an increment anal-
ysis is performed for HYCOMgr,a and HYCOMgr,a 1 gsT. Increments are the adjustments
made to variables during the assimilation cycle. Increments can be calculated for each vari-
able by subtracting the forecast for assimilation day from the new analysis at assimilation
day, resulting in increments brought about by the assimilation for the modelled variables.

Figure 4.4a shows the SSH increments for both assimilated model runs. Both
HYCOMgr,a and HYCOMgr 4+ ssT show a net increase in SSH along the coast. SSH incre-
ments along the coast are in the range of ~0-0.05 m. Seasonal signals in the increments
follow the same pattern as the seasonal SST biases: increments are more severe in summer
and less so in winter (see Appendix A) suggesting HY COMpgREg is more accurate in winter
throughout the Benguela. SSH increments are slightly higher (by approximately 0.025 m)
for HYCOMgr,a1+ssT. With HYCOMgra having the largest warm bias of the models, it
would suggest that, looking at SSH increments alone, HYCOMgr, 4 1+ ssT should also have a
large warm SST bias. However, when examining SST increments (Figure 4.4b) it becomes

clear that assimilating SSTs negates the warm bias created by the SLA assimilation.
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Figure 4.4: Increments in (a) SSH and (b) SST for HYCOMgr,n and HYCOMgp A ssT
for the entire modelled period, 2008-2009.

Figure 4.4 suggests, when looking at the SST increments for HYCOMgpa and
HYCOMgr,a 1 ssT, that the increased SSH caused by the assimilation results in an in-
creased SST. For HYCOMgr,a 1ssT, the SST increments are dramatically contrasting to
that of HYCOMgp,a. There is a large negative increment (approximately -0.75-0°C). This
suggests that the increased SST caused by increased SSH associated with SLA assimilation
is corrected for by assimilating SST.

This close relationship between SSH and SST, where an increased SSH results in
increased SST during assimilation of SLAs, is due to the SSH-SST relationship in the
static ensemble, created using HYCOMyprgg. Using SSH from the daily CMEMS gridded
product, the correlations between SSH and SST for each of the products is investigated.
These correlations were examined at 31°S, 16°E, an area of significant increments where
cloud cover was minimal so as to extract a large amount of data points. For each cloud free
day at this location, SSH was extracted from the CMEMS product and the corresponding
SST value was extracted from the models and satellite products. The correlation, R,
between SSH and SST is calculated and shown in Figure 4.5.
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Figure 4.5: Correlation between SSH and SST for all HYCOM model runs, OSTIA
and MODIS at 31°S, 16°E.

MODIS is considered as a reference of the relationship between SSH and SST
(R = 0.123) that should ideally be observed in the other datasets. HYCOMprgg exhibits
a slightly stronger SSH-SST relationship (R = 0.167). Hence, during the assimilation of
SLA, a small increase in SSH results in a large increase in SST. This warm bias, which is
also present in the static ensemble because it is constructed using HYCOMggrgEg, is then
exacerbated when assimilating along-track SLA. The incorrect SSH-SST relationship in
HYCOMpgrgg/the static ensemble then results in an erroneous SSH-SST relationship in
HYCOMgra (R =0.345). HYCOMgp,p bears a stronger correlation due to the prevalence
of positive SSH increments at the location where the SSH-SST relationships were evalu-
ated (see Figure 4.4a). Assimilating OSTIA SSTs improves the relationship (R = 0.241),
but the HYCOMgr A 15T correlation can not be corrected to that of MODIS because the
assimilated OSTIA SSTs also exhibit an incorrect relationship (R = 0.173) and because of
the inherent limitations in HYCOMpgRrgEg and the static ensemble derived from it.

These results indicate that HYCOMpgrgg has an inherent misrepresentation of the
SSH-SST relationship and assimilating along-track SLA therefore incorrectly adjusts SST
for HYCOMgr,a. As an example, a positive SLA assimilation results in an increased SSH.
The SSH-SST relationship in HYCOMpgrgg causes SST to increase in response. However,
compared to the MODIS SSH-SST, the HYCOMggrgg relationship causes too high an in-
crease in SST. As suggested earlier (§3.1.2), the incorrect relationship in HYCOMgpgrgg
could be due to the effect of the global warming signal in the static ensemble, contributing
to the correlation. Care must, however, be taken when interpreting the SSH-SST relation-
ships as the incorporated level 4 CMEMS product uses an averaging window of ~34 days,
meaning upwelling events of a lesser duration are not captured. It is acknowledged that

the SSH-SST relationships shown are not necessarily the truth.

Examining the increments for surface velocities provides insights into the impact of the



4.2. INCREMENT ANALYSIS 32

assimilation on circulation dynamics in the model. Figure 4.6a shows that the HY COMgr, o
mean surface velocities in the BUS are in a north-westward direction, which is the ex-
pected response from the predominantly alongshore wind in the region responsible for the
upwelling at the coast (Nelson and Hutchings 1983; Shannon 1985). The increments, how-
ever, are mostly in a south-eastward direction, in the opposite direction to the predominant
flow. These increments therefore reduce the upwelling currents contributing to the warm
bias evident in HYCOMgg,A .

HYCOMgr,a 1 ssT displays a very similar mean surface flow to HYCOMgra. The
increments, however, would appear to be more severe although still in a direction that
would suppress upwelling. This was also seen in the SSH increments (see Figure 4.4b).
This would insinuate that the inclusion of OSTIA in the assimilation reduces the SSTs but
does not increase the upwelling currents, suggesting that the SST product does not have
a strong positive impact on the currents associated with the upwelling dynamics.

From the increments in surface velocities, results would suggest that while HY COMgr o
experiences reduced offshore flow, HYCOMgr,a1sgT exhibits the same changes and to a
more severe degree. This implies that the improved SSTs seen in HYCOMgr 4+ 55T are not
due to an improved representation of upwelling dynamics, but rather they are only due to
OSTTIA’s ability to reduce the SST bias in HYCOM during assimilation.

The increment analysis has revealed that assimilation of along-track SLA results in
a positive SST increment culminating in a warm bias, but when also assimilating SST
a negative SST increment results, significantly reducing the warm bias. The significant
warm bias in HYCOMgp,a is due to an incorrect relationship between SSH and SST in
HYCOMpggg (small increases in SSH result in large increases in SST). The static ensemble,
which determines the forecast error of the EnOI is derived from HY COMpggrgg and therefore
adversely affects the model solution in the assimilation of SLA. The SSH-SST relationship
is improved in HYCOMgy o 1ssT, but an incorrect SSH-SST relationship in the assimilated
OSTTA SSTs (compared to MODIS), in addition to the biases in HYCOMpgrgg prevent
a complete rectification of the error. Increments in surface velocities also suggest that
assimilation of SLA and SST could be degrading the forecast by reducing the upwelling-

favourable currents.
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Chapter 5

Summary and conclusion

This study investigated the effects of assimilating SSTs and along-track SLAs, using the
EnOlI assimilation scheme, on forecasted upwelling dynamics in the Benguela Upwelling
System using HYCOM. A regional HYCOM, nested in a basin-scale HYCOM, was utilised
in three modes: (1.) free-running mode (HYCOMFpggg), (2.) assimilating CMEMS along-
track SLAs (HYCOMsgr,4) and (3.) assimilating along-track SLAs as well as OSTIA SSTs
(HYCOMsgg,a +ssT)- MODIS SSTs were then used as reference observations to evaluate the

models’ skill at representing and forecasting surface SSTs.

Comparing the assimilated OSTIA SSTs to the reference MODIS SSTs (Figure 3.2)
revealed minor warm and cold biases in OSTIA. Warm biases of 0.25 to 0.75°C were
apparent generally offshore and in the northern (10-15°S) and southern (35-40°S) regions
of the study area. A constant cold bias of -0.50 to -0.25°C existed at the coast with a more

southward (northward) location in the austral summer (winter).

Each of the models reproduced (Figure 4.1) the cool region of upwelling along the
coast and the warmer waters at the Angola Current interface to the north, at the Aghulhas
Current interface in the south and those further offshore. Variability, represented by SST

standard deviations, also matched most large features of the region.

Compared to MODIS (Figure 4.2), HYCOMprgg exhibited a warm bias (1-2°C) in the
comparisons to MODIS SSTs and showed a slight increase in SST variability. HY COMgr,a
displayed more widespread, greater warm biases (1-3°C) and increased variability across
the majority of the coastal region. HYCOMgpa+ssT was much improved over its two

counterparts, matching well with the reference observations.

An increment analysis was then performed to better understand the effects of assim-
ilation on the modelled variables (Figure 4.4). Increments in SSH for both assimilated
models were very similar in distribution and magnitude (0.025-0.050 m), but increments
were slightly intensified for HYCOMgr,a+ssT- SST increments revealed a slight warming
(0.25-0.075°C) in HYCOMgp,A and a large cooling (-0.25 to -1.00°C) in HYCOMgA 4+8sT-
This suggests that any warming brought about by the assimilation of SLAs is negated by
the SST assimilation.

Theorising that the increased SSTs in HYCOMgy,a are a response to increased SSH
caused by SLA assimilation, the SSH-SST relationship was investigated for each model

and compared to satellite products (Figure 4.5). Using MODIS as a reference correlation
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(R = 0.123), HYCOMpggg displayed an erroneous correlation (R = 0.167) in compar-
ison. As a result of the incorrect SSH-SST relationship in HYCOMggrgg, the resulting
SSH-SST relationship in HYCOMgp,a is incorrectly stronger (R = 0.345) than the satellite
observed SSH-SST relationship. This is corrected for during the assimilation of SST in
HYCOMgpa+ssT, which brings the SSH-SST relationship (R = 0.241) closer to observa-
tions, but it can not fully correct it because of inherent weaknesses in HY COMpgrgg from
which the static ensemble for the EnOlI is derived and an incorrect SSH-SST relationship
in the assimilated SSTs (R = 0.173). However, the level 4 SSH dataset used for evaluation
of this relationship does not resolve upwelling dynamics at timescales less than ~34 days,

therefore the relationships may not represent the truth faithfully.

A look at the increments in the surface velocities (Figure 4.6) reveals that the as-
similation is reducing the upwelling-favourable currents, thereby reducing upwelling, ac-
counting for the warm bias in the BUS. This impact is seen in both HYCOMgp,a and
HYCOMgr,A 1551, but the reduction in upwelling favourable currents is more severe in
HYCOMsgr,a 1ssT. Therefore, although assimilating SSTs allows for a reduction of surface
temperature bias, it suggests it is unable to correct the unfavourable upwelling dynamics

introduced by the SLA assimilation.

The EnOI assimilation scheme relies on a static ensemble from which error covariances
are generated for each assimilation cycle. HYCOMgpgrgg, the model used to generate the
static ensemble, contains a bias (Figure 4.2) and an incorrect SSH-SST relationship. Hence,
the static ensemble contains both a bias and incorrect dynamics, which are translated to
the model forecast during the assimilation of both SLA and SST. The effects of global

warming could also be present in the ensemble, but its effect has not been quantified.

Warm coastal biases observed in HYCOM are hypothesised to potentially be due to
errors in the ERA-interim wind forcing used in the model. A possible overestimation of
wind speed drop-off towards the coast from offshore results in weaker winds at the shore
and reduced upwelling. The resultant warm SST bias is corrected for in HYCOMgr A 18T
due to the assimilation of OSTIA SSTs.

Furthermore, the warm biases in HYCOMgj, o are increased due to the incorrect SSH-
SST relationship in HYCOMpgrgg. The bias in HYCOMpgrgg in the northern Benguela
(~15-26°S) could be associated with the absence of equatorially-forced Kelvin waves, prop-
agating southward along the coastline and displacing the thermocline. The basin-scale
HYCOM does not include the Equator and the climatological boundary conditions of the
outer HYCOM do not resolve Kelvin waves and therefore these signals are not transmitted
to the nested HYCOM at the model boundaries. However, Kelvin wave signals are re-
solved in the assimilated along-track SLA product, but due to the incorrect SST response
in the static ensemble (Figure 4.5) they could be causing a warm response in the regional
model. Yet, due to the nature of Kelvin waves, their influence on the SST bias could be
insignificant.

HYCOMgpa+ssT shows improved modelled SSTs (Figure 4.2). Overall the bias is

reduced, but an area of cool bias persists, which is potentially the result of a cool bias in the
assimilated OSTIA SSTs (Figure 3.2). OSTIA shows differences of up to +1°C compared
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to MODIS and is a considerably smoothed SST product designed for assimilation into
numerical weather prediction models. Its use in this assimilation study vastly improved
surface HYCOMgpa 1ssT SSTs, but its difference to MODIS suggests it might not be
optimal for this specific application. The forecast SSTs could be improved by assimilating
a more suitable SST product.

Although assimilating along-track SLAs degraded forecast SSTs and assimilating SSTs
reduced the bias, this study indicates that most of the error, in particular the bias, is
associated with HY COMggrgg which is unable to model the correct SSH-SST relationship in
the BUS. Assimilating observations has a knock-on effect on other variables as determined
by the static ensemble, some of which may not be desirable. Future studies should work
towards optimising HY COMggrgg for simulating the upwelling dynamics in the BUS. This
may include increasing the horizontal and vertical resolution of the model, and increasing
the ratio of sigma to isopycnal coordinates used. The effects of wind forcing, particularly
the wind drop-off towards the coast, and improving the model boundaries should also
be investigated. Particularly, including equatorially-forced Kelvin waves in the boundary

conditions may have a significant impact on the upwelling dynamics of the northern BUS.
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Figure A.3: Surface velocity seasonal increments in (a) HYCOMgra and (b)
HYCOMgr,a+ssT, 2008-2009.
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