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Abstract

Several studies have been carried out recently with the aim of achieving cardiac modelling of the whole heart for a full heartbeat. However, within the context of the Galerkin method, those simulations require high computational demand, ranging from 16 – 200 CPUs, and long calculation time, lasting from 1 h – 50 h. To solve this problem, this research proposes to make use of a Reduced Order Method (ROM) called the Proper Orthogonal Decomposition with Interpolation method (PODI) [1] to achieve real-time modelling with an adequate level of solution accuracy. The idea behind this method is to first construct a database of pre-computed full-scale solutions using the Element-free Galerkin method (EFG) and then project a selected subset of these solutions to a low dimensional space. Using the Moving Least Square method (MLS), an interpolation is carried out for the problem-at-hand, before the resulting coefficients are projected back to the original high dimensional solution space. The aim of this project is to tackle real-time modelling of a patient-specific heart for a full heartbeat in different stages, namely: modelling (i) the diastolic filling with variations of material properties, (ii) the isovolumetric contraction (IVC), ejection and isovolumetric relation (IVR) with arbitrary time evolutions, and (iii) variations in heart anatomy.

For the diastolic filling, computations are carried out on a bi-ventricle model (BV) to investigate the performance and accuracy for varying the material parameters. The PODI calculations of the LV are completed within 14 s on a normal desktop machine with a relative $L_2$ error norm of $6 \times 10^{-3}$. These calculations are about 2050 times faster than EFG, with each displacement step generated at a calculation frequency of 1074 Hz. An error sensitivity analysis is consequently carried out to find the most sensitive parameter and optimum dataset to be selected for the PODI calculation.

In the second phase of the research, a so-called “time standardisation scheme” is adopted to model a full heartbeat cycle. This is due to the simulation of the IVC, ejection, and IVR phases being carried out using a displacement-driven calculation method [2] which does not use uniform simulation steps across datasets. Generated results are accurate, with the PODI calculations being 2200 faster than EFG.

The PODI method is, in the third phase of this work, extended to deal with arbitrary heart meshes by developing a method called “Degrees of freedom standardisation” (DOFS). DOFS consists of using a template mesh over which all dataset result fields are projected. Once the result fields are standardised, they are consequently used for the PODI calculation, before the PODI solution is projected back to the mesh of the problem-at-hand. The first template mesh to be considered is a cube mesh. However, it is found to produce results with high errors and non-physical behaviour. The second template mesh used is a heart template. In this case, a preprocessing step is required where a non-rigid transformation based on the coherent point drift method is used to transform all dataset hearts onto the heart template. The heart template approach generated a PODI solution of higher accuracy at a relatively low computational time.

Following these encouraging results, a final investigation is carried out where the PODI method is coupled with a computationally expensive gradient-based optimisation method called the Levenberg-Marquardt (PODI-LVM) method. It is then compared against the full-scale simulation one where the EFG is used with the Levenberg-Marquardt method (EFG-LVM). In this case, the PODI-LVM simulations are 1025 times faster than the EFG-LVM, while its error is less than 1 %. It is also observed that since the PODI database is built using EFG simulations, the PODI-LVM behaves similarly to the EFG-LVM one.
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Chapter 1

Introduction

1.1 Thesis introduction

Computational cardiac mechanics is emerging as a rapidly expanding area of research that brings together multidisciplinary research centred on understanding the physiological and mechanical behaviour of the heart at scales ranging from cell to tissue and organ levels. Principles of continuum mechanics are key in creating a realistic multi-scale model of the heart. They allow one to describe the directly observable behaviour of the heart by incorporating its complex heterogeneous and anisotropic structure as well as the coupling mechanisms between mechanical fields on the one hand, and chemical and electrical fields on the other. Computational models therefore help to quantify the bio-mechanical environment in healthy, injured, and diseased hearts which, in turn, leads to advances in diagnostic and therapeutic procedures.

In cardiac modelling, many efforts have been made towards simulating a full heartbeat in order to evaluate the heart’s performance. In the past 30 years, the field of cardiac modelling has undergone major developments that have made it possible to become close to a full working mathematical model that can mimic the heart’s behaviour in a realistic way that is needed to obtain medical performance indicators [19]. This has been achieved by employing complex non-linear partial and ordinary differential equations, which are solved using staggered iterative schemes. This work is based on previous cardiac mathematical models [20] implemented within the Element-free Galerkin (EFG) [21] framework and solved using a Newton method, which is either pressure- or displacement-driven [2]. However, it has been found that within the context of the Galerkin method, solving of the discrete system of equations is one of the most computationally expensive processes [22]. Observations based on these cardiac simulations have identified that one of the biggest problems encountered is the high demand in computational time and resources, due to EFG itself.

Across the literature, several researchers have encountered the same issue during cardiac modelling, particularly when using 3D and realistic heart geometries. Those computational demands range from the usage of 16 – 200 CPUs, while the simulation times range from 1 h – 50 h [19, 23, 24, 25, 26, 27]. Hence, it can be deduced that cardiac modelling is very complex and requires much effort in terms of computational resources and time. Due to these issues, practical applications such as predicting the behaviour and performance of a specific heart under different physiological conditions concerning hemodynamical loads, progressing disease, therapeutic measures or medication, etc. have been limited in
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the medical field. Moreover, cardiac modelling cannot be used as a training tool to help medical doctors since, as stated by Taylor et al. [28], interactive surgical tools require fast solution speed in order to have a realistic feedback from the model which will mimic surgical operations. These devices operate at a frequency of 300 – 1000 Hz [28, 29, 30], constraining modelling implementations to solve for discrete systems of equations under a very limited time frame. Current advances in computational power do not yet allow such a speed-up for the EFG computations. Hence, in literature, many researchers have tried alternative ways. One of the popular approaches consists of the use of a mass-spring model [31, 32]. According to Meier et al. [32], a spring-mass model defines a geometrical mesh in terms of discrete mass points which are interconnected by springs. Using the Newtonian law of motion and a time discretisation scheme, the deformation of the mesh can be solved for when subjected to external forces. This method is considered simple and computationally efficient [33]. Consequently, its application has been broad. For example, Nedel and Thalmann [34] simulated the brachialis muscle of the upper arm. Liu et al. [35] considered a non-biological example where a hanging cloth was the problem to be solved. Using the mass-spring approach, they achieved a calculation frequency range varying from 0.2 Hz to 185 Hz, with the frequency level being high for large errors. In [36], Luboz et al. modelled the deployment of a stent in the femoral artery using an inflated balloon. Their simulations were carried out at a frequency range of 26 Hz to 53 Hz. Even though high computational speed is achieved using the mass-spring method, Nealen et al. [33] reported that the models had low accuracy, and according to [32], unrealistic behaviour, such as delays in deformation propagation and un-natural oscillations were observed. Another common approach for more realistic real-time simulation is through the use of the linear Finite Element method (FEM) [31, 37, 38, 39, 40, 41]. The latter does not require an update of the stiffness matrix to solve for the mechanical fields such as displacement, stress and strain. Some examples of its application in the literature are as follows: Cotin et al. [31] adopted a modified FEM elastic model which is solved using static equations. In order to account for the non-linearity of their liver model, an “enhanced linear model” was adopted. Berkley et al. [38] also employed a linear model. In their case, they deemed the dynamic effects of biological tissue to be unnecessary for their suturing procedure. As such, a calculation frequency of 30 Hz was achieved. In another example, Lim and De [39] tried an approach of coupling a non-linear, and linear material model for their surgery tool-tip penetration of a kidney. Their idea consisted of defining the surrounding region of a kidney, where contacts are made between the surgery tool tip and the organ, to be non-linear, while the rest of the organ is defined as linear. Additionally, for the solving procedure, they made use of a mesh-free technique called the Point collocation-based method of finite sphere. Hence, they managed to achieve a calculation frequency of 1000 Hz. Finally, Courtecuisse et al. [40] tried to use Graphical Processing Units (GPU) for their linear finite element calculation to model the cutting of a liver. With their implementation, a simulation frequency of 29 Hz was achieved. Even though linear elastic models provide a fast computation time, their solution accuracy of large deformation is usually poor with, for example, the error being higher than 30% in the work of Lim and De [39].

In this project, an alternative approach is considered, so that real-time simulation of the heart is achieved within reasonable range of accuracy. Consequently, this work consists of studying its performance and applying it to another computationally expensive problem: parameter optimisation. The proposed solution is to make use of the Proper Orthogonal Decomposition with interpolation [1], also known as PODI. The latter is employed as a reduced order technique which captures the behaviour of a pumping
heart and creates a low dimensional space where interpolation of different sets of data will take place. This consequently lowers the computational and time resources requirement to run cardiac mechanic models. PODI is considered to be part of the Reduced Order Method (ROM) family and is an extension of the POD method. Generally, POD provides the means to extract information from a predefined set of data obtained from a set of experiments or computer simulations using statistical methods. In particular, it has the ability to capture important details or trends, and represents them in terms of a set of numerical vectors known by several names such as POD basis, Proper Orthogonal Modes (POMs), empirical eigenfunctions or empirical orthogonal functions. The POD method has gained great popularity due to its simplicity, flexibility, ease of implementation, ability to reduce the order of a system of equations, and its application to a broad range of field problems such as image processing [42], heat flow problems [43], computational fluid dynamics (CFD) [44, 45, 46] and solid mechanics [47, 48, 49, 50, 51, 52, 53, 54].

As mentioned above, this research utilises the PODI method, which is a particular variant of POD. It was developed by Ly and Tran [1] and involves a collection of datasets of the structure under consideration, describing its mechanics for a range of variations in terms of geometry, material properties, loading conditions, etc. These datasets are transferred to a low-dimensional space via their associated POMs, where the unknown or not yet determined mechanical response of a structure of the same category is interpolated using the Moving Least Square Approximation (MLS). Note that this stands in contrast to methods which involve direct interpolation of Proper Orthogonal Modes [30] or interpolation of reduced order models in the tangent space [55]. In our case, the collection of datasets comprises full-scale simulation results of the human heart obtained using EFG for different cardiac tissue parameters (such as stiffness, fibre orientation, etc). Once these results have been obtained, they were stored off-line in a suitable database format for ease of access. Recent research carried out by Coelho et al., Ko et al. and Niroomandi et al. has found that such an approach facilitates sub-second calculation times, therefore making high frequency computation feasible [29, 56, 57].

Given the benefits of PODI to accelerate simulations, a numerical feasibility study of PODI applied to cardiac mechanics is carried out with the following objectives:

1.1.1 Real-time modelling of the heart to study its performance

The Literature showing the application of the PODI method with bio-mechanics problems is very limited. Only one paper [29] has been encountered so far, where the main purpose was to develop real-time virtual reality software to help clinicians in surgical training with haptic devices. In [29], it was observed that PODI is applicable to the palpation of a cornea. However, in this research, PODI was subjected to a more complex problem: that of a heart undergoing several phases of expansion, contraction, elongation and torsion during a heartbeat. Accordingly, the problem is highly non-linear, not only due to the compliant nature of cardiac tissue, but also due to the time-evolution of active contraction and haemodynamics. There are also other ways in which this research differs from the presented literature. Firstly, a multi-dimensional parameter domain was considered. It comprised parameters from the cardiac constitutive equations, which were varied to create a series of datasets in the form of a database. Secondly, due to the number of parameters involved in this research, a piecewise linear interpolation scheme was deemed inadequate. As such, the Moving Least Square method was favoured. MLS has the ability to scale up smoothly to several dimensions, is generally very fast and can consider different numbers of data points when multi-parametric simulations are carried out, while still generating accurate results. Studies,
such as [56, 57], have already coupled PODI with MLS, and are aimed at capturing localised phenomena in their respective solutions.

As indicated earlier, the time-evolution of active contraction and haemodynamics are highly non-linear. Consequently, simulation of the same cardiac problem with different material properties leads to a different timeline of a full heartbeat due to those simulation models depending on strain [2, 17]. As such, a procedure called the *time standardisation scheme* was introduced by the current work. The latter helps in accurately predicting the start and end points of each heart phase, which are the diastole filling, isovolumetric contraction, ejection and isovolumetric relaxation of the problem-at-hand. Additionally, it ensured that the steps of the datasets are synchronised such that each PODI calculation restricted the usage of simulation result fields belonging to the same phase across selected datasets. Thus, the time standardisation procedure maximised the PODI solution accuracy and also ensured that the timeline of the problem-at-hand is correctly predicted.

Even though the computational speed of cardiac modelling has the potential of being drastically improved, it still not ready for realistic application. A problem that may arise concerns variations in anatomy and the physiological properties across the hearts. Broadly, healthy hearts have in common the same general features such as two ventricles, two atria, ventricular and aortic valves and electrophysiological components, like the atrioventricular node, and the bundle of His and Purkinje fibres. Hence, any of these hearts will therefore go through the four phases of a heartbeat, that is, diastole filling, isovolumetric contraction, ejection and isovolumetric relaxation. The phases which constitute a heartbeat consequently lead the heart to expand, contract and twist on itself. Therefore, different healthy hearts have globally similar behaviours, which can be extracted using the Proper Orthogonal Decomposition (POD) as Proper Orthogonal Modes (POMs). However, those healthy hearts are geometrically unique with respect to each other. For these geometrical variations, every chamber of the heart comes in different sizes resulting in a range of values as shown in [18, 58, 59, 60, 61, 62, 63, 64, 65, 66]. Within the PODI framework proposed here, these differences are more difficult to integrate. This problem relies on the way the POMs are extracted. In PODI, a collection of solution fields, originating from simulations carried out from different material parameters, are assembled in a matrix. In order to build the matrix, the number of degrees of freedom of all the solution fields must be the same and also must have the same spatial location. Yet, hearts extracted from Magnetic Resonance Imaging (MRI) images, have geometries that are close to, if not, unique. Hence, the discretisation of these geometries with a mesh for the EFG simulations leads to the total number of nodes not being the same and additionally, not sharing the same spatial coordinates across the hearts. Consequently, assembling their solution fields into a matrix leads to incompatible data and as such, the extraction of POMs cannot proceed. Most implementations across the literature have been found to be aimed at a fixed mesh configuration, a trend also noted recently by Iuliano and Quagliarella [67], Amsallem et al. [68], González et al. [69], who also attempted to find a solution. However, their techniques were found to be complex and uncertain to achieve an acceptable level of accuracy. Therefore, for this research, an alternative approach, was proposed and is referred to as the *degrees of freedom standardisation method* (DOFS). The method consists of standardising the solution field of the datasets over a set of template mesh. Once the PODI has been run on the standardised datasets, the PODI solution is then projected on to the geometry of the problem-at-hand. As template mesh, two different geometries are considered. The first is a cube grid, while the second is a heart. In the second scenario, a non-rigid registration procedure should be carried out so that the dataset hearts are
mapped onto the template heart due to their geometrical differences. The non-rigid registration technique used in this research is based on the Coherent Point Drift (CPD) method introduced by Myronenko et al. [70]. Its application to cardiac modelling is demonstrated in [71], where two left ventricular point sets were successfully registered. The advantage with this method is that the two 3D point sets could possibly not share the same number of nodes, or have missing points, while still obtaining a good registration. The reason why this is achievable is due to the CPD employing a so-called Gaussian mixture model (GMM) and the Expected maximisation (EM) coupled with a regularisation term [71].

### 1.1.2 Real-time modelling of the heart for the purpose of parameter optimisation

Another usage of the PODI method within the cardiac mechanics framework was also investigated. ROM calculations can be used to speed up computationally expensive methods that require simulation results as inputs [72, 73]. One of these computationally expensive methods is the inverse parameter optimisation method. Within the context of cardiac modelling, parameter optimisation is useful when calibrating the constants of the cardiac constitutive equations such that the model behaves closely to observations made from experimental results [73, 74, 75, 76, 77]. One optimisation method that is known to suffer from expensive calculation time, is a gradient-based parameter optimisation technique called Levenberg-Marquardt (LVM) [78]. The latter is classified as a non-linear least square and requires the evaluation of \( n + 1 \) simulations at each iteration if \( n \) parameters are to be calibrated. As such, its computational need on resources and time is heavy when multiple parameters or iterations are required. With PODI, the aim of the research was to reduce the time and computational expense of the Levenberg-Marquardt algorithm. The PODI-LVM coupling was similar to the surrogate model optimisation problems [79] except that in this case, the calculation took place within a low dimensional space.

### 1.1.3 Limitations

This thesis aims at developing a numerical framework suitable to carry out a proper investigation on real-time modelling of the heart using the Proper orthogonal decomposition with interpolation. Yet, some limitations still exists. The first one was the usage of idealised geometries. MRI images of the heart were not available to create a real heart geometry. As such, idealised ones extracted from the literature were used. These geometries disregard the aorta and valves and consist only of the left and right ventricles. Moreover, this research focused on the solid mechanics of the heart. It did not consider the fluid mechanics relating to the blood movement across the heart’s ventricles and its fluid-structure interaction.

Regarding the PODI calculation itself, this work has has been found to be limited with respect to the two following aspects. The first one concerns the linear properties of PODI, which originates from POD. An important aspect of the POD method is that it is considered a linear procedure, with the POMs corresponding to linear spaces [80]. Its application to non-linear problems has not been studied rigorously within a mathematical and PODI framework. This research does not intend to do so, as it falls outside the scope of the project’s aim. However, it is believed that the numerical application presented here can still contribute in providing an insight on the suitability of POD, along with PODI, to highly non-linear problems. The second limited aspect of this research within the context of ROM is
the definition of calculation time. The calculation time is only of importance in this work to measure the speed of calculations. However, they do not account for the post-processing phase, which includes visualisation and rendering. These processes are deemed dependent on the hardware and software visualisation/rendering tools employed and are not part of the objectives of this study to be optimised to achieve real-time modelling. On that line, it should be stressed out that in this research, the aim is to reduce those calculation times through a ROM mathematical approach only, and not by influencing the hardware performances such as utilising faster processors or code parallelisation.

1.2 Publication and Presentations

Some of the work described in this thesis has been published and presented.

Publications:


Presentations:

- Ritesh R. Rama and Sebastian Skatulla. Real time modeling of the heart at the Commonwealth Science Conference, Bangalore, India, 2014.


1.3 Thesis Overview

The research carried out in this thesis was written in six parts, which are presented as follows:

Part I gives an overview of this work. The chapters of Part II deal with the literature of heart modelling and the Reduced Order Method. Chapter 2 presents the physiology of the heart and broadly touches on its function. An in-depth analysis of the heart’s cellular and chemical composition is carried out, and the
heart’s mechanical behaviour during a full heartbeat is elaborated upon. Chapter 3 consequently provides the different existing mathematical models that are used to reproduce these mechanical behaviours. It firstly introduces Continuum mechanics, a framework used to develop those models. A mathematical description of the heart fibres is given prior to the four models representing each phase of a heartbeat being stated. Chapter 4 presents the solving of those models within the context of the Element-free Galerkin method, which involves the variational principles. The computational non-linear schemes are given, and the different implemented mechanisms used to solve the previously introduced four mathematical models are explained. As such, by the end of the three chapters, the presented literature should provide a global picture of the full cardiac modelling framework used in this research.

Chapter 5 talks about the Reduced Order Method. More specifically, it gives the theory behind the Proper Orthogonal Decomposition and Proper Orthogonal Decomposition with Interpolation. The interpolation scheme used within the PODI method, which is the Moving Least Square Approximation (MLS) is depicted, before the implementation of PODI in this work is provided. The chapter also discusses the current main limitations of PODI and the proposed solution, which takes the form of the Degrees of freedom standardisation method. The latter considers two techniques, one involving a registration procedure, which employs the Coherent Point Drift method.

Chapter 6 of Part III discusses the application of some examples within the context of PODI. Section 6.1 includes a strut benchmark example, which provides an initial analysis of the PODI method. Section 6.2 introduces the cardiac example that was further used for the PODI calculation. Hence, the cardiac example’s geometrical and material properties are discussed. In Section 6.3, the PODI calculations of the diastole filling of a bi-ventricle is carried out using a single parametric and multiple parametric dimensional database. Section 6.4 then investigates the Degrees of freedom standardisation method through two examples, where one is a cubic template, the other is a heart template. The last section of this chapter, which is Section 6.5, discusses an attempt to perform a full heart cycle PODI calculation by making use of a time standardisation approach, involving temporal PODI calculations.

In Part IV, PODI is coupled with the LVM optimisation scheme. Consequently, Chapter 7 introduces the theory and implementation of the Levenberg-Marquardt algorithm. Chapter 8 looks at the examples of using PODI with LVM for cardiac problems. Two examples of different levels of complexity are considered. In the first example, the end-diastole volume of a left ventricle needs to be found using a one-dimensional parametric database. In the second example, the left ventricular end-diastole volume of a bi-ventricle model is looked at for using a multi-dimensional domain. For each example, the results obtained are then analysed.

One of the last parts of this work is Part V, which is split into three chapters. The first is Chapter 9, which gives a summary of all the results and analysis given in Part III and Part IV, while additionally providing a more coherent explanation across the different investigations carried out. Chapter 10 concludes this research by stating the objectives that were achieved, and some of the existing limitations. Finally, Chapter 11 presents a few suggestions for future research that can be derived or expanded from this work.

The Appendix is the final part of this thesis and is given in Part VI. Appendix A briefly talks about the practical aspect of the work’s EFG implementation. Appendix B discusses the Point-In-Polygon problem, which was found to be useful during the degrees of freedom standardisation procedure.
Part II

Theory of Cardiac modelling and Reduced Order Methods
Chapter 2

Cardiac Physiology

Cardiac Mechanics is the art of expressing the heart’s physiological mechanism in terms of mathematical equations to realistically reproduce the organ’s mechanical behaviour. In this chapter, the physiology of the human heart is introduced, based on the literature from [10, 16, 81].

2.1 The Heart

The heart is an organ located to the left of the mediastinum in the thoracic cavity of the chest. The heart wall is mostly made up of muscle fibres, known as the myocardium, which contracts periodically to allow receiving and pumping blood back into the circulatory system of the body. This blood flow allows the continuous feeding of minerals, nutrients and oxygen to different organs, while discharging generated toxic waste.

![Heart cross-section](image)

To understand the pumping mechanism of the heart, its internal structure needs to be investigated. Fig. 2.1 shows that the heart is made up of four chambers. The smaller two chambers at the top half are called the left and right atria, while the larger, bottom two are referred to as the left and right ventricles.
Each atrium is connected to the ventricles and arteries with valves, which are present in order to regulate the inflow and outflow of blood to the chambers.

The blood circulation across the heart’s chambers takes place in the following sequential manner: Based on Fig. 2.1, the de-oxygenated blood first travels from the body’s venous system into the superior vena cava before reaching the right atrium. The right atrium then expels the fluid into the right ventricle as the atrioventricular valve, also known as the tricuspid valve, opens. At the end of this step, the tricuspid valve closes and the aortic valves open up, channelling blood to the left and right lung. Inside the lung, blood is re-oxygenated and transferred to the left atrium. With the mitral valve opened, blood is pushed into the left ventricle before being expelled back into the circulatory system through the aorta as the aortic valves open.

For this research, the left and right ventricle were the primary focus, since they are the two main chambers of the heart and are surrounded by a larger portion of the myocardium, which dictates the overall behaviour of the heart. The left and right ventricles form the bottom half of the heart, as shown in Fig. 2.2.

Fig. 2.3 shows a cross-sectional view of the left and right ventricle. The wall that separates the two ventricles is called the intraventricular septum, and is as thick as the left ventricular wall. In general, it has been observed from Magnetic Resonance Imaging (MRI) that the wall surrounding the left ventricle is considerably thicker than the right one. This is due to the left ventricle being responsible for developing enough pressure to ensure blood being ejected back into the circulatory system. The bottom tip of the heart is called the apex, while the surface along the dotted line represents the base. The base is usually defined by the interface wall between atria and ventricles, and houses the valves. Any surface corresponding to the outside layer of the myocardium is called the epicardium, while the inside layer is called the endocardium.

The heart’s pumping activity is a process where the myocardium walls expand and contract. This process is usually referred as heartbeats. An isolated heartbeat consists of four primary phases that help the flow of blood. The phases are: filling, isovolumetric contraction, ejection and isovolumetric relaxation. During each of these phases, the heart’s mechanical behaviour is different, leading to different
states of deformation as shown in Fig. 2.4. The different deformation shows that the heart undergoes what can broadly be classified as twisting, elongation, or expansion. As shown in [5], at each heart phase, these motions can happen simultaneously. During filling, the heart elongates and radially expands as blood applies pressure against the ventricular wall. In isovolumetric contraction, the heart muscle contracts through an anti-clockwise rotation, when looked at from the apex into the heart. This results in a shortening of the ventricle along the longitudinal direction. In the ejection phase, the twisting direction changes. At the bottom region of the ventricle, the apex rotates in an anti-clockwise direction, similar to the isovolumetric contraction phase. But at the base, which is the top region of the ventricle, the heart muscle rotates in a clockwise direction. Finally, during relaxation, the ventricles rotate clockwise to untwist, and elongate along the longitudinal direction in order to reach their original configuration for the next heartbeat.

![Cross-sectional deformation of the left ventricle during a heartbeat](image)

Figure 2.4: Cross-sectional deformation of the left ventricle during a heartbeat [5].

### 2.2 Myocardium

The myocardium is a bundle of muscle fibres. Their arrangement defines the different chambers of the heart. Understanding how the myocardium operates during a heartbeat can help in predicting the heart’s behaviour. As such, the macro and micro-structure of the myocardium was investigated. The macro-structure looks at the muscle layout around the heart, while the micro-structure closely explores the internal structure of the cardiac muscle.

#### 2.2.1 Macro-structure

The cardiac muscle is made up of different components that consist of muscle fibres, blood vessels and nerves. However, the presence of muscle fibres is dominant, as they occupy 70\% to 90\% of the total volume. The idea that the heart is made up of a single continuous helical band that coils on itself to
form the different heart chambers [82], as shown in Fig. 2.5, has been gaining ground within the cardiac community, and this can therefore explain the fibre distribution across the heart.

![Figure 2.5: Unfolding of the heart into a band (6).](image)

![Figure 2.6: Sheet stack of fibres (7).](image)

These fibres are usually stacked in discreet sheets forming cleavage planes. Cuttings of the myocardium, as shown in Fig. 2.6, reveal these sheets and their internal structure. Even though the cleavage planes are distinct from each other, it is common for branching to occur, leading to connectivity between the sheets. In between and around the sheets, several thin web-like filaments, known as collagen fibres, are present. They form a complex network, which also enhances the connectivity between the sheets. Due to the twisting of the myocardium band to define the ventricles, the orientation of fibres and sheets has been found to change across the heart and within the ventricular walls. In the literature, many authors such as LeGrice et al. [7] and Lunkenheimer et al. [8], have made such physiological observations by looking at slices of ventricular walls as shown in Fig. 2.7. Naked eye observations reveal the sheet orientation, while microscopic observations extract the fibre directions, which have been found to vary inside the sheets [14, 83].

![Figure 2.7: Slice of left ventricular wall (8).](image)

Along the longitudinal direction of the ventricles, the sheets are stacked on top of each other and are parallel to the radial direction. However, they are not horizontal. They are concave in nature, with their
angle changing across the ventricular wall thickness; that is, from endocardium to epicardium, as shown in Fig. 2.8. Fig. 2.9 shows the sheet layout across a left ventricle. The epi-endo angle difference is more pronounced at the apex than at the base [9]. Transmurally (along the thickness of the ventricular wall from the epicardium to the endocardium), the fibre direction changes from a negative angle to a positive one, if the angle is measured from the circumferential plane of the ventricle [9, 84].

The fibre angle directions, as observed by Rohmer et al. [9] and Lombaert et al. [84], are of prime importance to understanding the twisting of the heart. As such, the work of Nakatani [85], which describes the fibre mechanics, is used to describe this relationship. Along the epicardium, the fibre angle is considered to be inclined downwards. That is, the fibre is running from the left top-end side of the ventricle to the right bottom-end side. At the endocardium, the fibres are oriented in the opposite direction, where they incline upwards. This upwardness is deduced from the fact that the fibres are aligned along a path going from the bottom-left corner to the top-right corner of the ventricle. In terms of measured quantities, the fibre angles are found to be within the range of $-15^\circ$ to $-65^\circ$ and $50^\circ$ to $70^\circ$ on the epicardium and endocardium respectively [9, 84].

During isovolumetric contraction, the cardiac fibres contract along their direction with the centre of the net resultant contraction being at the middle of the fibre. Using this fact, and knowing the fibre orientation, the heart’s movement can be globally predicted as shown in Fig. 2.10. On the epicardium, the downward-inclined fibre leads to the pulling of the top-left and bottom-right corners of the heart to the equatorial region of the ventricle. Due to the diagonal inclination of the fibres, a longitudinal and
circumferential movement is induced. At the top-left corner, the longitudinal movement is downward as the net resultant contraction of the fibre is located below. However, at the bottom-right corner, the longitudinal movement is upward, since the net resultant contraction is located above. Hence, during a heart contraction, the ventricles are expected to shorten.

For the circumferential rotation, the location of the net resultant contraction here is also important. Since it is located to the right of the top-left corner, the myocardium at the base tends to move from left to right, causing a clockwise rotation. At the bottom-right corner where the fibre ends, the net resultant contraction is on the left. Hence, the movement of the myocardium is right to left, translating in a counterclockwise rotation. Since the top-left and bottom-right corners are being pulled at the same time, the clockwise and anticlockwise rotation occurs at the same time. Such a model is found to agree with the isovolumetric phase observation given earlier in Fig. 2.4 from [5].

2.2.2 Micro-structure

The micro-structure of a heart is also an important aspect that provides insight into the behaviour of the heart fibres. Under a microscope, the heart’s muscle fibres are found to be composed of myocytes and connective tissue. The latter is made up of a complex network of collagen fibres as introduced in Section 2.2.1, and exist in three forms: endomysium, perimysium and epimysium. The endomysium surrounds the myocytes and the perimysium encompasses a group of myocytes, while the epimysium lies on top of the entire muscle and are present at either the endocardium or epicardium [86]. On the other hand, the myocytes themselves are long and thin cells made up of vascular smooth tissues called endothelial cells and fibroblasts. The fibroblasts are helpful in maintaining the healthy state of the collagen, while the endothelial cells are a lining which promotes tissue growth and remodelling. The vascular smooth tissues are connected in a serial manner, with an intercalated disc at the connective interface. The purpose of the intercalated disc is to form a strong mechanical linkage between cells.

Even though there are several types of myocytes in the heart, Katz [16] states that there is only one category of myocytes that can contract. These are called working myocytes. The working myocytes are cross-striated in nature and contain a nucleus at their centre. In terms of composition, they are made up of myofibrils, mitochondria, sarcoplasmic reticulum, and other components, dominated mostly by cytosol. The arrangement of different parts of a myocyte is illustrated in Fig. 2.11.
The mitochondria occupy about 36% of a myocyte and are responsible for the production of adenosine triphosphate (ATP), which participates in the contraction process. On the other hand, the sarcoplasmic reticulum, which mostly consists of a network of tubes, aims at transporting another contraction-dependent ion called calcium. The myofibril is also present in a myocyte and hosts the mechanism for contraction. It is commonly known as a “unit of muscle”. Under a microscope, it is observed that the surface of myofibrils is composed of several subunits, delimited by zig-zag-like lines. These subunits are called sarcomeres and are responsible for inducing the myofibres to contract.

The zig-zag-like lines are called Z-line discs and are shown in Fig. 2.12. Between those Z-line discs exist two bands: the I-band and the A-band [10]. The I-band is referred to as the isotropic band, and spans over two sarcomeres. The A-band, which corresponds to the anisotropic band, is always restricted within the sarcomere, i.e. between two z-line discs. The I-bands represent a thick filament called Actin, while the A-bands contain a thick filament known as myosin. The myosin is attached to a protein chain...
known as *titin*, which is itself connected to the Z-line discs found on the left and right end sides of the sarcomere. For contraction to occur, myosin and actin need to interact. This occurs when the globular heads that form part of the myosin move along the actin filament. As the globular heads move, they pull along the actin filament towards the centre of the sarcomere, as show in Fig. 2.13. This behaviour leads to a shortening of the distance between the two Z-line discs and hence an overall shortening of the myofibrils, which translates to a contraction of the myofibres.

![Figure 2.13: Sarcomere, active and contracted.](image)

The force generated from the myocardium is dependent on the stretch of the sarcomere [16]. The force-stretch relationship usually follows the curve provided in Fig. 2.14. The latter can be broken down into three stages: A, B and C. In stage A, the sarcomere is only slightly pulled. The distance over which the actin filaments have been stretched away from the myosin’s centreline is also minor. Hence during the active phase, a small contraction force is developed. In stage B, the stretch of the sarcomere leads the actin filaments to be pulled to such a point where the innermost myosin heads are close to falling out of contact. Any contraction occurring thereafter will induce a peak tensile force. In the last stage, the sarcomere is overstretched and some of the myosin heads are no longer in contact with the upper filament. Hence, fewer myosin heads are at work and a smaller force is recorded.

![Figure 2.14: Change in tension as the sarcomere is stretched (based on plot from [11]).](image)

The movement of the myosin head is not permanent. It occurs in a periodic way and as such, dictates the frequency of heart contractions. To understand the circumstance under which the myosin becomes active, the molecular level of the heart function was examined. More specifically, the electro-chemical changes occurring at a myocardium cellular level were investigated.

Following the release of an electric signal from the Purkinje fibres into the myocardium, the potential voltage across a heart cell is altered as shown in Fig. 2.15. These phases, labelled 1 to 4, mainly represent...
Figure 2.15: Action potential of fast-response cardiac fibres.

the permeability level of the cell. As the potential changes, several gates/channels along the cell’s membrane are activated or deactivated to allow for the transfer of ions. According to Pappano and Wier [10], the ions that play an important role in the overall potential of the heart’s cell are Potassium ions, $K^+$, Sodium ions, $Na^+$ and Calcium ions, $Ca^{++}$. The concentration of these ions usually varies depending on whether they are measured inside (intracellular ions) or outside (extracellular ions) of the myocardium cell. Additionally, the variation can be observed across the different phases of the action potential propagation as follows [10]:

- **Phase 4:** At resting phase, the net resultant potential of the cell is $-85 \text{ mV}$ to $-90 \text{ mV}$. The extracellular concentration of potassium ions, $[K^+]_e$ is less than the intracellular ones, $[K^+]_i$, while for $Na^+$ and $Ca^{++}$, their extracellular concentration is greater than the intracellular ones. During this phase, there is a slight efflux of $K^+$ from the cell.

- **Phase 0:** Depolarisation of the cell occurs due to the electrical propagation wave initiated at the end of the Purkinge fibres. A rapid influx of $Na^+$ takes place, causing the potential of the cell to switch from negative to positive ($\approx 25 \text{ mV}$).

- **Phase 1:** A small dip in potential is encountered, signifying that the cell has partially repolarised. This is due to the rapid $Na^+$ channels closing and the influx of negative charged Chlorine ions, $Cl^-$.

- **Phase 2:** A plateau phase is reached. Extracellular $Ca^{++}$ ions, migrates inside the cell while an efflux of $K^+$ ions is noted. This leads to an increase in intracellular $Ca^{++}$ ions, while the net charge of the cell remains the same.

- **Phase 3:** This marks the repolarisation phase of the myocardium cell. The influx of $Ca^{++}$ ions stops as the $Ca^{++}$ channels are closed. Only the $K^+$ gates are opened for an efflux of $K^+$ ions. This leads to a gradual decrease of the cell potential till it reaches $-85 \text{ mV}$ to $-90 \text{ mV}$ before the $K^+$ gates are finally closed to reach Phase 4 again.

According to [10], the start and peak of action potential and contraction does not occur at the same time. The initialisation of the latter happens after the start of depolarisation and before the end of depolarisation. The reason for the delay is because contraction is a calcium-ion-induced mechanism which only occurs during phase 2, as previously described.
During that phase, the Ca\(^{2+}\) ions are transferred into the myocardium cell through the L-type calcium channel and bind to a protein receptor called the Ryanodine Receptor 2 (RyR2). These receptors are attached to a network of membranes, the Sarcoplasmic reticulum (SR), which store the so-called cytoplasmic calcium ions. Upon contact with [K\(^+\)]\(_i\), RyR2 signal to the SR to release the cytoplasmic calcium ion, which then binds with Troponin-C protein. This induces the movement of tropomyosin complex off from the binding sites found in the actin filament. These binding sites are usually present to prohibit interaction between the myosin globular head and the actin filament. But once cleared from the tropomyosin complex, the myosin globular head can move and contraction occur.

### 2.3 Cardiac cycle

The opening and closing of the heart valves may be used to define the starting and ending phase of the heart chambers during a heartbeat. However, a proper definition can be obtained when monitoring the chambers; pressure and volume evolution through a heartbeat. More specifically, the ventricular pressure and volume evolution is analysed since they are the most dominant part of the heart. A cardiac cycle, also known as a heartbeat, can be separated into two major phases, the diastole and systole.

![Figure 2.16: Pressure and volume change across time during one heartbeat][12]

Fig. 2.16 shows the starting and ending of the diastole and systole phase when the pressure and volume of a ventricle is recorded. Each phase can be subsequently broken down into periods. The diastole encompasses the isovolumetric relaxation and the filling period, while the systole includes the isovolumetric contraction and ejection period of the ventricle. The average phase durations are given in Tab.2.1.
Phase Duration (s)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Duration (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filling</td>
<td>0.41</td>
</tr>
<tr>
<td>Isovolumetric contraction</td>
<td>0.05</td>
</tr>
<tr>
<td>Ejection</td>
<td>0.26</td>
</tr>
<tr>
<td>Isovolumetric relaxation</td>
<td>0.08</td>
</tr>
<tr>
<td>Total</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 2.1: Phase duration of a heart beating at a rate of 75 min$^{-1}$ [16].

An alternative way of representing the graph in Fig. 2.16 is by plotting a pressure-volume graph, as shown in Fig. 2.17.

In this plot, the different phases of the heart can easily be distinguished by finding the corners of the loop, labeled as A, B, C and D. AB, BC, CD and DA represent filling, isovolumetric contraction, ejection and isovolumetric relaxation respectively. Additional information that can be extracted from the loop is the end-systolic pressure-volume relationship, ESPVR, and the stroke volume, $V_S$. The end-systolic pressure-volume relationship represents a line starting from the end-systole phase, joining the volume axis where the pressure is zero. In order to obtain it, the end-systole points of several heartbeats are used to fit a straight line. The gradient of the line is called the elastance, $E_{PV}$, and can be computed as [87]:

$$E_{PV}(t) = \frac{P(t)}{V(t) - V_{P=0}(t)},$$

(2.1)

where $V_0$ is the ventricular volume when pressure is zero. $P$ and $V$ are the pressure and volume at a specific point in time, $t$, along the ESPVR line. The stroke volume is defined as the difference in volume between isovolumetric contraction and the isovolumetric relaxation line. The value obtained represents the amount of blood ejected from the ventricle, or more precisely, the cardiac output. Using stroke
volume, another cardiac performance measurement that can be extracted from the PV loop is the *ejection fraction*, $E_{\text{fraction}}$. It is defined by calculating the ratio of $V_{\text{stroke}}$ and the end-diastole volume, $V_{ED}$:

$$E_{\text{fraction}} = \frac{V_{\text{stroke}}}{V_{ED}}.$$  \hspace{1cm} (2.2)

The stroke volume and the end-diastole volume have an interesting relationship which is guided by the *Frank-Starling law*. This law specifically states that with different end-diastole volumes, the heart will adjust its contraction performance in order to achieve higher cardiac output. This therefore induces a higher ejection fraction and a larger stroke volume. The mechanism is possible as the myocardium stretches more with an increase in ventricular volume leading to a higher stretch ratio of sarcomere and larger contraction force, as seen in Section 2.2.2. It also holds true that with too large a stretch, the contraction force decreases as does the cardiac output, causing a smaller stroke volume.
Chapter 3

Cardiac Mechanics

3.1 Introduction

In this chapter, the mathematical models used to mimic the physiological details of the heart are introduced. Each phase of a heartbeat is defined by a specific model, which will be elaborated. However, since the models have been derived from a classical continuum mechanics framework, that framework is first introduced.

3.2 Continuum Mechanics

Continuum mechanics consists of solid and fluid mechanics, which relies on the fundamental assumption where, if one continuously magnifies a piece of a material, the underlying molecular structure is generalised by the overlying material’s properties. In this research, the basic principles of continuum mechanics are used to describe the biomechanics of the heart. For more detailed descriptions and derivations of Continuum mechanics, the reader may find the following books helpful: Mase et al. [88] and Lai et al. [89]

3.2.1 Kinematics

Consider a body, $B$, in a three-dimensional Euclidean vector space, parameterised by the Cartesian co-ordinates and characterised as the reference state (i.e. the undeformed configuration). After being subjected to certain boundary conditions for a time, $t$, the body is now in a deformed state (i.e. the current configuration) and is referred as $B_t$. To describe this transition of state, a non-linear deformation mapping $M : B \rightarrow B_t$ is introduced, enabling us to define the relation of the two different states at any material point for $X \in B$ and $x \in B_t$ in the form of:

$$x = M(X,t). \quad (3.1)$$

With $M$ being known, a corresponding invertible linear tangent map, $F = \text{Grad } M$, known as the deformation gradient, is established. The determinant of $F$ corresponds to the Jacobian, $J$, through

$$J = \det F = \det (\text{Grad } M) \quad \text{with } J > 0,$$

whereby the operator $\text{Grad} (\cdot) = \nabla (\cdot) = \frac{\partial}{\partial X}$ is defined with respect to the reference configuration and its corresponding current configuration operator is given by $\text{grad} (\cdot) = \nabla_t (\cdot) = \frac{\partial}{\partial x}$. Since the displacement field is expressed as $u(X, t) = x(X, t) - X$, $F$ can be restated as:

$$F = 1 + \text{Grad } u.$$  \hspace{1cm} (3.3)

Any change in time is coined as the local rate of change and expressed as:

$$\frac{\partial}{\partial t} (\bullet)$$  \hspace{1cm} (3.4)

and the overall time rate of change of a group of particles is given by,

$$\frac{D}{Dt}(\bullet) = \frac{\partial}{\partial t}(\bullet) + \frac{\partial}{\partial x_i}(\bullet) \frac{dx_i}{dt}.$$  \hspace{1cm} (3.5)

In that sense, the Jacobian, which defines the change of volumes from different configuration states, can also vary with respect to time:

$$\dot{J} = J \text{ div } \mathbf{s},$$  \hspace{1cm} (3.6)

where div $(\cdot)$ is the divergence operation which is defined in the current configuration and $\text{Div } (\bullet) = \frac{\partial}{\partial x_i} (\bullet) \cdot e_i$ in the reference configuration. Two important equations used in the study:

$$dv = \det(F) \, dV = J \, dV$$  \hspace{1cm} (3.7)

$$\nu da = \det(F) F^{-T} n \, dA.$$  \hspace{1cm} (3.8)

Eq. (3.7) relates to the change in configuration of a volume, $V$, and Eq. (3.8) to the change in configuration of an area, $a$ with $n$ being the normal reference configuration and $\nu$, the normal in the current configuration. Using the deformation gradient, the symmetric right Cauchy-Green tensor, $C$, is defined as:

$$C = F^T F.$$  \hspace{1cm} (3.9)

In turn, the Green strain tensor, $E$, which is symmetric in nature, can be introduced as a function of $C$ using

$$E = \frac{1}{2}(C - I) = \frac{1}{2} \left( F^T F - I \right).$$  \hspace{1cm} (3.10)
The stretch tensor and the left or right Cauchy-Green strain tensor are closely related through the following definition:

\[ C = \mathbf{U}^2. \]  

(3.11)

### 3.2.2 Stress

In continuum mechanics, stress measures have been used in order to establish the magnitude and direction of these forces inside a body. Consider again the body, \( \mathcal{B} \), subjected to a body force, \( \mathbf{b}_B \), and a surface force, \( \mathbf{t}^{(\nu)} \), known as the traction vector, acting on a surface with a unit normal, \( \nu \). Applying the Cauchy stress principle to the resulting force, \( \Delta \mathbf{f} \), acting on a surface element, \( da \), inside \( \mathcal{B}_I \), then:

\[ \frac{d\mathbf{f}}{da} = \mathbf{t}^{(\nu)}. \]  

(3.12)

Consequently, any point \( \mathbf{x} \), forming part of the deformed body, \( \mathcal{B}_I \), will have a stress state corresponding to the following equation:

\[ \mathbf{t}^{(\nu)}(\mathbf{x}, t) = \mathbf{\sigma}^T(\mathbf{x}, t) \nu(\mathbf{x}, t), \]  

(3.13)

with \( \mathbf{\sigma} \) representing the Cauchy stress tensor, defined in the deformed configuration, at a particular point \( \mathbf{x} \). If the stress, at the same particular point, is defined in the current configuration but acts on an element surface, \( dA \), with a unit normal of \( \mathbf{n} \), which resides in the reference configuration, then Eq. (3.13) is reformulated as:

\[ \mathbf{t}^{(n)}(\mathbf{X}, t) = \mathbf{P}(\mathbf{X}, t) \mathbf{n}(\mathbf{X}, t), \]  

(3.14)

with \( \mathbf{P} \) being the stress in the current configuration, also known as the first Piola-Kirchhoff stress tensor. \( \mathbf{P} \) can be computed using the deformation gradient and the stress in the reference configuration, also known as the second Piola-Kirchhoff stress, \( \mathbf{S} \), through:

\[ \mathbf{P} = \mathbf{F} \mathbf{S}. \]  

(3.15)

\( \mathbf{P} \) can also be defined by using Eq. (3.8) and \( \mathbf{\sigma} \) as follows:

\[ d\mathbf{f} = \mathbf{P} \mathbf{n} \ d\lambda = \mathbf{\sigma}^T \nu \ d\mathbf{A} = \mathbf{\sigma}^T \det(\mathbf{F}) \mathbf{F}^{-T} \mathbf{n} \ dA. \]  

(3.16)

Therefore, the first Piola-Kirchhoff stress can also be calculated from:

\[ \mathbf{P} = \det(\mathbf{F}) \mathbf{\sigma}^T \mathbf{F}^{-T}. \]  

(3.17)

It should be noted that while the Cauchy stress tensor, \( \mathbf{\sigma} \), is symmetric, the first Piola-Kirchhoff stress tensor, \( \mathbf{P} \), is not.
3.3 Variational principles

Following the introduction of the Continuum mechanics framework, the variational principles, used to solve the cardiac mechanics models, are provided in this section. The work of Holzapfel [90] is used to briefly introduce the theory of the variational principles. For a more in-depth review, the reader is referred to Hughes [91] and Zienkiewicz and Taylor [92].

The variation principles define the basis of the Galerkin method, which is itself the foundation of the Finite Element Method (FEM). For this work, since the solid mechanics aspect of the heart was investigated, a single-field variational principle was applied where the only unknown field was the displacement field, $u$. The study of the variational principles starts with the law of conservation of linear momentum, which is recalled along with the Lagrangian equilibrium equation. At this point, any continuum body, $\mathcal{B}$ defined within such context can only experience a body force through the term $b_{\mathcal{B}}(X,t)$. To cater for external forces, the Lagrangian equilibrium equation is transformed into a so-called boundary-value problem. This leads to the introduction of boundary conditions, which are defined along the surface region, $\partial\mathcal{B}$, of the body surface, $\mathcal{B}$. Only two classes of boundary conditions are specified: Dirichlet boundary conditions, $\partial\mathcal{B}_D$, and von Neumann boundary conditions, $\partial\mathcal{B}_N$. Those surface conditions share the following characteristics:

$$\partial\mathcal{B} = \partial\mathcal{B}_D \cup \partial\mathcal{B}_N \quad \text{and} \quad \partial\mathcal{B}_D \cap \partial\mathcal{B}_N = \emptyset.$$  

(3.18)

The boundary conditions also have physical meanings. Usually $\partial\mathcal{B}_D$ are prescribed displacements, to, for example, represent support reactions. On the other end, $\partial\mathcal{B}_N$ are traditionally imposed traction forces. With the boundary conditions defined, the strong form of the boundary value problem is stated as:

$$\text{Div}FS + b_{\mathcal{B}} = 0 \quad \text{in} \quad \mathcal{B}$$

$$u = \bar{u} \quad \text{on} \quad \partial\mathcal{B}_D$$

$$\bar{t}^{(n)}(n) = t^{(n)} = FSn \quad \text{on} \quad \partial\mathcal{B}_N.$$  

(3.19) \hspace{1cm} (3.20) \hspace{1cm} (3.21)

$$(\cdot)^{(n)}$$ represents prescribed functions on the boundary surface, $t$, the traction force vector and $n$, the surface outward pointing norm vector. Applying the weighted residual method, i.e. casting the governing equation in integral form, multiplying by an arbitrary function, $\delta u$, and applying subsequently the Gauss divergence theory, the weak form is obtained:

$$\int_{\mathcal{B}} S : \delta E \, dV - \int_{\mathcal{B}} b_{\mathcal{B}} \cdot \delta u \, dV - \int_{\partial\mathcal{B}_D} \bar{t}^{(n)} \cdot \delta u \, dA = 0.$$  

(3.22)

The principle of virtual work is usually associated to Eq. (3.22) as it uses the concept of work done to explain the distribution of energy in the equation system. Hence, it can also be broken into two parts: internal virtual work, $\delta W_{\text{int}}$, and external virtual work, $\delta W_{\text{ext}}$, where

$$\delta W_{\text{int}} = \int_{\mathcal{B}} S : \delta E \, dV$$

$$\delta W_{\text{ext}} = \int_{\mathcal{B}} b_{\mathcal{B}} \cdot \delta u \, dV + \int_{\partial\mathcal{B}_D} \bar{t}^{(n)} \cdot \delta u \, dA.$$  

(3.23) \hspace{1cm} (3.24)
For the system to be in equilibrium,

\[ \delta W = \delta W_{\text{int}} - \delta W_{\text{ext}} = 0. \]  

(3.25)

In cardiac mechanics, body force, \( b_B \), is the weight, and its effects on the mechanics of the heart are neglected, leading to \( b_B = 0 \). However, surface pressure boundary conditions are considered in order to represent blood pressure, \( P_{\text{blood}} \), on the ventricular wall, redefining the traction term in Eq. (3.24) as:

\[ \bar{t}(n) = P_{\text{blood}} n \text{ on } \partial B_{D,t}, \]  

(3.26)

and consequently, the external virtual work done as:

\[ \delta W_{\text{ext}} = \int_{\partial B_{D,t}} P_{\text{blood}} n \cdot \delta u \, da. \]  

(3.27)

The boundary surface \( \partial B_{D,t} \) is used here as the pressure is applied in the current configuration. Since the weak form is formulated in the reference configuration, the Nanson’s formula is used to project the integral of \( \partial B_{D,t} \) to \( \partial B_D \) by modifying Eq. (3.27) into:

\[ \delta W_{\text{ext}} = \int_{\partial B_0} P_{\text{blood}} J F^T n \cdot \delta u \, dA. \]  

(3.28)

Subsequently, the final state of the weak form for cardiac mechanics is expressed as

\[ \delta W = \int_B S : \delta E dV - \int_{\partial B_0} P_{\text{blood}} J F^T n \cdot \delta u \, dA = 0. \]  

(3.29)

### 3.4 Cardiac Models

The next step was to look at the mathematical models that reproduce the biomechanics, physiology and hemodynamics during the four phases of a heartbeat: filling, isovolumetric contraction, ejection and isovolumetric relaxation.

#### 3.4.1 Filling stage

The filling stage was considered first. During this phase, the heart’s myocardium is said to be acting passively since it does not trigger any contraction.

#### 3.4.1.1 Constitutive equation

The constitutive equation of a material is based on its behaviour during experiments. Different tests carried out have found that the stress-strain relationship of passive myocardium is exponential in nature [14, 83]. That is, its strain increases quickly when subjected to an initial force, but very slowly when the force subsequently gets larger. Even though this exponential behaviour is observed across the heart, researchers [14, 83] have observed that its evolution differs, even though the same specimen is analysed in different directions.
To incorporate the fibres along with the exponential behaviour of the heart, into a constitutive law, several approaches can be considered. As stated by Usyk et al. [93], three forms of constitutive equation can be set to model the myocardium: isotropic, transversely isotropic and orthotropic. The difference in those three cases is the way the fibres are defined. In the isotropic form, there is no preferred direction. However, in the transversely isotropic case, the fibre direction is considered the preferred direction, whereas in the cross-fibre direction, the behaviour is still isotropic. For the orthotropic scenario, material properties differ across the three fibre directions. In this research, the myocardium was considered orthotropic in order to conform with observations made by [7] and [9].

Another important characteristic of the myocardium to be considered in the constitutive equation is its level of compressibility i.e. how the volume of the myocardium changes when subjected to a force. According to Yin et al. [94], the myocardium is slightly compressible, and, based on the research of Usyk et al. [93], near incompressibility was considered in their cardiac material model. Thus, accounting for nearly incompressible material involves an additional term to the strain energy function.

Taking into account the energy of the exponential and orthotropic behavior of the heart, \( W_{\text{exp-ortho}} \) and the near incompressibility of the myocardium, \( W_{\text{compr}} \), the total passive strain energy function, \( W_{\text{passive}} \), is given as [20]:

\[
W_{\text{passive}} = W_{\text{exp-ortho}} + W_{\text{compr}} \\
= A \left( e^Q - 1 \right) + A_{\text{compr}} \left[ \det U \ln(\det U) - \det U + 1 \right],
\]

where

\[
Q = a_1 \left( \text{tr} (M_1 E) \right)^2 + a_2 \left( \text{tr} (M_2 E) \right)^2 + a_3 \left( \text{tr} (M_3 E) \right)^2 \\
+ a_4 \text{tr} (M_1 E^2) + a_5 \text{tr} (M_2 E^2) + a_6 \text{tr} (M_3 E^2).
\]

In Eq. (3.31), \( A \) stands for the stress scaling coefficient while \( A_{\text{compr}} \) for the compressibility coefficient. The determinant operator is defined by \( \det(\cdot) \) and the logarithmic operator by \( \ln(\cdot) \). \( U \) represents the right stretch tensor. \( Q \), stated by Eq. (3.32), is a function of the constants, \( a_j \), the Green-strain tensor, \( E \) and a structural tensor \( M_i \) where \( i = 1, 2, 3 \) are the local Cartesian basis. \( M_i \) is constructed from the fibre orientation, which are \( \vec{f} \), the fibre direction, \( \vec{s} \), the sheet direction, and \( \vec{n} \), the sheet normal direction, as follows:

\[
M_1 = f \otimes f, \quad M_2 = s \otimes s, \quad M_3 = n_s \otimes n_s.
\]

Consequently, the constitutive equation, which relates the passive stress with the strain energy, is given as:

\[
S_{\text{passive}} = \frac{\partial W_{\text{passive}}}{\partial E}.
\]

### 3.4.1.2 Tissue testing

The equation used in defining the passive constitutive equation is made up of eight parameters, i.e. \( A, A_{\text{compr}}, a_1 \ldots a_6 \). In order to assign quantitative values to them, experimental data are used. The two
tests from which that data can be obtained are bi-axial and tri-axial experiments.

For the bi-axial test, a thin square slice of the heart tissue is first extracted. The major sides of the square span longitudinally and transversely, while the thickness span radially across the heart’s ventricle. The thickness is usually kept around 2 mm to mitigate the effect of out of plane shear [13, 95]. Along the top surface of the specimen, the mean fibre direction is recorded and nine black markers are placed as close as possible to the centre. Hooks are then inserted along the sides of the rectangular slice with regular spacing. In total, 20 hooks are used, with five on each side. Surgical sutures are used to connect the hooks to a perpendicularly aligned rod, mounted on a clamping device, that is moved backwards in order to induce stretch in the specimen. An overall view of the setup is given in Fig. 3.1.

![Figure 3.1: Biaxial test setup [13].](image1)

![Figure 3.2: Shearing of tissue specimen during a triaxial shear experiment [14].](image2)

A force sensor is used to record the load transferred to the specimen, while a mounted camera records the movement of the black markers. Using the load and movement data, a stress and stretch curve is computed and plotted. To obtain values for the constants in the passive constitutive equation, its stress-strain plot is fitted to the biaxial one, using a parameter-fitting algorithm [96]. However, as explained by Holzapfel and Ogden [96], biaxial testing does not provide enough information to observe the stress variation along the thickness direction, and is not suitable for calibrating orthogonal tissue material. Therefore, for this research, triaxial test data was used.

The triaxial shear test is a way of obtaining material response through the shearing of cubic specimens. The setup of the experiment consists of an upper and lower platform to which the myocardium is glued and bathed in a solution to prevent dehydration, while keeping the temperature of the specimen constant. The lower platform is then moved with respect to the upper one, as shown in Fig. 3.2, in order to have shearing, while sensors measure the force generated. The location where the myocardium is extracted from the heart is important. In order to minimise the impact of an anisotropy effect on the shear experiment, the cubic specimen is kept small, with an edge length of about 4 mm, and is extracted from the basal midwall myocardium [14]. At this location, the fibre and sheet orientation is almost perpendicular to the cutting planes, as shown in Fig. 3.3.

![Figure 3.3: Shearing of tissue specimen during a triaxial shear experiment [14].](image3)

With this fibre configuration, specific anisotropic types can be activated during shearing. To do so, both Dokos et al. [83] and Sommer et al. [14] used six modes of shearing, as shown in Fig. 3.4. The six modes are grouped into three families: FS and FN for the F-family, SF and SN for the S-family and NS and NF for the N-family. In the F-family, the shear modes work against the stiffness provided by the
cross-sectional plane of the fibre. For the S-family, work is done mainly against the sheet plane, while for the N-family, the shear force is opposed by the resistance provided, purely due to the collagen matrix between the sheets.

From the stress-strain relationship of all the shear modes shown in Fig. 3.5, Sommer et al. [14] observed that the F-family was more stiff than the others, irrespective of the targeted level of stretch (0.1, 0.2, 0.3, 0.4 and 0.5). This observation confirms those made earlier by Dokos et al. [83]. Both authors were then able to conclude that the stiffness level could be sequenced as follows: F-family > S-family > N-family. The reason why FS and FN exhibited the highest stiffness was due to the elongation working parallel to the fibre direction.

By using the plot given in Fig. 3.5, the constants of the passive constitutive equation could be found. Using an initial set of assumed values, a stress-strain curve was generated from the constitutive equation and compared to the experimental one. If the curves did not fit, then the parameters were modified in an iterative process. According to the literature, this technique is commonly used [96, 97]. It was applied in this research, but through an automated process. The process, which falls in the category of parameter identification algorithms, is known as the Levenberg-Marquardt Algorithm, and is presented in Chapter 7.
3.4.1.3 Myocardial fibre distribution

As explained in the previous chapter, the heart fibre orientation distribution dictates the overall behaviour of the heart. To have the model behaving in the correct way, the fibres located around the ventricles were incorporated in our formulation. The typical way to set them up is to first establish a spatial coordinate system which is defined by three directions/axes: fibre axis, sheet axis and sheet-normal axis. Using fibre angles extracted from human scans, those axes are rotated accordingly, while still maintaining their orthogonal characteristics.

The extraction of fibre directions can be done either on in vivo or ex vivo hearts. Previously, ex vivo heart fibre extraction methods were popular, as there was no other way to analyse the heart myocardium. In that case, the heart was first extracted and different techniques were used to record the angle of the fibre directions. For example, Nielsen et al. [98] used a measurement rig to record the angles while the ventricle was rotated by an axle introduced along the longitudinal axis of the heart. In other examples, the ventricles were cut in different locations, either in slices [8] or in blocks [99, 100]. From there, the fibre angles were read. With current technological advances, in vivo heart fibre direction can be obtained. This is done by using a method called Diffusion tensor magnetic resonance imaging, DTMRI, which consists of monitoring water molecules in the fibres of the heart. Data, obtained from a magnetic

![Stress-stretch plot of different shear families](image-url)
resonance instrument, are represented by tensors at every point in the heart myocardium. By decomposing those tensors into eigenvectors, the fibre directions can be obtained when sorting them according to the decreasing order of their eigenvalues. The fibre-axis is defined by the eigenvector of the highest eigenvalue, while the sheet-normal is defined by the lowest eigenvalue [9, 84, 101].

In this work, due to the unavailability of experimental fibre angle data of ventricles, values reported in the literature were used instead. To setup the fibre vectors throughout a heart model, an algorithm developed by Wong and Kuhl [102] was implemented. It provided a fast and computationally inexpensive means of setting up the vectors, while considering the non-uniformity of the ventricular surface within the finite element framework. Its applicability to single or bi-ventricle models does not require any extra attention. Based on previous research [19, 103], this algorithm has proven to be successfully used in capturing the internal structural behaviour of the myocardium during a heartbeat. For explanation purposes, a cube, made up of 216 nodes and 125 hexahedral elements is set up within a coordinate system shown in Fig. 3.6. The cube’s axes are then made to coincide with those defined for heart geometry. The longitudinal axis, denoted by $z$, runs from the base to the apex. The radial-axis, $r$, traverses the heart transmurally, from the epicardium to the endocardium, while the circumferential-axis, $c$, moves transversely, i.e. from either left to right, or vice versa. The axis planes are consequently defined as: $cz$-plane, $P_{cz}$, $zr$-plane $P_{zr}$ and $cr$-plane, $P_{cr}$.

The first step of the Wong and Kuhl [102] method is to determine the local fibre-axis at every point on the defined surface of the cube. The $r$-axis acted along the same direction of the outward surface normals, $r$, of a point on the surface of the cube. To obtain $r$, the neighbouring surface to which the point is connected is found, and their normals, calculated. Then, an averaging operation is carried out over all neighbouring surface normals, as shown in Fig. 3.7. With the $z$-axis vector $z$, defined globally to be the same for all nodes and surfaces, the only other direction that need to be found is the circumferential vector, $c$ through:

$$c = \phi^{wall} (z \times r).$$

(3.35)
In Eq. (3.35), $\phi^{\text{wall}}$ is an orientation index which is defined as +1 on the epicardium and −1 on the endocardium, and leads to a circumferential vector as shown in Fig. 3.8. With the inversion of the circumferential vectors on the endocardium surfaces, the surface normal, defined point-wise, is re-computed:

$$\mathbf{r}_{cz} = \mathbf{c} \times \mathbf{z}. \quad (3.36)$$

With $\mathbf{c}$, $\mathbf{z}$ and $\mathbf{r}$ locally defined on the surface points, the goal now is to rotate them in such a way that they are aligned with the natural fibre, sheet and sheet-normal orientation. Having $\mathbf{r}$ already aligned approximately in the same direction as the sheets, the sheet direction is calculated as:

$$\mathbf{s} = \text{sign} (\mathbf{r}_{cz} \cdot \mathbf{r}) \mathbf{r}. \quad (3.37)$$

Next, the fibre vector is determined. First, a projection vector, $\mathbf{p}$, is created along the plane $P_{cz}$ using the fibre angle, $\theta$, which has been measured with respect to the circumferential axis:

$$\tilde{\mathbf{p}} = \text{proj} (\mathbf{f}) = \cos(\theta)\mathbf{c} + \sin(\theta)\mathbf{z}, \quad (3.38)$$

before being rotated tangential to the sheet plane, so as to conserve the orthogonal condition of the fibres, and form the fibre direction vector, $\mathbf{f}$:

$$\mathbf{f} = (-\tilde{\mathbf{p}} \cdot \mathbf{s}) \mathbf{r}_{cz} + (\mathbf{r}_{cz} \cdot \mathbf{s}) \tilde{\mathbf{p}}. \quad (3.39)$$

With $\mathbf{f}$ and $\mathbf{s}$ computed, the third direction, which is the sheet-normal $\mathbf{n}_s$, is obtained from:

$$\mathbf{n}_s = \mathbf{f} \times \mathbf{s}. \quad (3.40)$$

Upto this point, only the surfaces of the cube were assigned fibre directions. In order to have a distribution throughout the domain, Wong and Kuhl [102] used a Poisson-based interpolation scheme, implemented.
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within the Finite element framework. Each component of \( f \) and \( s \) was applied as boundary conditions and solved for. In total, six consecutive simulations had to be carried out in order to obtain the full fibre distribution.

From the current implementation, two major drawbacks were observed. Firstly, the generated sheet direction seemed to be uniform transmurally, due to usage of the pointwise surface normal, \( \mathbf{r}_{cz} \) as given in Eq. (3.36). Secondly, the interpolation procedure was deemed to be computationally expensive in terms of time and resources, due to the solving of six finite element problems separately, using a fine mesh. In this case, a solution was proposed for each problem.

In the first scenario, a rotation was applied to the sheet direction with respect to the circumferential direction. The angle \( \beta \), known as the sheet angle, was used to denote the rotation angle measured from the radial direction, \( \mathbf{r} \), as given in [9]. Using Rodrigues’ rotation formula, Eq. (3.41), \( \beta \) was used to obtain the new sheet-direction. In order to preserve the orthogonal condition within the fibre directions, Eqs. (3.41) was additionally applied to \( \mathbf{f} \) and \( \mathbf{n}_s \).

\[
\tilde{\mathbf{f}} = \mathbf{f} \cos \beta + (\mathbf{c} \times \mathbf{f}) \sin \beta + \mathbf{c} (\mathbf{c} \cdot \mathbf{f}) (1 - \cos \beta) \tag{3.41}
\]
\[
\tilde{s} = \mathbf{s} \cos \beta + (\mathbf{c} \times \mathbf{s}) \sin \beta + \mathbf{c} (\mathbf{c} \cdot \mathbf{s}) (1 - \cos \beta) \tag{3.42}
\]
\[
\tilde{\mathbf{n}}_s = \mathbf{n}_s \cos \beta + (\mathbf{c} \times \mathbf{n}_s) \sin \beta + \mathbf{c} (\mathbf{c} \cdot \mathbf{n}_s) (1 - \cos \beta) \tag{3.43}
\]

For the second scenario, where a less computationally demanding method was looked for, the Moving Least Square approximation scheme (MLS) was chosen. MLS is based on setting up pointwise interpolants from nodal spatial coordinates defined within the Cartesian coordinate system. From these interpolants, an interpolation could be carried out from known data points to the unknown points, in order to obtain a full fibre distribution across the domain. For more information about MLS, the reader is referred to Section 5.3.2, where a more detailed explanation is given.

Combining the first and second scenario, the new algorithm was then used with the previously set up cube. On the epicardium, \( \theta = -30^\circ \) and \( \beta = 25^\circ \) was specified, while on the endocardium, \( \theta = 30^\circ \) and \( \beta = -25^\circ \) was imposed. Following this, the fibre orientations were generated, and are given in Fig. 3.9, Fig. 3.10, and Fig. 3.11.

3.4.2 Isovolumetric contraction and relaxation

Isovolumetric contraction and relaxation marks the start and end of the contractile behaviour of the myocardium. Due to this physiological similarity, along with the fact that the heart valves are closed and no change in volume is registered, the same mathematical model is used during those two phases.

In this work, a simple contraction mechanism known as the active stress model [17] was used. In using this model, the electrical wave propagation that was observed was simplified, while the whole myocardium of the heart was assumed to contract simultaneously. The active stress model, set up by Guccione et al. [17], is based on an additive decomposition of the total second Piola-Kirchhoff stress, \( S_{\text{Total}} \), at any point inside the myocardium into a passive stress, \( S_{\text{Passive}} \), and an active stress component, \( S_{\text{Active}} \).

\[
S_{\text{Total}} = S_{\text{Passive}} + S_{\text{Active}} \tag{3.44}
\]
The passive stress is obtained from Eq. (3.34). However, the active stress has one component, \( T^{\text{active}} \), in the fibre direction, \( \hat{f} \), and is computed from:

\[
S^{\text{active}} = T^{\text{active}} \hat{f} \otimes \hat{f}.
\]  

(3.45)

Following several studies made on the cardiac tissue of rats, Guccione et al. isolated the sarcomere length and the calcium ion concentration as the principal features that dictate a contraction mechanism, and introduced the Hill and Elastance models. The computation of the active contraction force, \( T^{\text{active}} \), along
the fibres of the heart was carried out using the following equation,

\[ T_{\text{active}} = T_{\text{max}} \frac{Ca_0^2}{Ca_0^2 + ECa_{50}^2} C_t, \]  

(3.46)

where \(Ca_0\) is the peak intracellular calcium ion concentration, \(ECa_{50}\) the extracellular calcium ion concentration when 50% of peak active contraction force is achieved and \(T_{\text{max}}\), the isometric tension force under maximal activation. \(C_t\), is the variable that defines how the active tension should change with time, and hence is defined as:

\[ C_t = \frac{1}{2} (1 - \cos \omega). \]  

(3.47)

\(\omega\) is a function of time and is defined over three phases during a single one heart beat: (1) time to linearly reach maximal activation from rest (2) time to reach zero contraction from the maximum one, and (3), when no contraction is present. Each of them can be expressed in terms of equations such as:

\[ \omega = \begin{cases} \pi \frac{t}{t_0} & \text{when } 0 \leq t < t_0, \\ \pi \frac{t-t_0+t_r}{t_r} & \text{when } t_0 \leq t \leq t_0 + t_r, \\ 0 & \text{when } t_0 + t_r \leq t, \end{cases} \]  

(3.48)

where \(t\) is the current time, \(t_0\), the time at which maximum tension is reached and \(t_r\), the time taken for the tension force to dissipate and reach zero. In order to include the dependency on mechanical deformation i.e. fibre stretch, the deformed sarcomere length, \(l_{\text{sarcomere}}\) is accounted for in this model. Hence, \(t_r\) is calculated through a linear function involving two constants \(m\) and \(b\) along with \(l_{\text{sarcomere}}\):

\[ t_r = ml_{\text{sarcomere}} + b, \]  

(3.49)

and \(ECa_{50}\), from Eq. (3.46), was defined as:

\[ ECa_{50} = \frac{(Ca_0)_{\text{max}}}{\sqrt{e^{B(l_{\text{sarcomere}} - l_{\text{sarcomere}}^0)} - 1}}. \]  

(3.50)

\((Ca_0)_{\text{max}}\) represented the highest intracellular calcium ion concentration, \(l_{\text{sarcomere}}^0\), the sarcomere length at rest state (i.e. absence of active tension force) and \(B\) is a constant that is characterised from an active tension - sarcomere length relationship. To allow for a variation of active tension force throughout the heart, the sarcomere length is made a function of the strain \(E_{\text{ff}}\), acting along the fibres’ principal axis:

\[ l_{\text{sarcomere}} = l_{\text{R}}^0\sqrt{2E_{\text{ff}} + 1}, \]  

(3.51)

where \(l_{\text{R}}^0\) corresponds to resting sarcomere in the heart’s unloaded configuration accounting for the residual stresses found in cardiac tissue. In [17], Guccione et al. used a set of parameters, given in Tab. 3.1, that was based on studies of the rat’s myocardium. Those parameters have also been found to be adequately applicable to model the heart of other species. Such examples are: dogs [104], sheep [25, 105, 106] and humans [74, 107]. Given the fact that these sets of parameters are proven to be very flexible and stable for a wide range of applications, they were used in this research.
### Table 3.1: Active tension parameters of Guccione et al. [17].

<table>
<thead>
<tr>
<th>$T_{\text{max}}$ (kPa)</th>
<th>$C_{a0}(\mu\text{M})$</th>
<th>$(C_{a0})_{\text{max}}(\mu\text{M})$</th>
<th>$B(\mu\text{M}^{-1})$</th>
<th>$l_{0}(\mu\text{M})$</th>
<th>$t_{0}(s)$</th>
<th>$m(\mu\text{M}^{-1})$</th>
<th>$b(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>137.5</td>
<td>4.35</td>
<td>4.35</td>
<td>4.75</td>
<td>1.58</td>
<td>0.1</td>
<td>1.0489</td>
<td>-1.429</td>
</tr>
</tbody>
</table>

#### 3.4.3 Ejection

At the end of isovolumetric contraction, the ventricular pressure exceeds the aortic pressure and leads to the opening of the semi-lunar aortic valves. The ventricular blood flushes into the aorta while the ventricular walls continue contracting. This whole process takes place through two commonly known distinct phases: rapid ejection and reduced ejection.

In rapid ejection, the pressure of the ventricles and the aorta continuously increases. As the pressure is higher inside the ventricular chamber than in the aorta, the flow rate also increases continuously, while the ventricular volume encounters a sudden sharp decrease. About 70% of the ejected volume is expelled during a third of the ejection phase. Because the flow-rate from the aorta to the arteries is lower, the aortic pressure also builds up, leading to storing of potential energy in the aortic surface through the form of stretching. This ventricular-aortic flow-rate gradient then switches around after the peak flow occurs. This happens as the ventricular pressure and the aortic pressure reaches the same level. Given that the arterial wall cannot take in more blood as it is already overstretched, the flow rate starts to decrease.

At a certain point, the ventricle-to-aorta flow rate is equal to the flow of blood from the aorta to the rest of the body’s arteries and veins, which is usually referred to as the *periphery*. This point is therefore defined as the end of the rapid ejection phase. With the flow rate still decreasing, the aorta-to-periphery flow is now higher, marking the start of the reduced phase and a decrease in aortic pressure. At the end of ejection, only about 40-50% of the blood volume that was present at the end of isovolumetric contraction remains, and is known as the *residual volume*. This point also demarcates the end of systolic phase and the start of diastolic phase.

To model the ejection phase, a mathematical model needs to primarily take into account the behaviour and characteristics of the ejecting ventricle and the arterial system in order to predict other quantities such as pressure, volume and flow rate. Additionally, this model will also need to reproduce the duration of the ejection period, while incorporating details such as rapid ejection and slow ejection phases.

One mathematical model that allows this, is the *Windkessel model*. In cardiac-related literature, its occurrence is common. For example, it was used by Creigen et al. [108] to model an artificial heart pump, and Molino et al. [109] to understand the arterial mechanical characteristic. Ottesen and Danielsen [110] made use of the Windkessel model to simulate a left ventricle with an arbitrary heart rate. In the context of cardiac modelling, many applications can also be found, such as in the work of Usyk et al. [93], Sainte-Marie et al. [111], Kerckhoffs et al. [112], Bovendeerd et al. [113] and Kerckhoffs et al. [114], where a single ventricular and bi-ventricular heart model successfully reproduced the ejection phase. Due to its popularity and validated results, the method was chosen to represent the current phase.

The Windkessel model is made up of a partial differential equation that is commonly used in three forms: 2-element Windkessel model, 3-element Windkessel model and 4-element Windkessel model. In order to explain each of them, an analogous concept where an electrical circuit consisting of capacitance, resistance and magnetic inductance, was used to describe the interaction between the left ventricle, the aorta and arteries, or the right ventricle and pulmonary arteries. Such analogy is commonly used in
explaining the Windkessel model, and the following Windkessel explanation is based on Creigen et al. [108].

- **Two-element Windkessel model:**
  The two-element Windkessel model is the most basic of the different Windkessel models and depends on only two physiological mechanisms of ejection: resistance and compliance. As explained earlier, while blood moves through the veins, especially when changing from bigger to smaller blood vessels, a resistance is encountered, slowing down the amount of blood being transferred from one point to the another. This resistance can be measured from a generalised equation:

  \[ R_p = \frac{P}{I}, \]  
  \( (3.52) \)

  where \( R_p \) is the resistance of the blood vessels of the entire circulatory system, \( P \) is the pressure difference and \( I \) the blood flow. For the elastic dilation of the blood vessels, the compliance can be calculated from:

  \[ I = C \frac{dP}{dt}, \]  
  \( (3.53) \)

  where the change of flow and pressure is considered as blood enters and leaves the blood vessels. A visual representation of resistance and compliance interacting together can be expressed through the following circuit:

  ![Figure 3.12: A two-element Windkessel analogous circuit.](image)

  In Fig. 3.12, the resistor, \( R_p \) is equivalent to the blood vessels resistance and acts as the capacitor to the elastic blood vessels' compliance \( C \). \( P \) is the current source and equivalently, the pressure in the reservoir of the heart. The current flowing in the circuit is analogous to the blood flow in a vessel. Hence, in order to get the total current moving in the circuit, the current flowing through each component is added up:

  \[ I = I_1 + I_2, \]  
  \( (3.54) \)

  which, replaced by Eq. (3.52) and Eq. (3.53) leads to the general two-elements Windkessel model:

  \[ I = \frac{P}{R_p} + C \frac{dP}{dt}. \]  
  \( (3.55) \)
In order to solve Eq. (3.55), an iterative scheme has to be employed, where the blood flow rate history is imposed for the pressure to be solved exactly. However, in the case of no blood flow \((I(t) = 0)\), then the exact analytical solution can be found:

\[
P(t) = P_{aorta} e^{-\frac{R_p t}{C}},
\]

with \(P_{aorta}\) being the initial aortic pressure.

- **Three-element Windkessel model:**
  In the 3-element Windkessel model, the resistance due to the aortic valve, \(R_a\), is additionally considered. The aortic valve is made up three leaflets attached to a circular ring at the entrance of the aorta. It regulates the passage of blood coming from the ventricle. Aortic valves can have different opening diameters/areas which causes additional resistance during blood flow [115]. This therefore leads to a new resistor component in the 2-element Windkessel circuit. With this new configuration, the following differential equation can be formed:

\[
\left(1 + \frac{R_a}{R_p}\right) I(t) + C R_a \frac{dI(t)}{dt} = \frac{P(t)}{R_p} + C \frac{dP(t)}{dt}.
\]

If the blood flow is set to zero, then \(I(t) = 0\) and the rate of change of blood flow also drops out as \(\frac{dI(t)}{dt} = 0\). Hence, the exact analytical solution is unaffected by the aortic valve and is the same as Eq. (3.56).

- **Four-element Windkessel model:**
  The four-element Windkessel model introduces a new constant into the three-element Windkessel model called *inductance*, \(L\). It represents inertia of the blood flow, or an increase/decrease of pressure due to changes in flow [116] from the ventricle to the arteries. This leads to a more accurate solution at low frequency of heartbeats [117]. The corresponding circuit diagram of the four-element Windkessel model is given as follows, with \(L\) being a magnetic inductance:

Along with the additional inductance constant, the second-order rate of change of the blood flow is considered to account for the pressure change:

\[
\left(1 + \frac{R_a}{R_p}\right) I(t) + \left(R_a C + \frac{L}{R_p}\right) \frac{dI(t)}{dt} + L C \frac{d^2I(t)}{dt^2} = \frac{P(t)}{R_p} + C \frac{dP(t)}{dt}.
\]
Moving from the 2- to the 4-element Windkessel model increases the predictive accuracy of the model. Based on the work of Parragh et al. [116] and Westerhof et al. [117], it was found that the gain in accuracy is higher from the 2-element Windkessel to the 3-element Windkessel but less from the 3-element Windkessel to the 4-element one.

Even though the 4-element Windkessel model looks more attractive from a physiological point of view as it includes most of the physiological mechanism of ejection and is more accurate, it has however, two major drawbacks. Firstly, its formulation consists of a second-order flow rate derivative. Such a term adds more complexity and instability in a solving scheme. Secondly, the inductance constant is difficult to quantify from experimental data [117]. Due to these reasons, the 3-element was preferred over the 4-element Windkessel in this research. The latter has the ability to provide a balanced solution between accuracy and complexity.

Throughout the literature, the usage of 3-element Windkessel model in cardiac mechanics has been found to be feasible and promising. In [111], Sainte-Marie et al. modelled a generic bi-ventricle model over six cycles. Kerckhoffs et al. [112] and Bovendeerd et al. [113] respectively studied different activation mechanisms and the influence of fibre orientation on the heart while using the Windkessel model to obtain a heart beat of a truncated prolate spheroidal ellipsoid model to represent a left ventricle. And finally, Sermesant et al. [118] used the Windkessel with a real bi-ventricle heart extracted from Magnetic Resonance Images (MRI).
Chapter 4

Computational Cardiac Mechanics

4.1 Introduction

This chapter discusses the implementation of the cardiac mechanic models defined in the previous chapter within the Galerkin method framework. The different approaches used to assemble and solve systems of equations are provided for each phase of a heartbeat.

4.2 Element-free Galerkin method

Eq. (3.29) needed to be solved over a heart domain in order to obtain mechanical quantities such as displacement, stress and strain. To do so, the Element-free Galerkin method (EFG) [119] was used in this research. It is very similar to the Galerkin method, the main differences being approximating the displacement field and its spatial derivatives using EFG shape functions, and employing a numerical integration scheme to replace the analytical integrals.

Being classified as a meshfree method, EFG’s shape function calculations are based on a nodal discretised domain instead of a mesh one. Due to the non-connectivity feature, a neighbourhood-based approximation method was used, and thus, the Moving Least Square approximation method (MLS) [120] was employed. MLS is not mathematically presented in this section as it is introduced in Section 5.3.2. However, its properties are briefly given in order to understand their influence on EFG. MLS uses an influence zone to define the connectivity of nodes. Any neighbouring node found inside the influence zone is considered a supporting particle. The number of supporting particles can be regulated by changing the type and size of the influence zone. The approximants are built up from the spatial coordinates of the particles and because MLS is a partition of unity, the sum of the approximants computed from an influence zone should be equal to 1. Even though the MLS is a point-wise calculation, its approximants, along with their derivatives, are smooth. The MLS does not satisfy the Kronecker delta properties since it does not ensure that the approximant of the node of interest is one, a critical condition for the direct application of the Dirichlet boundary condition. Consequently, special methods need to be used such as the Lagrange multipliers and modified variational principles, or the modified boundary collocation method [121].

In the EFG procedure, the first step is to discretise the heart domain. A trial function and test function
are set up to approximate the displacement field solution, $\mathbf{u}$, using the MLS shape function:

$$\mathbf{u}(x) = N^T \mathbf{u}_s,$$

$$\delta\mathbf{u}(x) = N^T \delta\mathbf{u}_s,$$

where $\mathbf{u}(x)$ is the interpolated displacement at point $x$ and the point $x$ belongs to the heart domain. $N_s$ and $\mathbf{u}_s$ are the shape functions and displacements at the supporting nodes, $s$, for point $x$. The trial function, test function and weak form of the Lagrangian equilibrium equation, Eq. (3.29), are then further used to obtain the discrete equation system:

$$\mathbf{K}\Delta\mathbf{u} - [\mathbf{f}_{\text{ext}} - \mathbf{f}_{\text{int}}] = 0.$$

$\Delta\mathbf{u}$ is known as the displacement field increment, $\mathbf{f}_{\text{ext}}$, the external applied force and $\mathbf{f}_{\text{int}}$, the internal reaction vector. $\mathbf{K}$ corresponds to the stiffness matrix of size $t_{\text{dof}} \times t_{\text{dof}}$, where $t_{\text{dof}}$ is the total number of degrees of freedoms (dofs). For a more detailed derivation of the discrete equation system, the reader is referred to Dolbow and Belytschko [21], and additionally to Hughes [91], Zienkiewicz and Taylor [92] and Belytschko et al. [119].

### 4.3 Solving non-linear problems

Solving a system of equation for linear problems, as given in Eq. (4.3), is straightforward. But in the case of cardiac modelling, which forms part of non-linear problems, an iterative method is employed. The iterative scheme employed in this research was the Newton method. The Newton method is commonly used and simple to implement [90]. One of its advantageous characteristics is its quadratic convergence rate if the starting point is in the vicinity of the solution.

The first step of the Newton method consists in linearising the weak form equation with respect to the quantity that is being solved, i.e. the displacement field $\mathbf{u}$. Therefore, the discrete system of equation assembled for an iteration, $i$, and a time or loading step, $n$, from the weak form Eq. (3.29), can be linearised using a first order Taylor expansion:

$$\delta W(\mathbf{u}) = \delta W\left(\mathbf{u}_{n-1} + \Delta\mathbf{u}\right) = \delta W\left(\mathbf{u}_{n-1}\right) + \frac{\partial\delta W(\mathbf{u})}{\partial\mathbf{u}} \bigg|_{\mathbf{u}_{n-1}} \cdot \Delta\mathbf{u},$$

where $\Delta\mathbf{u}$ is the increment in displacement field. Since linearisation is a function approximation technique, then the total energy in Eq. (3.29) is no longer strictly equal to zero:

$$\delta W\left(\mathbf{u}_{n-1}\right) + \frac{\partial\delta W(\mathbf{u})}{\partial\mathbf{u}} \bigg|_{\mathbf{u}_{n-1}} \cdot \Delta\mathbf{u} \approx 0.$$

With the weak form linearised, the discrete equation system can be now expressed as:

$$\mathbf{K}_n^i \Delta\mathbf{u}_n = [\mathbf{f}_{\text{ext}}]^i_n - [\mathbf{f}_{\text{int}}]^i_n = \mathbf{R}_n^i,$$

where $\mathbf{R}_n^i$ is the residual vector. Due to the non-linear problem, $\mathbf{R}_n^i$ and the tangent matrix, $\mathbf{K}_n^i$, has to be re-evaluated at every iteration. To do so, the previous iteration’s displacement field $\mathbf{u}_{n-1}$ is used as
\[ R_n^i = R \left( u_n^{i-1} \right) \] and \[ K_n^i = K \left( u_n^{i-1} \right) \]. From Eq. (4.6), the increment that needs to be solved for is \[ \Delta u_n^i : \]

\[ \Delta u_n^i = \left[ K_n^i \right]^{-1} R_n^i. \quad (4.7) \]

With the change in displacement field obtained, \( u_n^i \) is updated using:

\[ u_n^i = u_n^{i-1} + \Delta u_n^i. \quad (4.8) \]

The updated displacement field can now be used in the next iteration, \( i + 1 \), to update the tangent and residual matrix. For the case of \( i = 0 \), where a new calculation step, \( n \), is started, the converged displacement field obtained from \( n - 1 \) is instead used, leading to \( u_n^{i+1} = u_{n-1} \). In the special case where \( n = 0 \) and \( i = 0 \), that is the start of the calculation, then \( u_0^0 = 0 \).

As the Newton method converges on the solution, the residual, \( R_n^i \), decreases to zero. To define a stopping criterion for Newton’s algorithm, the Euclidean norm of the residual is computed by:

\[ \| R_n^i \| = \sqrt{R_n^i \cdot R_n^i}, \quad (4.9) \]

and compared to a specified tolerance value, \( \gamma_{\text{tol}} \). When \( \| R_n^i \| \leq \gamma_{\text{tol}} \), then the next step, \( n + 1 \), is considered. Reaching this stage also means that an equilibrium state has been achieved between the internal reactions and the external applied forces. Hence, at the converged iteration step, \( i_c \),

\[ [f_{\text{ext}}]_n^{i_c} = [f_{\text{int}}]_n^{i_c}. \quad (4.10) \]

### 4.4 Solving cardiac mechanics during a heartbeat cycle

The solving of cardiac models as described in Chapter 3, can be done using two calculation mechanisms. These are pressure-driven, where a surface force is applied in an incremental fashion and displacement-driven, where a cavity volume is prescribed in the form of displacement. In this research, the diastole was controlled using the pressure-driven mechanism, while the isovolumetric contraction, the ejection and isovolumetric relaxation phase were displacement-driven.

#### Passive modelling

During the diastole filling process, the heart valves are opened and blood is allowed in. As the ventricles fill, the blood exerts hydrostatic pressure along the myocardium wall to cause an overall ventricular dilatation. Due to this research focusing only on the solid mechanics aspect of cardiac modelling, the blood fluid was replaced by surface pressure that was perpendicular across the ventricular wall. In the literature, this approach is found to be commonly used [26, 93, 113, 122, 123].

With the applied surface pressure, a pressure-driven algorithm is used. The aim of such algorithms is to apply a step-wise increasing pressure until the end-diastole pressure (P\text{ED}) is reached. Applying the full P\text{ED} all at once would lead to instabilities or incorrect deformation states, due to the non-linearity of the problem.

To obtain the step-wise pressure increment, a so-called Neumann loading factor, \( \zeta_n \) is introduced. \( \zeta_n \)
is specified to be positive and less than unity, leading to $0 < \zeta \leq 1$. Hence, at any Newton step $n$, the blood pressure, $P$, is defined as:

$$P = \zeta_n P^{ED}. \quad (4.11)$$

In order to increase the pressure at every new step, $n + 1$, the Neumann loading factor is updated as follows:

$$\zeta_{n+1} = \zeta_n + \Delta \zeta_{n+1}, \quad (4.12)$$

where $\Delta \zeta_n$ is the factor increment which is calculated at step $n + 1$. Since the factor increment is updated at every step, it can either be set as constant for the whole calculation, or be allowed to change. As $P$ is expressed as a function of $\zeta_n$, the variational formulation is modified correspondingly by substituting Eq. (4.11) in Eq. (3.28),

$$\int_{\partial B_n} PJ^TF \cdot \delta u \, dA = \zeta_n \int_{\partial B_n} P^{ED} J^TF \cdot \delta u \, dA. \quad (4.13)$$

$[f_{ext}]_{n+1}$ is defined by the left-hand side of Eq. (4.13) and will therefore need to be restated by considering the right-hand side of Eq. (4.13) instead. With the end diastole force vector expressed as $[f^{ED}_{ext}]$, then

$$[f_{ext}]_{n+1} = \zeta_n [f^{ED}_{ext}]. \quad (4.14)$$

As such, the discrete equation system Eq. (4.6), is re-stated as:

$$K_n \Delta u_{n+1} = \zeta_n [f^{ED}_{ext}] - [f_{int}]_{n+1} = R_n. \quad (4.15)$$

**Isovolumetric modelling**

At the end of the diastole, the valves of each ventricle close and a cardiac action potential is released to the bottom of the heart through the high-speed fibres called Purkinje fibres, which are found along the ventricular free wall. The action potential propagates through the myocardium of the heart and induces a contractile behaviour in the myocardium. Since the valves are closed, the blood in the cavities is further compressed against the ventricular wall. However, no change in volume of the cavities was recorded while the pressure build-up was observed. The enforcement of no change in cavity volume and the subsequent rise in ventricular blood pressure could be related. Consider a Newton iteration, $i$, where the equilibrium state between applied blood pressure, active contraction and elastic stress in the heart wall is sought. If a specific displacement field, $u$, is required to conserve negligible change in cavity volume, $\Delta V = 0$, then as per Eq. (4.15), the only variable that must be found is the required cavity pressure increase, that is the corresponding Neumann loading factor increment $\Delta \zeta$. After following the procedure given in the work of Skatulla and Sansour [2] to determine $\Delta \zeta$, the loading step factor is then updated:

$$\zeta_n^i = \zeta_n^{i-1} + \Delta \zeta^i_n. \quad (4.16)$$
where $\zeta_i^{-1}$ is the loading step factor from the previous iteration. The end of the isovolumetric contraction phase is reached when the cavity pressure is equal to or greater than the aortic pressure, $\zeta_{\text{aorta}}$. Hence, the stopping criterion for the isovolumetric contraction is $\zeta \geq \zeta_{\text{aorta}}$.

**Ejection modelling**

The modelling of the ejection phase is formulated from the same equation system used in the previous section. Consequently, the calculation procedure is quite similar, except for the condition where $\Delta V = 0$ is enforced and $\Delta V$ and $\Delta P$ are controlled by the Windkessel ODE and the mechanical equilibrium. As such, the solution of $\Delta P(\Delta \zeta)$ and the displacement field, $u$, need to satisfy both, and is iteratively determined by the Newton-Raphson method. Keeping the same numerical framework of $i$ being the iteration step and $n$, the time step, then Eq. (3.57) is stated as follows:

$$CR_0 \left[ \frac{dI_{\text{cav}}}{dt} \right]^i_n + \left( 1 + \frac{R_0}{R} \right) [I_{\text{cav}}]^i_n = C \left[ \frac{dP_{\text{cav}}}{dt} \right]^i_n + \frac{1}{R} [P_{\text{cav}}]^i_n,$$

(4.17)

where, $C$ is the arterial compliance, $R$, is the peripheral resistance and $R_0$ is the flow resistance. $[P_{\text{ao}}]^i_n$ and $[I_{\text{ao}}]^i_n$ representing the aortic pressure and the aortic flow rate respectively, these are the only quantities updated at every step since they relate directly to $\Delta \zeta_i^i$ and $\Delta V_i^i$. Applying the first physiological observation where the aortic flow rate is defined as the negative rate of change of the ventricular cavity volume:

$$[I_{\text{ao}}]^i_n = [I_{\text{cav}}]^i_n = -\left[ \frac{dV_{\text{cav}}}{dt} \right]^i_n.$$

(4.18)

Similarly, as the heart valves are opened, the pressure inside the cavities is approximately equal to the pressure in the aorta at any given iteration step:

$$[P_{\text{ao}}]^i_n \approx [P_{\text{cav}}]^i_n.$$

(4.19)

Incorporating the two prior assumptions, then the new formulated 3-element Windkessel model is expressed as:

$$CR_0 \left[ \frac{dI_{\text{cav}}}{dt} \right]^i_n + \left( 1 + \frac{R_0}{R} \right) [I_{\text{cav}}]^i_n = C \left[ \frac{dP_{\text{cav}}}{dt} \right]^i_n + \frac{1}{R} [P_{\text{cav}}]^i_n,$$

(4.20)

In the event of small time increment, then $dt \approx \Delta t$, $dV_{\text{cav}} \approx \Delta V_{\text{cav}}$ and $dP_{\text{cav}} \approx \Delta P_{\text{cav}}$. Hence, Eq. (4.20) is restated as:

$$CR_0 \left[ \frac{\Delta I_{\text{cav}}}{\Delta t} \right]^i_n + \left( 1 + \frac{R_0}{R} \right) [I_{\text{cav}}]^i_n = C \left[ \frac{\Delta P_{\text{cav}}}{\Delta t} \right]^i_n + \frac{1}{R} [P_{\text{cav}}]^i_n.$$

(4.21)

The cavity pressure is set to behave in two different ways, depending on the stage of the Newton iteration process. When $i = 0$, i.e. the start of the iterative process, the loading factor, $\zeta_n^i$ is the same as the one at the time step, $n - 1$. Hence, $\zeta_n^i = \zeta_{n-1}$. But as $i > 0$, $\zeta^i$ is kept fixed. This therefore leads to the
Following:

$$[P_{cav}]^i_n = \begin{cases} 
\zeta_{n-1} P_0 & \text{for } i = 0 \\
\zeta_i P_0 & \text{for } i > 0.
\end{cases} \tag{4.22}$$

To evaluate the time increments of $I_{cav}$ and $P_{cav}$ in Eq. (4.21), the backward differences method is made use of. For the aortic flow, the equation takes the form of:

$$\left[ \frac{\Delta I_{cav}}{\Delta t} \right]^i_n = \frac{[I_{cav}]^i_n - [I_{cav}]_{n-1}^i}{\Delta t}, \tag{4.23}$$

with $[\Delta I_{cav}]_{n-1}^i$ being the flow rate from the previously converged time step. For the cavity pressure, two different scenarios have to be again considered: For $i = 0$, $\Delta P_{cav}/\Delta t$ is equal to the previously converged time steps while $i > 0$, the time dependent change in loading factor is used:

$$\left[ \frac{\Delta P_{cav}}{\Delta t} \right]^i_n = \begin{cases} 
[\Delta P_{cav}/\Delta t]_{n-1} & \text{for } i = 0 \\
P_0 \left( \frac{\zeta_i - \zeta_{n-1}}{\Delta t} \right) & \text{for } i > 0.
\end{cases} \tag{4.24}$$

With the pressure, rate of change of pressure and rate of change of aorta flow rate defined, then Eq. (4.22), Eq. (4.23) and Eq. (4.24) can be replaced in Eq. (4.21) in order to find the aorta flow rate $[\Delta I_{cav}]^i_n$:

$$[\Delta I_{cav}]^i_n = \begin{cases} 
\left( \frac{1}{CR_0 + (1 + R_0)} \right) \left( C \left[ \frac{\Delta P_{cav}}{\Delta t} \right]_{n-1} + \frac{P_0 \zeta_{n-1}}{R} + \frac{CR_0}{\Delta t} [I_{cav}]_{n-1} \right) & \text{for } i = 0 \\
\left( \frac{1}{CR_0 + (1 + R_0)} \right) \left( C P_0 \left( \frac{\zeta_i - \zeta_{n-1}}{\Delta t} \right) + \frac{P_0 \zeta_i}{R} + \frac{CR_0}{\Delta t} [I_{cav}]_{n-1} \right) & \text{for } i > 0.
\end{cases} \tag{4.25}$$

For $i = 0$, the first part of Eq. (4.25) was calculated using an explicit one-step Euler backward prediction, while for $i > 0$, an implicit one-step Euler Backward prediction was used. After obtaining $[I_{cav}]^i_n$, the volume change can now be computed:

$$\Delta V_n = -\Delta t \left[ I_{cav} \right]^i_n. \tag{4.26}$$

A negative sign is introduced to represent a decrease in volume due to contraction and ejection. Once the volume change is obtained, the Neumann loading coefficient and $\zeta_n^i$ are determined as described in [2], and the displacement increment, $\Delta u_n^i$, is consequently updated.

For solving the 3-element Windkessel model, a residual $|R_{\text{Windkessel}}|$, is also calculated in order to define a stopping criterion, $\delta_w$, which will be activated once $|R_{\text{Windkessel}}| \leq \delta_w$. To compute $|R_{\text{Windkessel}}|$, the following equation is used:

$$|R_{\text{Windkessel}}| = \left[ C \left[ \frac{\Delta P_{cav}}{\Delta t} \right]^i_n + \frac{1}{R} [P_{cav}]^i_n \right] - \left[ CR_0 \left[ \frac{\Delta I_{cav}}{\Delta t} \right]^i_n + \left( 1 + \frac{R_0}{R} \right) [I_{cav}]^i_n \right]. \tag{4.27}$$

In Eq. 4.27, $[I_{cav}]^i_n$ and $[P_{cav}]^i_n$ are the un-updated flow rate and cavity pressure for the iteration, $i$. The target volume increment was updated after every iteration until the Windkessel residual fell below the
specified threshold. From there, the target volume increment was kept fixed for the remaining iterations. For a calculation step to be completed, both the Windkessel and the discrete equation residual norm should be lower than their respective thresholds.

At the start of the 3-element Windkessel calculation, the initial flow rate and rate of change of flow rate were all set to zero since the valves had just opened after isovolumetric contraction. On the other hand, the cavity pressure and rate of change of pressure were extracted from the end of the active contraction stage. In order to define the end of ejection, another stopping criterion was implemented whereby if the flow rate changed signs, the Windkessel algorithm was switched off.
Chapter 5

Reduced Order Method

5.1 Introduction

A reduced order method, or ROM, is a method of reducing the complexity of a well-defined problem. It allows the reduction of matrices or system of equations into smaller ones such that they are easier to solve, while still producing results of reasonable accuracy. In this research, the Proper Orthogonal Decomposition with Interpolation, or PODI, which forms part of the ROM family, was used. Since PODI is based on a well-known technique called the Proper Orthogonal Decomposition, POD, the latter is first introduced.

5.2 Proper Orthogonal Decomposition

Proper Orthogonal Decomposition consists of finding a finite number of subspaces, each corresponding to a dimension, that can be used for complexity reduction. Usually, those subspaces are formed from prior knowledge of the problem being solved [124]. This knowledge is represented by sets of data over which the ROM must be predictive [125].

The POD method was developed by several independent researchers. According to Holmes et al. [126], the first to have established the method were Kosambi [127], Loève [128], Karhunen [129], Pougachev [130] and Obukhov [131]. However, its first application was suggested by Lorenz, for weather prediction [132]. Since then, the POD method has gained great popularity due to its simplicity, flexibility, ease of implementation, ability to reduce the order of a system of equations, and its application to a broad range of field problems such as:

- **Image Processing**
  
  In [42], Everson and Sirovich exploited the POMs to recover missing data from the facial images of human beings. Moreover, they also attempted to use the POD basis to reconstruct the face of a monkey. By doing so, the authors managed to prove that the POMs are specific to the data set from which they have been computed, as the reconstituted face had a resemblance similar to human facial features.

- **Heat flow problem**
Falkiewicz and S. Cesnik showed in [43] that it is possible to decouple their system of equation by making use of the dominant POMs when solving the heat transfer problem of a hypersonic vehicle through time.

• **Computational Fluid Dynamics (CFD)**

In the CFD field, the POD method is well established, as it has been used quite extensively. For example, Amsallem et al. [44] set up a database of pre-computed POD-based reduced order information in order to achieve near-real-time simulation of aero-elastic prediction of an aircraft under certain operational conditions. In [45], Christensen et al. used two modified POD methods, called weighted POD (\(w\)-POD) and predefined POD (\(p\)-POD), to demonstrate how the choice of different POMs can affect the calculation of fluid flow with a different Reynolds number. Finally, Druault et al. employed the POD method to interpolate the time information between two consecutive particle image velocimetry measurements in a spark ignition combustion engine, to obtain a smooth change in their solution field [46].

• **Solid Mechanics**

Several usages of the POD method in solid mechanics frameworks are found in the literature. Amongst the first is Georgiou and Sansour, who analysed the dynamics of non-linear in-plane rods [47]. Generally, employing of POD in vibration analysis of structures is quite common [48, 49, 50, 51]. It can help in understanding the different deformation modes that a structure undergoes before failing, or when under impact [52]. In [53], POD was employed to reduce the complexity of modelling a cylindrical shell structure by making use of a perturbation procedure. The same strategy was applied by Brigham and Aquino [54] to model the inverse viscoelastic material characterisation in acoustic-structure interaction.

Different strategies can be used to carry out the Proper orthogonal decomposition of sets of data. In this section, two of the most popular will be looked at [80]: the *Karhunen-Loève Decomposition*, KLD, and the *Singular Value Decomposition*, SVD.

### 5.2.1 Karhunen-Loève decomposition

The Karhunen-Loève decomposition, KLD, is one of the many ways of extracting linear subspaces from a given set of data. The advantage of using this method is its ability to define those subspaces *optimally* [133]. That is, they are the best subspace-representation of the sets of data and have mobilised the most energy of the system [125], from which they have been extracted, as opposed to other methods such as the Fourier series [80].

#### 5.2.1.1 Mathematical derivation

The Karhunen-Loève decomposition methodology that is now introduced is adapted from [134] and [80]. Consider the presence of an ensemble set of displacement field vectors, \( \mathbf{U} = \{ \mathbf{u}_s \} \), obtained from Eq. (4.6) and defined over the domain \( \Omega \). Here, \( \mathbf{u}_s \) is assumed to be the converged solution, e.g. for a certain time or loading step, \( s \). The ensemble of \( N \) displacement fields can be stated over different quantity spaces. However, for this thesis, it is defined either over temporal or parametric spaces, since it is assumed that
only the material properties of cardiac tissue change across different hearts. Within the KLD context, any 
displacement solution field is defined in terms of a linear collection of vectorial subspaces, \( \Phi = \{ \phi_j \} \):

\[
\mathbf{u}_s = \sum_{j=1}^{N} z_{js} \phi_j,
\]

(5.1)

where \( z_{js} \) are the coefficients which regulate the corresponding subspaces, \( \phi_j \). The subspaces, themselves, 
are chosen to be orthogonal:

\[
(\phi_a, \phi_b) = \begin{cases} 1 & \text{for } a = b \\ 0 & \text{for } a \neq b, \end{cases}
\]

(5.2)

where the inner product, \((f, g) = \int_{0}^{1} f^T(x) g^T(x) \, dx\) is defined within the general Hilbert space, \( \mathcal{H} \). In 
order to find \( \Phi \), an optimality scheme is formulated from Eq. (5.1) where a minimisation problem is 
obtained:

\[
\min_{\phi_j \in \mathcal{H}} \left\langle \mathbf{u}_s - \frac{(\mathbf{u}_s, \phi_j)}{\|\phi_j\|^2} \phi_j \right\rangle^2,
\]

(5.3)

with \( \|f\| = (f, f)^{\frac{1}{2}} \). The minimisation problem can also be re-cast into its equivalent maximisation problem 
which consists of an average projection of \( \mathbf{u}_s \) onto \( \phi_j \) while imposing an orthogonality constraint [80]:

\[
\max_{\phi_j \in \mathcal{H}} \left\langle \left( \mathbf{u}_s, \phi_j \right) \right\rangle^2
\]

s.t. \( \|\phi_j\|^2 = 1 \),

(5.4)

with \(|\cdot|\) being the absolute value and \( \langle \cdot \rangle \), the averaging operation. To solve Eq. (5.4), the *Lagrange Multiplier method* is introduced and the Jacobian, \( J_{\text{KLD}} \) is obtained:

\[
J_{\text{KLD}} = \left\langle \left( \mathbf{u}_s, \phi_j \right) \right\rangle^2 - \lambda_j \left( \|\phi_j\|^2 - 1 \right),
\]

(5.5)

where \( \lambda_j \) is the Lagrange multiplier. Following the variation of \( J_{\text{KLD}} \) as

\[
\frac{d}{d\delta} J_{\text{KLD}} \left[ \phi_j + \delta \phi_j \right]_{\delta=0} = 0,
\]

(5.6)

an eigenproblem can be consequently obtained:

\[
L \phi_j = \lambda_j \phi_j,
\]

(5.7)

with

\[
L = \frac{1}{M} \sum_{s=1}^{M} \mathbf{u}_s (\mathbf{u}_s)^T = \frac{1}{M} \mathbf{U} \mathbf{U}^T.
\]

(5.8)
In the literature, \( \mathbf{L} \) is referred as the \textit{autocorrelation matrix} [135] or \textit{averaged two-points correlation function} [15]. In order to obtain \( \Phi \) and \( \lambda \), the eigenvectors and eigenvalues of the autocorrelation matrix need to be computed. Within the POD framework, the eigenvectors are called the \textit{Proper Orthogonal Modes}, POMs, and the eigenvalues, the \textit{Proper Orthogonal Values}, POVs. Since \( \mathbf{L} \) is a compact, self-adjoint and non-negative definite matrix, a finite number of eigenvalues, \( \lambda_j \) and eigenvectors, \( \phi_j \) can be obtained [134]. The number of eigenvalues is equal to the rank of \( \mathbf{L} \), while the number of displacement fields, \( M \), dictates the number of POMs that can be obtained [51].

\subsection*{5.2.1.2 Snapshot Method}

The eigen decomposition of the autocorrelation matrix, \( \mathbf{L} \), can in certain cases be computationally expensive due to its size [136]. For example, consider that \( \mathbf{U} \in \mathbb{R}^{M \times N} \) is defined by \( M \)-rows corresponding to degrees of freedom, \( \mathbf{u}_s \), and \( N \)-columns, referring to a number of time steps. Therefore, through Eq. (5.8), \( \mathbf{L} \) corresponds to a square matrix of size \( M \), \( \mathbf{L} \in \mathbb{R}^{M \times M} \). If \( M \) is large, then \( \mathbf{L} \) results in a very large matrix and the computation of its eigenvalues and eigenvectors impose substantial computational resources demand. In most engineering modelling problems, the number of degrees of freedom is much greater than the number of time steps, \( M \gg N \). As such, Sirovich and Kirby [137] proposed a more efficient way by redefining the construction of \( \mathbf{L} \), known as the \textit{snapshot method}.

The snapshot method derivation starts as follows. Let a POM be defined by a linear superposition of the ensemble displacement field \( \{\mathbf{u}_s\} \) which is regulated by the coefficient basis, \( a_{js} \), through:

\begin{equation}
\phi_j = \sum_{s=1}^{M} a_{js} \mathbf{u}_s.
\end{equation}

With Eqs. (5.9) and (5.8), Eq. (5.7) is rewritten as

\begin{equation}
\left( \frac{1}{M} \sum_{i=1}^{M} \mathbf{u}_i (\mathbf{u}_j)^T \right) \sum_{s=1}^{M} a_{js} \mathbf{u}_s = \lambda_j \sum_{s=1}^{M} a_{js} \mathbf{u}_s.
\end{equation}

After further simplifications, the following expression is obtained:

\begin{equation}
\sum_{s=1}^{M} \frac{1}{M} (\mathbf{u}_s, \mathbf{u}_i) a_{js} = \lambda_j a_{ji},
\end{equation}

which in vector-matrix notation is equivalent to

\begin{equation}
\mathbf{Y} \mathbf{a}_j = \lambda_j \mathbf{a}_j \quad \text{where} \quad \mathbf{Y} = \frac{1}{M} \mathbf{U}^T \mathbf{U}.
\end{equation}

From Eq. (5.12), \( \mathbf{Y} \) is known as the \textit{covariance matrix} [138] and is of size \( N \), i.e. \( \mathbf{Y} \in \mathbb{R}^{N \times N} \), representing a smaller problem, as opposed to \( \mathbf{L} \), for an eigen decomposition. According to Sirovich and Kirby [137], the eigenvalues of \( \mathbf{L} \) are the same as \( \mathbf{Y} \), but not the eigenvectors. In order to recover the POMs, \( \phi_j \), the following equation was then suggested by Falkiewicz and S. Cesnik [43], Li et al. [139] and Burkardt...
et al. [140]:

\[ \phi_j = \frac{1}{\sqrt{\lambda_j M}} U a_j. \] (5.13)

### 5.2.2 Singular value decomposition

An alternative method to determine the subspaces or POMs and their respective POVs is by using the Singular Value Decomposition, SVD. The SVD is a method used in linear algebra to decompose a matrix into three different matrices, which are the left, right and singular values matrices. Since its introduction as a statistical tool, the method has found its usage being linked to different fields such as image processing and data compression [141]. The real breakthrough in the SVD method came in 1939 when Eckart and Young [142] managed to generalise its use for any non-symmetric matrix size (i.e. small, large, square, rectangular, singular, non-singular, sparse and dense [143]). In this sense, SVD has consequently been found appropriate to be applied to datasets given in the form of matrices.

#### 5.2.2.1 Mathematical introduction

Consider the same displacement field ensemble, \( U \), defined in Section 5.2.1, where for a particular converged step, \( s \), the displacement vector is \( u_s \), and

\[ U = (u_1, u_2, ..., u_s, ..., u_N), \] (5.14)

where \( N \) is the total number of time steps, \( u_s \in \mathbb{R}^M \), \( U \in \mathbb{R}^{M \times N} \) and \( M \) is the total number of degrees of freedom. The definition of the Singular Value decomposition can now be given as

\[ U = \Psi \Sigma \Gamma^T, \] (5.15)

where \( \Psi \in \mathbb{R}^{M \times M} \) and \( \Gamma \in \mathbb{R}^{N \times N} \) represent an orthonormal matrix with a set of left singular vectors, which are the POMs, \( \Psi = (\psi_1, \psi_2, ..., \psi_M) \) and an orthonormal matrix containing the right singular vectors, \( \Gamma = (\gamma_1, \gamma_2, ..., \gamma_M) \), respectively. \( \Sigma \) is a rectangular matrix, of size \( M \times N \), with the singular values, \( \theta_i \), defined as:

\[ \Sigma = \begin{pmatrix} \theta & 0 \\ 0 & 0 \end{pmatrix}. \] (5.16)

with \( \theta = \text{diag} (\theta_1, ..., \theta_r) \) and \( r \) is the rank of \( U \). The singular values are computed from the eigenvalues of \( UU^T, \varphi_i \), through:

\[ \theta_i = +\sqrt{\varphi_i}. \] (5.17)

Since \( UU^T \in \mathbb{R}^{M \times M} \) is a positive semi-definite matrix, \( \theta_i \) are always non-negative and greater than zero. The singular values obtained from \( \Sigma \) are always sorted in decreasing order of magnitude as:

\[ \theta_1 \geq \theta_2 \geq \cdots \geq \theta_r > 0. \] (5.18)
According to Kerschen et al. [144], the POVs can be found from the SVD through:

$$\lambda_i = \frac{(\theta_i)^2}{N}.$$  \hfill (5.19)

The POMs and POVs can be also represented geometrically [145] using the SVD. Understanding such an aspect can provide a deeper insight into the meaning of the POMs and POVs. Using the work of Phillips [146], consider a circle being transformed by matrix $P$ to an ellipse, as shown in the diagram below.

![Diagram of direct transformation using $P$ matrix.](image)

Figure 5.1: Direct transformation using $P$ matrix.

For any arbitrary point $x$ lying on the circle, it can be related to $b$ as:

$$b = Px.$$ \hfill (5.20)

If $P$ is decomposed using the SVD method, Eq. (5.20) results in:

$$P = \Psi \Sigma \Gamma^T.$$ \hfill (5.21)

The transformation of point $x$ into point $b$ described by $P$ can be split into three steps:

- **Step 1**

![Diagram of transformation using $\Gamma^T$ matrix.](image)

Figure 5.2: Transformation using $\Gamma^T$ matrix.

The application of matrix $\Gamma$ results in an orthogonal coordinate transformation $\xi = \Gamma^T x$ where $\gamma_i$ represents the corresponding coordinate frame.
• Step 2

Figure 5.3: Transformation using $\Sigma$ matrix.

The subsequent application of $\Sigma$ scales each orthogonal coordinate axis, $\gamma_i$, by the corresponding singular value, giving $\xi = \Sigma \eta$.

• Step 3

Figure 5.4: Transformation using $U$ matrix.

Finally, the application of transformation $\Psi$ causes either a rotatory or flip effect, thus providing one with $b = \Psi \eta$.

The above geometrical interpretation visually defines the roles of the POMs and POVs. This can be elaborated on by looking at the analogy given in Shlens [147]. If the circle is replaced by a set of points, then the POMs will define the structural layout of those points in the form of a vectorial direction, which is referred to as a component. Across the set of points, a finite number of components can be obtained. To distinguish which direction is more dominant, the POVs are used to scale those structural directions around the dominant points distribution. The larger the value of the POV, the more dominant will be the component. Hence, as can be seen in Fig. 5.4, the component $\psi_1$ is the most important, as it stretches over a larger distance due to its corresponding scaling value $\theta_1$. 
5.2.2.2 SVD calculation

The calculation of the singular value decomposition consists of multiplying \( U^T U \) by \( \Gamma^T \) before expressing the resulting equation as follows [148, 149]:

\[
U^T U \Gamma^T = \Lambda \Gamma^T, \tag{5.22}
\]

where using Eq. (5.16), \( \Lambda \) is can be present in the form of

\[
\Lambda = \begin{pmatrix}
\vartheta^2 & 0 \\
0 & 0
\end{pmatrix}, \tag{5.23}
\]

with \( \vartheta^2 \) being a diagonal matrix with entries \( \vartheta_1^2 \geq \vartheta_2^2 \geq \cdots \geq \vartheta_j^2 > 0 \). From Eq. (5.22), \( \Gamma \) represents the eigenvectors of \( U^T U \) and the diagonals of \( \Lambda \) are its corresponding eigenvalues. In order to find the \( U \) matrix, i.e. the left singular vectors, the following has to be carried out. Let \( \Psi = [\psi_1, \psi_2, \ldots, \psi_j] \) and \( \Gamma = [\gamma_1, \gamma_2, \ldots, \gamma_j] \), then

\[
U = \Psi \Sigma \Gamma^T \tag{5.24}
\]

\[
= \begin{bmatrix}
\psi_1 & \psi_2 & \cdots & \psi_j
\end{bmatrix}
\begin{bmatrix}
\vartheta_1 & & & \\
& \vartheta_2 & & \\
& & \ddots & \\
& & & \vartheta_j
\end{bmatrix}
\begin{bmatrix}
\gamma_1^T \\
\gamma_2^T \\
\vdots \\
\gamma_j^T
\end{bmatrix}
\tag{5.25}
\]

\[
U = \sum_j \psi_j \vartheta_j \gamma_j^T \tag{5.26}
\]

\[
\therefore \psi_j = \frac{1}{\vartheta_j} U \gamma_j. \tag{5.27}
\]

An alternative way of carrying out the SVD of \( X \) is to first find the \( \Psi \) matrix. This can be done by computing the eigenvectors of \( UU^T \), since \( UU^T = \Psi \Lambda \Psi^T \). From there, the eigenvalues will represent the singular values and \( \Gamma \) can be calculated as follows:

\[
\gamma_j = \frac{1}{\vartheta_j} U^T \psi_j. \tag{5.28}
\]

5.2.2.3 SVD and KLD equivalence

The Proper Orthogonal values and modes obtained from the KLD, snapshot method, or SVD are equivalent. Throughout the literature, many researchers have made a similar observation. For example, in [136] and [150], the authors showed how SVD can be interpreted as a POD method, while Wu et al. [151] and Liang et al. [142] mathematically proved how KLD and SVD solve the same eigenproblem and have an asymptotic connection through a so-called covariance matrix.

The first step to prove this equivalence is to start with the eigenproblem defined from section 5.2.2.2. As such, the eigenproblem, which is used to compute the eigenvectors, \( \Psi \), is presented as:

\[
UU^T \Psi^T = \Lambda \Psi^T. \tag{5.29}
\]
Pre-multiplication of Eq. (5.29) with $\frac{1}{N}$ gives

$$\frac{1}{N} \mathbf{U}\mathbf{U}^T \Psi^T = \frac{1}{N} \Lambda \Psi^T.$$  \(5.30\)

If Eq. (5.30) is stated for each of its eigenvalues and corresponding eigenvectors, then

$$\frac{1}{N} \mathbf{U}\mathbf{U}^T \psi_i = \frac{1}{N} \theta_i^2 \psi_i.$$  \(5.31\)

The expression $\frac{1}{N} \mathbf{U}\mathbf{U}^T$ is similar to the autocorrelation matrix given in Eq. (5.8), leading to the eigenproblem presented in Eq. (5.31) to correspond to the one given in Eq. (5.7). Therefore, the Proper Orthogonal Modes from the SVD are directly given by $\Psi$ while the Proper Orthogonal Values are computed from the singular values:

$$\lambda_i = \frac{1}{N} \theta_i^2.$$  \(5.32\)

The equivalence between the SVD and snapshot method can also be shown. To do so, the eigenproblem given in Eq. (5.22) is also first pre-multiplied by $\frac{1}{N}$ to obtain

$$\frac{1}{N} \mathbf{U}\mathbf{U}^T \Gamma^T = \frac{1}{N} \Lambda \Gamma^T.$$  \(5.33\)

which can also be written as

$$\frac{1}{N} \mathbf{U}\mathbf{U}^T \gamma_i = \frac{1}{N} \theta_i^2 \gamma_i.$$  \(5.34\)

Eq. (5.34) is in this case the same as with $\frac{1}{N} \mathbf{U}\mathbf{U}^T \Gamma$ represents the covariance matrix (Eq. (5.12)) and $\Gamma$ its eigenvectors. The eigenvalues of the covariance matrix are the Proper Orthogonal Values and are computed by Eq. (5.32). To recover the Proper Orthogonal modes as described in the snapshot method, Eq. (5.32) is reformulated as:

$$\theta_i = \sqrt{N \lambda_i}.$$  \(5.35\)

and then substituted in Eq. (5.27), giving

$$\psi_i = \frac{1}{\sqrt{N \lambda_i}} \mathbf{U} \gamma_i.$$  \(5.36\)

Eq. (5.36) is similar to Eq. (5.13) and therefore it is proven that $\psi_i$ are the Proper Orthogonal Modes.

### 5.2.3 Ensemble matrix

In solid mechanics, the sets of data, $\mathbf{U}$, are equivalent to solution fields generated from simulations with almost similar geometry, boundary conditions and, most importantly, physical problem setup. This fact is crucial as it ensures that the behaviour of the datasets is governed by the same physical behaviour. $\mathbf{U}$, which is also known as ensemble solution fields, consists of temporal or parametric discretised solution fields, $\mathbf{u}_i$. As such, it can be built up in two ways. Firstly, one can consider multiple datasets arising
from different parameter values whose solution fields are assembled together for one particular time step. Hence, in this case, \( i \) will refer to a parametric space and the POMs extracted from \( U \) will describe variation across the discretised parameter space. For the second definition of \( U \), the solution fields of a single dataset for a series of sequential time steps, which correspond to a specific parameter setting, is used. Consequently, \( i \) will be part of a discretised time space and the POMs will describe the behaviour of the data across the temporal space. The solution fields can be any continuum mechanical quantity such as displacement, stress or strain [29, 152, 153].

The selection of datasets plays an important role in ROMs. They are crucial with respect to the quality of the subspaces which directly affect the accuracy of the ROM. Usually, highly detailed sets of data are favoured to capture as much information as possible. Creating those datasets requires certain perturbations in their respective problem definitions so that they have an adequate degree of differences. These differences can therefore be used to capture the problem behaviour through the subspaces. The perturbation, on the other hand, can be defined in a variety of ways. For example, it can be changes in material parameters, location, and intensity of boundary constraints, and also in the duration/time steps of the simulations. As such, two ways can be used to obtain high fidelity datasets. The first is to consider highly discretised geometry, where the element size is very small; and the second is to decrease the size of the perturbation.

Across the literature, one finds two types of definitions for \( U \), namely the non-zero mean and zero mean methods. In the non-zero mean method, the obtained solutions field is directly assembled in the \( U \) matrix. This has been observed in the work of Niroomandi et al. [29], Ahlman et al. [154], Rapún and Vega [155] and more recently, in Xie et al. [156]. But in the case of the zero-mean method, \( U \) need to first undergo a pre-processing stage before being used for any ROM calculation. This pre-processing stage consists of computing the column-mean of \( \bar{u} \), defined as \( \bar{u} \), and subtracting \( \bar{u} \) from each column of \( U \) to form \( \bar{U} \):

\[
\bar{U} = U - \bar{u}.
\]

This procedure is undertaken in the work of [1, 137, 157, 158]. There, the new ensemble, \( \bar{U} \), will then be further used to extract the POMs and POVs. As noted by Tamura et al. [159], these are different to those obtained from the non-zero mean method. One of the main reasons for removing the mean from the ensemble is to make sure that the POD calculations will focus only on the perturbations of the data [157]. According to Tamura et al. [159] and Chatterjee [157], this effect can be properly explained by looking at the visual representation of the POMs and the corresponding data. Consider a 2D axis plot where the data are represented by a point cloud clustered in an elliptical shape away from the origin as shown in Fig. 5.5. For such a setup, the first POM, which is represented as a vector, starts from the origin, similar to the one given in Fig. 5.4, and goes through the centre of gravity of the clustered point set [160]. Yet, when the mean is extracted from the data, the point cloud shifts to the origin where it is now centred, as shown in Fig. 5.6. This new position leads to a new dominant POM, which is completely different to the non-zero mean one. Finding which of the two procedures leads to a better solution is still in open discussion, Honeine [161], as both methods are still currently used. Hence, this research also investigated the effect of the non-zero-mean and zero-mean methods within the cardiac modelling framework, in order to ascertain which is more suitable.
5.2.4 Application of POD to mechanics

In this section, the properties of the Proper Orthogonal values and modes are looked at. Understanding their characteristics is of prime importance in order to reduce a problem size without drastic loss of accuracy in the solution fields. This aspect was crucial when modelling the heart in an accurate manner within a restrictive time frame.

As mentioned previously, the eigenvectors obtained from Eq. (5.7), Eq. (5.13) and Eq. (5.15) are known as the Proper Orthogonal Modes or basis functions. They are orthogonal spaces that define a series of superimposed linear functions or subspaces of the data, \( U \), from which they have been extracted [80]. Those data, on the other hand, can be either linear or non-linear in nature. The POMs, obtained from POD, are optimal as opposed to those obtained from other methods such as the Fourier series [80], and are consequently the most representative states of \( U \). In the case where POMs are constructed from \( U \), which is a collection of time-consecutive displacement degree of freedom, \( u_i \), then those POMs are time-independent orthonormal [162].

As indicated by the SVD method, the associated POVs are non-negative. Each POV is usually associated to a fraction of the energy in the system and as such, the sum of all the POVs gives the total energy in the system [134]. Since, the POVs are also relatively of different magnitude, they are said to be an indication of the importance of their corresponding POMs. Therefore, the higher the POV, the more important or dominant the POM.

The Proper Orthogonal Decomposition method can be used for the purpose of a Reduced-Order Method (ROM). It can simplify the solving of a complex spatio-temporal dynamic system with a large number of equations without altering its dominant behaviour. POD makes use of the Proper Orthogonal Modes to project a Galerkin system of equation onto a low dimensional space, whereby the solving takes place [163]. Once done, the POMs are then used again to project back the solution to the high dimensional space in order to recover the nodal displacement solutions.

Consider a data matrix, \( U \in \mathbb{R}^{M \times N} \), of \( M \) degrees of freedom and \( N \) time/calculation steps or snapshots, which has been decomposed by SVD using Eq. (5.15). With \( \Psi \) representing the POMs, then \( \Phi = \Psi \) and the projection into the low-dimensional space of the displacement fields, \( U \), can be defined by
the following relationship

$$U = \Phi Z,$$  \hfill (5.38)

such that \( \Phi = (\phi_1, \phi_2, \ldots, \phi_M), U = (u_1, u_2, \ldots, u_N) \) and the coefficient \( Z = (z_1, z_2, \ldots, z_N) \). Now, if the Finite Element equation of motion is defined, then

$$M \ddot{U} + C \dot{U} + KU = F,$$  \hfill (5.39)

with \( M \) being the mass matrix, \( C \), the damping matrix, \( K \), the stiffness matrix and \( F \), a dynamic force matrix. \( \ddot{U} \) and \( \dot{U} \) are the acceleration and the velocity vector. Substituting Eq. (5.38) into Eq. (5.39) and pre-multiplying by \( \Phi^T \), yields

$$\Phi^T M \ddot{Z} + \Phi^T C \dot{Z} + \Phi^T KZ = \Phi^T F,$$  \hfill (5.40)

which forms a new system of equation in the subspaces of \( \Phi \). In order to get back the solution, \( U \), then Eq. (5.38) is applied. To reduce the number of equations in a controlled manner, \( \phi_j \) can be selected individually. Suppose that the reduced \( \Phi \) is denoted by \( \tilde{\Phi} \in \mathbb{R}^{M \times r}, \) where \( 1 \leq r < M \). Then, Eq. (5.38) is now posed as

$$U \approx \tilde{\Phi} \tilde{Z},$$  \hfill (5.41)

with \( \tilde{Z} \) being consequently reduced from \( \mathbb{R}^{M \times N} \) to \( \mathbb{R}^{r \times N} \). Reformulating Eq. (5.40), one finally gets

$$\tilde{M} \ddot{\tilde{Z}} + \tilde{C} \dot{\tilde{Z}} + \tilde{K} \tilde{Z} = \tilde{F},$$  \hfill (5.42)

where

$$\tilde{M} = \tilde{\Phi}^T M \tilde{\Phi}, \quad \tilde{C} = \tilde{\Phi}^T C \tilde{\Phi}, \quad \tilde{K} = \tilde{\Phi}^T K \tilde{\Phi}, \quad \tilde{F} = \tilde{\Phi}^T F.$$

Hence, the new system of equations that needs to be solved is now smaller and therefore requires less computational resource and time. Regarding Eq. (5.41), the approximately equal sign is used since the disregarded POMs represent a loss of information. But, in order to minimise the loss, the POMs have to be carefully selected. According to Kerschen et al. [144], the Proper Orthogonal Values can be used as a guideline to do so. In [164], Barbic and James show that for each POM, there is a corresponding POV, which is represented by the eigenvalue obtained from the SVD and KLD method. Usually, the POM represents a modal mode which characterises a specific deformation of the domain, while the corresponding POV is attributed to the captured energy from that particular deformation [144]. In order
to find the total energy discarded, Liang et al. [142] produced the following equation:

$$\varepsilon_{\text{loss}} = \sum_{i=1+r}^{M} \lambda_i,$$  \hspace{1cm} (5.43)

which defines that the mean square error, $\varepsilon_{\text{loss}}$, is the sum of the POVs whose POMs, within the range of $r$ to $M$, have been discarded. In that sense, in order to find a proper balance between selecting a few POMs and conserving at the same time the largest possible amount of energy, the POD basis associated with the highest POVs is selected, as the former represents the dominant modes of deformation. Interestingly, it was found that with very few modes one can easily conserve approximately more than 99% of the energy in the system. This is because if, for example, one looks at the change in magnitude of the POVs (sorted in descending order) against the number of POVs as shown in Fig. 5.7, then it can be observed that the first few POVs represent the largest amount of energy. In [15], Lin et al. noted that, with their set of data comprising 24 snapshots, they needed only the first two POVs to achieve an energy conservation of 99.9997%.

![Figure 5.7: Plot of Magnitude of POVs with number of POVs [15].](image)

With the application and choice of the POMs introduced, an example is used to illustrate the POD-based ROM in dynamics in the next section.

### 5.2.5 Strut example

![Figure 5.8: 2D strut beam subjected to a dynamic load.](image)

The problem investigated in this section is a 2D strut beam subjected to a dynamic load, as shown in Fig. 5.8. The beam is 1 m in length and 0.1 m in width. Following the discretisation of the strut domain, 2211 nodes and 2000 quadrilateral elements were obtained. With each node allowed to move axially...
(x-direction) and transversely (y-direction), the total number of degrees of freedom defined for the system is 4422. As Neumann boundary condition, the free end of the strut is subjected to a dynamic force that takes the following form:

\[
F (t) = 5 \left[ \cos \left( \frac{2\pi}{10 \times 10^{-6}} t + \pi \right) + 1 \right].
\] (5.44)

The trigonometrical dynamic force represents a wavefront axial surface traction, \( F(t) \). Imposition of the Dirichlet boundary condition on the fixed end, as shown in Fig. 5.8, consists in preventing the nodes from moving along the x and y directions, i.e. \( u_x = u_y = 0 \). The material properties of the beam are defined by a density of 8000 kg m\(^{-3}\) and a Poisson ratio of 0.3, which will remain constant for all calculations. The Young’s modulus is set to 200 GPa. The problem is solved using a MATLAB finite element code through Eq. (5.39), and the displacement solution fields are stored off-line in a storage medium. The calculation is run from 0 s to \( 800 \times 10^{-6} \) s simulation time to allow the wavefront axial surface traction to travel forth and back at least once. The time steps are the same for all simulations and are chosen in such a way that the Courant-Friedrichs-Lewy condition is satisfied. Consequently, a total of 4822 time steps are needed. Then, for different energy levels (91 %, 96 % and 99 %), the POD method is employed and the results are plotted. Finally, to quantify the quality of the PODI solution, \( \mathbf{U}_{PODI} \), is compared to the FEM one, which is defined as the exact solution, \( \mathbf{U}_{EXACT} \), through the following equation:

\[
L_2\text{-error} = \frac{\| \mathbf{U}_{PODI} - \mathbf{U}_{EXACT} \|}{\| \mathbf{U}_{EXACT} \|},
\] (5.45)

Figs. 5.9, 5.10 and 5.11 compare the reduced model (blue line) with respect to the actual full FE model (red line) of the change in displacement over time at a point located in the middle of the beam. The number of equations in the FE model were subsequently decreased from the 4422 to 11 in model C, 3 in model B, and 1 in model A. The reduction, however, brought in some errors, as part of the energy from the complete system was not accounted for in the reduced model. The errors computed were 27.0 % in model A, 22.4 % in model B and 9.6 % in model C. Nevertheless, the reduced systems were solved at a faster rate, about 19 times quicker, while still capturing the main features of the full solution.
5.3 Proper Orthogonal Decomposition with Interpolation

5.3.1 Basics

In section 5.2, the Proper Orthogonal values and modes were extracted from a data matrix which is considered to be obtained from experimental data or simulations. However, these data corresponded to a specific set of conditions from which they were calculated, therefore limiting the use of the POVs and POMs for these instances only. But in computational modelling, there is always a need for simulations to be carried out for a wide range of conditions (for example, different material properties, or different applied forces of different load intensities or locations) in order to find the optimum solution to a problem. In this case, the data matrix was not available for each scenario and therefore made the extraction of the POD basis impossible.

One solution to this problem was proposed by Ly and Tran in [1] and is known as the Proper Orthogonal Decomposition with Interpolation (PODI). The basic idea is that the displacement field of an unknown problem is not computed by means of solving a mechanics equation system, but by employing an interpolation scheme based on a limited number of pre-existing displacement field solutions.
which share the same problem characteristics. Each of those datasets \( \mathbf{u}^a \), where \( \mathbf{u}^a \in \{ \mathbf{u}^1, \ldots, \mathbf{u}^p \} \), corresponds to a set of parameters, \( \theta^a \), where \( \theta^a \in \{ \theta^1, \ldots, \theta^p \} \). Here, \( \{ \theta^1, \ldots, \theta^p \} \) is defined as a sequence of parameter sets. As such, an ensemble of displacement field vectors \( \{ \mathbf{u}^1, \ldots, \mathbf{u}^p \} \) corresponds to the matrix \( \mathbf{U} \).

From there, the POD calculation is carried out and used to transfer the datasets to a low-dimensional space using the POMs, where an interpolation technique is employed to approximate the solution of a similar problem in the low-dimensional space. Once this is done, this interpolated solution is projected back to the high-dimensional space. The derivation of the method is given by first applying Eq. (5.41) to each dataset \( \mathbf{u}^a \):

\[
\mathbf{u}^a \approx z_1^a \Phi^1 + z_2^a \Phi^2 + \cdots + z_r^a \Phi^r.
\]

or in matrix form expressed as

\[
\begin{bmatrix}
\mathbf{u}_1^a \\
\mathbf{u}_2^a \\
\vdots \\
\mathbf{u}_{m-1}^a \\
\mathbf{u}_m^a
\end{bmatrix}
\approx
\begin{bmatrix}
\phi_1^1 \\
\phi_2^1 \\
\vdots \\
\phi_{m-1}^1 \\
\phi_m^1
\end{bmatrix}
+ z_2^a
\begin{bmatrix}
\phi_1^2 \\
\phi_2^2 \\
\vdots \\
\phi_{m-1}^2 \\
\phi_m^2
\end{bmatrix}
+ \cdots + z_r^a
\begin{bmatrix}
\phi_1^r \\
\phi_2^r \\
\vdots \\
\phi_{m-1}^r \\
\phi_m^r
\end{bmatrix}.
\]

Collating all datasets approximated by Eq. (5.46), we arrive at Eq. (5.41), which is expanded in matrix form as

\[
\begin{bmatrix}
\mathbf{u}_1^1 & \mathbf{u}_2^1 & \cdots & \mathbf{u}_{m-1}^1 & \mathbf{u}_m^1 \\
\mathbf{u}_1^2 & \mathbf{u}_2^2 & \cdots & \mathbf{u}_{m-1}^2 & \mathbf{u}_m^2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{u}_1^p & \mathbf{u}_2^p & \cdots & \mathbf{u}_{m-1}^p & \mathbf{u}_m^p
\end{bmatrix}
\approx
\begin{bmatrix}
\phi_1^1 & \phi_2^1 & \cdots & \phi_{m-1}^1 & \phi_m^1 \\
\phi_1^2 & \phi_2^2 & \cdots & \phi_{m-1}^2 & \phi_m^2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\phi_1^p & \phi_2^p & \cdots & \phi_{m-1}^p & \phi_m^p
\end{bmatrix}
\begin{bmatrix}
z_1^1 & z_2^1 & \cdots & z_{r-1}^1 & z_r^1 \\
z_1^2 & z_2^2 & \cdots & z_{r-1}^2 & z_r^2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
z_1^p & z_2^p & \cdots & z_{r-1}^p & z_r^p
\end{bmatrix}.
\]

Using Eq. (5.48), then the coefficients, \( \mathbf{Z} = \{ \mathbf{z}_1^1, \ldots, \mathbf{z}_m^p \} \), can be found as follows:

\[
\mathbf{Z} = \Phi^T \mathbf{U}.
\]

Now, let us suppose that an unknown displacement field \( \hat{\mathbf{u}} \), with \( \hat{\mathbf{u}} \notin \{ \mathbf{u}^1, \ldots, \mathbf{u}^p \} \), corresponds to the set of parameters \( \hat{\theta} \), with \( \theta^1 < \hat{\theta} < \theta^p \) and \( \hat{\theta} \notin \{ \theta^1, \ldots, \theta^p \} \). Similarly, as done in Eq. (5.46), \( \hat{\mathbf{u}} \) is found using the above POD-basis, and is therefore approximated via Eq. (5.41) as

\[
\hat{\mathbf{u}} \approx \tilde{z}_1 \phi^1 + \tilde{z}_2 \phi^2 + \cdots + \tilde{z}_r \phi^r
\]

\[
\approx \tilde{\Phi} \mathbf{z}.
\]

However, the coefficients \( \mathbf{z} = \{ \tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_r \} \) are unknown and cannot be directly determined. Ly and
Tran therefore suggested to interpolate \( \hat{z} \) from matrix \( \hat{Z} \) through

\[
\hat{z} = \hat{Z}N,
\]

where \( N \) are the interpolants that can be derived from

\[
\hat{\theta} = \Theta N,
\]

where matrix \( \Theta = \{\theta^1, \theta^2, \ldots, \theta^p\} \) contains as column vectors the different sets of parameters corresponding to the known solutions.

Different kinds of interpolation techniques can be used to find \( N \). In [1] and [165], Ly and Tran and Tan et al. used cubic spline interpolants, while in [30], Niroomandi et al. found that a piece-wise linear interpolation was better suited, compared to using a geometrical approach based on the Grassman manifold (as suggested in [44]). Alonso et al. [166] made use of a bivariate interpolation method of scattered data obtained from [167] and Druault et al. [46] employed a spline polynomial. Nevertheless, no research has been done investigating which is more suitable for coefficient interpolations and, as noted by Tan et al. [165] and Burkardt et al. [140], no indication of the smoothness of the coefficients has been discussed so far. The smoothness of the coefficients, along with the linearity properties of the POD, are research efforts that can provide a greater clarity to the PODI method through a rigorous mathematical study. However, this work does not intend to carry out such an investigation, as the numerical application considered in this thesis can provide, on its own, an insight into the suitability of PODI to highly non-linear problems.

On a final note, the PODI technique is not only restricted to interpolate sets of simulations with different parameter values. It could also be applied to interpolate between time steps, that is, creating a smooth transition of the displacement field through time [46]. This can be done by replacing the columns of the data matrix \( U \) with the displacement vector for different intervals in time. The time steps are then used to calculate the interpolants.

### 5.3.2 Moving Least Square Approximation method

As mentioned previously, the PODI method is based on the use of an interpolation technique. In this research, the Moving Least Square Approximation method (MLS) [120] was chosen, as it can deal with problems of arbitrary dimensionality and different size of data points.

Let us consider a function \( f(\theta) \) defined over the domain \( M \) which here is not a geometrical domain, because each point in \( M \) is not associated with spatial coordinates but with a set of parameters, \( \theta \) representing the characterising properties of a problem’s solution, e.g. stiffness, anisotropy etc. A possible approximation for \( f(\theta) \) is given by a polynomial \( P(\theta) \) and its non-constant coefficients \( a(\theta) \):

\[
f^{th}(\theta) = P(\theta) \cdot a(\theta).
\]

Now, let domain \( M \) be discretised by a finite number of parameter sets \( \{\theta^1, \ldots, \theta^p\} \), the so-called particles scattered in domain \( M \). Each particle is associated with a so-called weight function \( \Phi \) of compact support. The size of the support can be individually defined for each particle \( \theta^i \), \( i = 1, p \) by \( \varrho_i \), the so-called influence radius of \( \Phi \). The collection of particles with a non-vanishing weight function at
point \( \theta \) constitutes its support denoted by \( \Lambda \). Based on this set of particles, a weighted least square fit in the vicinity of point \( \theta \) can be constructed according to

\[
J (a(\theta)) := \sum_{I \in \Lambda} \left[ P (\theta^I \cdot a(\theta) - f(\theta^I)) \right]^2 \Phi \left( \frac{\theta - \theta^I}{\varrho_I} \right).
\] (5.55)

The unknown coefficients \( a(\theta) \) can be readily determined by minimising the squared and weighted error between the approximated and actual values of \( f(\theta^I) \) at each of the particles \( \theta^I \in \Lambda \). That is minimising, the function \( J \) (Eq. (5.55)), with respect to \( a(\theta) \). Finally, the coefficients \( a(\theta) \) are substituted into Eq. (5.54) and the approximation of function \( f(\theta) \) takes the following form:

\[
f^h(\theta) = P(\theta) \cdot M^{-1}(\theta) \sum_{I \in \Lambda} \left\{ P(\theta^I) \Phi \left( \frac{\theta - \theta^I}{\varrho_I} \right) f_I \right\},
\] (5.56)

where \( M(\theta) \) is the so-called moment matrix of the weight function \( \Phi \)

\[
M(\theta) = \sum_{I \in \Lambda} P(\theta^I) P(\theta^I) \Phi \left( \frac{\theta - \theta^I}{\varrho_I} \right).
\] (5.57)

and \( f_I \) are the so-called particle parameters.

Clearly, as the least square fit (Eq. (5.55)) only includes a very limited number of sample points, i.e. the particles \( \theta^I \in \Lambda \), the local character of the approximation \( f^h(\theta) \) is ensured. With the refinement of the particle distribution the support of the weight functions can be chosen smaller and the approximation \( f^h(\theta) \) converges for \( \varrho_I \to 0 \) to the exact function \( f(\theta) \). The minimum number of supporting particles for any point \( \theta \) is dictated by the invertibility requirement of Eq. (5.57), that is the chosen basis polynomial.

The smoothness of the MLS-approximation (Eq. (5.56)) depends on the continuity of the basis polynomial \( P \in C^m(\Omega) \) as well as the weight function \( \Phi \in C^l(\Omega) \) and it holds \( f^h \in C^k \) with \( k = \min(l, m) \) [120].

The chosen complete basis polynomial in two dimensions is given by:

\[
P(\theta) = [1, \theta^1, \theta^2],
\] (5.58)

and the weight function is based on a cubic spline:

\[
w(r) = \begin{cases} 
\frac{3}{4} - 4r^2 + 4r^3 & \text{for } |r| \leq \frac{1}{2} \\
\frac{3}{4} - 4r + 4r^2 - \frac{3}{4}r^3 & \text{for } \frac{1}{2} \leq |r| \leq 1 \\
0 & \text{for } |r| > 1
\end{cases}
\] (5.59)

For the two-dimensional domain, the weight function can be constructed by the following expression:

\[
\Phi \left( \frac{\theta - \theta^I}{\varrho_I} \right) = w \left( \frac{\theta_1 - \theta_{1^I}}{\varrho_I} \right) w \left( \frac{\theta_2 - \theta_{2^I}}{\varrho_I} \right).
\] (5.60)

To assess the interpolating power of MLS, a 1D and 2D example is briefly looked at. For the 1D scenario, a domain spanning from \(-5 \text{ m}\) to \(5 \text{ m}\) is discretised using nodes uniformly spaced at \(0.5 \text{ m}\). A quadratic polynomial of order 2 is used along with a cubic spline weight function to set up the MLS
approximants. The equation to be interpolated is a cubic polynomial:

\[ f(x) = 1 \times 10^5 + x^3. \] (5.61)

Following the interpolation procedure, the exact curve, given by Eq. 5.61 is compared with the interpolated one, as shown in Fig. 5.12. The cumulative L2-norm error over the whole domain was \( 7.57 \times 10^{-6} \). However, they are not equally distributed everywhere. As shown on Fig. 5.13, the border region of the domain has the highest error as opposed to the middle ones. This is due to the supporting zone having fewer supporting nodes at the boundary. Additionally, it is observed that in the middle of the domain, the error distribution is not constant. This is due to the ability of MLS to almost exactly reproduce the exact value at a point of interest, while introducing errors between the nodes.

The 2D scenario was also investigated with a square domain. The limits of the domain were −5 m to 5 m along the x and y direction. The cubic polynomial to be interpolated is now given as:

\[ f(x) = 1 \times 10^5 + x^3 + y^3, \] (5.62)

which, when plotted, produces the curve given in Fig. 5.14. Following the interpolation, the cumulative L2-norm was found to be only \( 1.06 \times 10^{-5} \), indicating good interpolating characteristics. Additionally, the error distribution was similar to the 1D scenario, where the error was higher along the boundary but lower in the middle of the domain, as indicated in Fig. 5.15.
Chapter 5. Reduced Order Method

Based on the derivation and the above two examples, it can be observed that MLS can be extended to higher dimensions easily.

5.3.3 PODI implementation

This section outlines the general usage of PODI, coupled with a database. As such, a step-by-step description of our approach to set up the PODI algorithm is given. For the purposes of cardiac modelling, presented in Chapter 3, a PODI program was implemented in C++ as it provided the means to carry out computationally expensive tasks very efficiently.

The layout of our implementation was split into three main processes: database construction, reduced order calculation and finally, post-processing. Each process is discussed below and accompanied by a workflow chart of a complete simulation as illustrated in Fig. 5.16a, and in a chart focusing on the detailed steps of the PODI algorithm, as shown in Fig. 5.16b.

Database construction

The first step of the database construction procedure is to create all required datasets. An in-house code called SESKA, which is a hybrid code supporting FEM and MLS approximation, was run on a high-performance computer to produce multiple datasets at a faster rate. Each dataset consisted of a collection of solution fields, such as displacement, stress and strain, that was stored off-line for each time step of the simulation.

Regarding the database itself, a basic database management system was used where all datasets were stored locally on a hard-drive, structured into folders. A registry was then created through a comma-separated values (CSV) file. Any new dataset added to the database was registered afterwards in order to be used in the PODI calculation. Each entry in the registry not only recorded the location of the dataset but also its characterising parameter values, such as constitutive law constants, geometrical quantities, etc.

Query Procedure

After constructing the database, the reduced order calculation was started. The first step was to load the registry and read the set of parameters for which the calculation was going to be carried out.
Using the set of parameters, the supporting zone was established. Each entry of the database was then assessed in order to determine if they belonged to the supporting zone. If the query returned an insufficient number of datasets to ensure invertibility of the moment matrix, then the PODI calculation cannot proceed and the MLS influence radius must be increased. In those cases, the calculation was restarted with a new specified influence.

**ROM Calculation**

From each selected dataset, a solution field corresponding to a particular time step, \( i \), and result field (such as displacement, stress and strain), was extracted. It was then condensed into a column form by stacking each of the degrees of freedom one after the other. In order to construct the ensemble matrix, the columns of all the selected dataset were assembled one after the other to form \( U_i \). The zero-mean ensemble, \( \bar{U}_i \), can be consequently computed by using Eq. (5.37)

The proper orthogonal decomposition of \( U_i \) or \( \bar{U}_i \) can be carried out using the two methods, which were introduced in Section 5.2. Both methods were implemented in order to render the whole PODI calculation more efficient. Hence, in the case where the number of rows was smaller than the number of columns, then the SVD was used. However, in the opposite scenario, where the number of rows were higher than the number of columns, the snapshot method was employed. The Linear Algebra Package (LAPACK) [168] was utilised to compute eigenvalues, eigenvectors and the Singular value decomposition required by the PODI algorithm. This package provided efficient matrix and vector manipulation methods, implemented in FORTRAN-90.

After selecting the dominant modes of a particular \( U_i \) or \( \bar{U}_i \) matrix, the ensemble matrix was then reduced, using Eq. (5.38). For the interpolation part in the PODI method, the MLS scheme was then called to compute the approximation functions, which were subsequently used to calculate the coefficients \( \tilde{Z} \) in Eq. (5.52). In order to recover the actual degrees of freedom of the unknown solution from those coefficients, Eq. (5.41) was again applied. If a zero-mean ensemble matrix was used, then the mean vector, employed to computed \( \bar{U}_i \), was added to the recovered degrees of freedom solution.

**Postprocessing**

Once the PODI calculation was completed, the results were saved and could be viewed for example by the post-processing software GiD (CIMNE International Center for Numerical Methods in Engineering).
5.4 Degrees of freedom standardisation methods

One of the drawbacks observed in the PODI method is that all datasets need to have a common geometry and underlying mesh configuration, even though their mechanical behaviour is almost identical. In the case where different geometries and mesh configuration are used, then $U_i$ is malformed. Consider the example where the PODI calculation is carried out from five different datasets with geometries of different dimensions and mesh densities: model A = 400 DOFs, model B = 1000 DOFs, model C = 600 DOFs, model D = 2000 DOFs and model E = 1200 DOFs. Assuming all five models have been selected for the
interpolation, then the assembled $U_i$ matrix will take the following form:

$$
U_i = \begin{bmatrix}
    u_1^1 & u_1^2 & u_1^3 & u_1^4 & u_1^5 \\
    \vdots & \vdots & \vdots & \vdots & \vdots \\
    u_{400}^1 & \vdots & u_{600}^3 & \vdots \\
    \vdots & \vdots & \vdots & \vdots & \vdots \\
    u_{1000}^2 & \vdots & u_{1200}^5 \\
    \vdots & \vdots & \vdots & \vdots & \vdots \\
    u_{2000}^4 & \vdots & u_{1200}^5
\end{bmatrix}.
$$

The type of matrices indicated in Eq. (5.63) cannot be further used for any matrix operations due to incompatible columns resulting from missing matrix entries and row-wise aligned DOFs not sharing the same spatial location. With cardiac modelling, such problems are likely to be encountered, especially when moving towards the concept of patient-specific modelling where the heart, for each individual, has distinctive features but behaves globally the same way. Consequently, this research intended to extend the usage of the PODI technique such that diverse geometrical shapes do not pose a problem during the interpolation process.

Across the literature, two recent papers by Amsallem et al. [68] and González et al. [69] have discussed the problem of extracting modes from different mesh configurations. In Amsallem et al., the POMs of different mesh configurations are transformed to the POM of a reference mesh configuration through a minimisation process. However, even though the transformed POMs conserved their orthogonal properties, it is not clear if they also conserved their optimality properties as being the most dominant modes, and how the whole transformation procedure impacts the total calculation time. In González et al., the approach was different. The authors embedded different liver geometries in a benchmark cube mesh grid and computed a so-called \textit{distant field} with respect to the boundary of the organ. Following that, they then employed a method called \textit{Locally Linear Embedding} to find the weightage of each registered liver to reproduce the geometrical shape of the liver at hand, and carry out an interpolation. However, it remains unclear as to how the nodes inside the liver geometry were treated. Therefore, due to uncertainties with respect to these approaches, the method proposed by Amsallem et al. [68] and González et al. [69] was not followed in this research, and an alternative approach was proposed. This alternative approach is referred to as the \textit{degrees of freedom standardisation method}.

The human heart is geometrically unique. However, for people belonging to the same age, gender and health condition group, their hearts behave similarly. This similarity in behaviour across different hearts means that their POMs can also be extracted. But due to the uniqueness of their geometry, which leads to incompatible column matrices, this research proposed that all solution fields associated to these hearts needed to first go through a standardisation process. This standardisation procedure, which took place during the pre-processing stage, consisted of projecting the solution field on the \textit{template nodes}. The template nodes, which are points defined spatially across a template geometry, were the same for every dataset. The projection was based on an interpolation scheme that interpolates the solution fields from datasets to the template nodes. After the projection process, all the solution fields shared the same degree of freedom. Consequently, the data matrix, $U_i$, had the same number of rows, for each column,
corresponding to the number of DOFs of the template nodes.

The complete PODI calculation procedure, including the standardisation process goes as follows. Let’s assume that a database of $N$ datasets, each having a different heart geometry with different mesh discretisations, be defined as $\{\Omega^1, \ldots, \Omega^N\}$ with their respective dataset nodes $\{x^1, \ldots, x^N\}$. $\Omega^T$ representing the domain of the template nodes and $\Omega^U$, the domain of the geometry for which the solution field is unknown and for which the PODI calculation will be run for. Hence, their corresponding set of nodes are $x^T$ and $x^U$, respectively.

The first step consists of placing the template geometry on $\{\Omega^1, \ldots, \Omega^N\}$ and then locating the template points inside $\{\Omega^1, \ldots, \Omega^N\}$. Finding these locations is important in the projection method. It allows the identification of neighbouring nodes for each template node and consequently, sets up a MLS interpolation scheme. This interpolation scheme then helps in projecting the solution fields of $x^1, \ldots, x^N$ onto the template nodes, $x^T$, resulting in standardised solution fields. With all the solution fields standardised, the $U_i$ matrix can now be built-up properly and the PODI calculation carried out, with the resulting solution fields given at the template nodes, $x^T$. In order to transfer the interpolated results to the geometry of the problem-at-hand, another projection was carried out, with an MLS interpolation scheme set up for the problem nodes, $x^U$, to interpolate the solution fields from $\Omega^T$. A visual representation is shown in Fig. 5.17.

The most challenging aspect of the above proposed standardisation procedure was to locate a node inside a geometry in order to find its neighbours. A simple strategy could have been used where the neighbours are identified based on their spatial distances. However, such a setup leads to finding distances of all the nodes in $\Omega^i$, with $\Omega^i \in \{\Omega^1, \ldots, \Omega^N\}$, with respect to every node in $\Omega^T$. If this process were to be repeated for $N$ datasets, the computational time and resources needed to do so would be tremendously expensive. Another problem was the definition of a MLS influence radius. This was required to identify which nodes were close enough to be considered as neighbours. Assuming an inappropriate value could easily have led to difficulties and invalid interpolation, particularly when non-convex geometries such as the heart, where large radii can find neighbours across walls separated by the ventricular chamber, is being dealt with. A small radius could possibly have helped, but the risk of not finding enough neighbouring nodes for the MLS moment matrix invertibility was high.

To prevent this problem, a point-in-polygon algorithm (PIP) was used. With PIP, it is first assumed that the nodes of the domains $\{\Omega^1, \ldots, \Omega^N\}, \Omega^T$ and $\Omega^U$ are connected by vertices. These vertices define elements of a discretised domain. The goal of the PIP is to find in which element a node of interest is located. Once identified, the nodes of that element, which is referred to as an element of interest, can then be labelled as neighbours. Using the mesh connectivity feature eventually solved the problems associated with the distance approach. Firstly, not all the elements needed to be looped over. Once a node was found to belong to a specific element, the search algorithm could be terminated. The only circumstance in which the search algorithm can fail is when the node lies on the surface of an element. Hence, in this case, the first element in which it was found was automatically assigned to it. Secondly, the definition of neighbour nodes could be regulated by finding the elements connected to the element of interest. These neighbouring elements could consequently have their nodes participating in the interpolation procedure. Hence, such a setup had the main advantage of not selecting nodes across void spaces. Due to these advantageous characteristics, the Point-In-Polygon algorithm was implemented. The PIP mechanism and its implementation are provided in Appendix B.
Two geometrically different configurations are considered as template geometries. These geometries are a cube and a bi-ventricle heart. The reason why these were chosen is due to their influence in build-up of the \( U_i \). In the incoming sections, these two different template geometries are introduced.
Figure 5.17: Flow of the PODI process when coupled with a standardisation method using a cube grid template.
5.4.1 Cube template standardisation

The cube template standardisation is the simplest of both standardisation methods. The template nodes of the cube grid are looked for inside the dataset’s geometry mesh and the solution fields are interpolated on the template nodes. In order to ensure that all nodes of the datasets participate in the interpolation process, a large enough cubic grid is needed to encase the widest heart model. Hence, the preprocessing stage of the PODI calculation involves finding the endmost coordinates along every direction of all hearts. For any given direction, the difference between the largest and smallest coordinate will provide one of the cube’s dimensions. After determining those dimensions, the cube can then be outlined and discretised using hexahedral elements to define the template nodes and their connectivity.

One problem that may be encountered with the above arrangement is the contribution of dataset surface nodes that are missing from the template nodes solutions. To explain why this is the case, consider the following 2D scenario, where solution fields of three hearts have been standardised using a $7 \times 7$ square grid of template nodes, as illustrated in Fig. 5.18. The usual procedure consists of first running the PIP algorithm for every template node across the hearts’ elements to identify which ones are found inside and outside the heart geometry. Once done, the standardisation process can take place. First, the neighbouring heart’s nodes are found. An interpolation scheme is then set up and the datasets solution fields are interpolated. With the solution fields defined at the template nodes, the corresponding matrix $U_i$ is assembled. Even though all template nodes share the same spatial degrees of freedom and could be arranged column-wise, i.e., side by side, in the $U_i$ matrix, their interpolated solution fields data are inconsistent. This inconsistency is due to the unique shape of every heart, which leads some template nodes, especially those located close to the surfaces of the heart geometries, to belong inside some datasets hearts but not others. This is likely to arise if the hearts’ surfaces are not smooth or they are of extreme sizes. In this special scenario, entries that have missing interpolated solution fields are filled with a zero value. This is chosen as the solution fields do not span outside of the heart domain and the MLS scheme does not have extrapolation properties.

5.4.2 Heart template standardisation

An alternative suggested standardisation procedure is to make use of a heart template. Here, the heart of every dataset is first morphed onto a template-shaped heart. After the morphing process, the dataset nodes will therefore be clustered on the template nodes, ensuring that they will always belong to one of the elements of every dataset heart. Doing so conserves the solution details of the datasets when transferred to the template nodes, as opposed to the cube grid approach where a zero value is introduced.

As template heart geometry, a statistical average heart is ideal, as it has the most common geometrical features found in all the dataset hearts. This characteristic is useful, particularly during the morphing phase where the movement of the dataset nodes needs to be limited. Doing so ensures that all the heart’s regions are correctly mapped on the template geometry, thus preserving accuracy during the projection stage.

Within the field of computer vision, the morphing process is commonly known as registration. It is an important tool for mapping two clouds of points onto each other. Three different techniques are commonly used. The first one is rigid registration, which consists of pure translation; the second is an affine registration which, additional to translation, allows for scaling and rotation. Finally, the third
Figure 5.18: Incompatible $U_i$ entries from cube template registration.
type of registration is called **non-rigid registration**. Rigid and affine registration methods allow for the preservation of the overall geometric details and affect the whole geometry. In the non-rigid scenario, the geometry can be completely morphed into another one, and the registration can be localised across the geometry. Due to these advantages, a non-rigid based registration method was used in this research.

An examination of the literature indicated that heart registration has previously been attempted. For example, in Sermesant et al. [118], a mass centre alignment followed by a principal axes-based registration and an affine registration, was employed to deform an idealised bi-ventricle heart model to MRIs. Toussaint et al. [169] made use of a log-diffeomorphic registration to project MRIs of a ventricle onto a perfectly truncated ellipsoid, while Lamata et al. [170] introduced a mesh warping technique that requires the conversion of the idealised geometry to a binary file, similar to MRI, before the registration. A common aspect across these registration methods is their MRI or binary images requirements, which are not available in this research. Currently, the template geometry and the source geometry are both defined by a mesh discretisation that consists of nodes and elements. Hence, to make use of the available geometries, a non-rigid point-based registration, called the **Coherent Point Drift** method, was utilised.

5.4.2.1 The Coherent Point Drift Method

The Coherent Point Drift method, CPD, introduced by Myronenko et al. [70], is a probabilistic method based on the **Maximum Likelihood** estimation technique and involves a motion coherence constraint over a velocity field in order to allow for the smooth movement of points from one spatial location to another. The following derivation of the Coherent Point Drift algorithm is a summary based on the work of [70]. For a more in-depth reading and understanding of the method, the reader is referred to [70, 71].

The Coherent Point Drift method starts by first considering two set of points. The first is the template points set, \( Y \), while the second is the data points set, \( X \). It is assumed that both set of points are matrices. The number of rows of these matrices corresponds to the number of points, while their number of columns relates to the dimension, \( D \), of the points. As such,

\[
Y = (y_1, \ldots, y_M)^T \\
X = (x_1, \ldots, x_N)^T,
\]

where \( M \) is the number of template points and \( N \) is the number of data points in their respective set. The next step of the method is to first assume that each point in \( Y \) is the centroid of a Gaussian Mixture model (GMM). A GMM model is a way of clustering data into groups, over which a Gaussian probability distribution is fitted. Following the definition of each \( y_M \) as being the centroid, a density function of the Gaussian mixture probability is given as:

\[
p(x) = \sum_{m=1}^{M} P(m) p(x|m) \tag{5.64}
\]

where \( p(x|m) \) is defined as:

\[
p(x|m) = \frac{1}{(2\pi\sigma^2)^{D/2}} e^{-\frac{|y-m|^2}{2\sigma^2}}. \tag{5.65}
\]
To Eq. 5.64, an additional probability distribution, \( p(x|M+1) = \frac{1}{N} \), is imposed so as to account for noises and outliers. If equal isotropic covariance, \( \sigma^2 \), and equal membership probabilities, \( P(m) = \frac{1}{M} \), for every existing GMM are introduced, then both terms can be added to Eq. (5.64) by using a weight function, \( w^{CPD} \):

\[
p(x) = w^{CPD}\frac{1}{N} + \left(1 - w^{CPD}\right) \sum_{m=1}^{M} \frac{1}{M} p(x|m).
\]  

(5.66)

Next, the GMM centroids are reformulated in terms of a velocity function, \( v \), which is used to update the position of \( Y \) as:

\[
T(Y, v) = Y + v(Y).
\]  

(5.67)

To find an estimate of \( v \), a negative log-likelihood function is minimised while imposing independent and identically distributed data assumptions and adding a regularisation term, \( \phi(v) \):

\[
f(v, \sigma^2) = -\sum_{n=1}^{N} \log \sum_{m=1}^{M,N} P(m) p(x|m) + \frac{\lambda^{CPD}}{2} \phi(v),
\]  

(5.68)

with \( \lambda^{CPD} \) being the constant regulating the contribution of the regularisation term. In order to find \( v \) and \( \sigma^2 \), the Expectation Maximisation algorithm is employed. Through the use of variational calculus, Eq. (5.68) is minimised to obtain:

\[
Q(v, \sigma^2) = \frac{1}{2\sigma^2} \sum_{m,n=1}^{M,N} P_{old}(m|x_n) \|x_n - (y_m + v(y_m))\|^2 + \frac{N_P D}{2} \log \sigma^2 + \frac{\lambda^{CPD}}{2} \phi(v),
\]  

(5.69)

where \( P_{old}(m|x_n) \) is defined as a posteriori probability distribution and \( N_P = \sum_{n=1}^{N} \sum_{m=1}^{M} P_{old}(m|x_n) \).

The regularisation term, \( \phi(v) \), is chosen to take the form of:

\[
\phi(v) = \int_{\mathbb{R}^D} \frac{[\tilde{G}(s)]}{\tilde{G}(s)} ds
\]  

(5.70)

where \( s \) is the so-called frequency domain variable and \( \tilde{G} \) is taken to be a Gaussian kernel. A Gaussian kernel is chosen since it is positive definite symmetric and provides a mean to regulate spatial smoothness. More importantly, it also allows the regularisation term to be equivalent to the one presented in the Motion Coherence Theory, which involves defining a coherent velocity field across a set of points with no prior data of their motion [171]. The function that minimises Eq. (5.69) is of the form \( v(z) = \sum_{m=1}^{M} W^{CPD}_m G(z, y_m) \) with \( W^{CPD}_m \) determined using the following expression:

\[
(G + \lambda^{CPD} \sigma^2 \text{diag}(P1)^{-1}) W^{CPD} = \text{diag}(P1)^{-1} PX - Y.
\]  

(5.71)

\( W^{CPD} \), of size \( M \times D \), is the list of weight values. \( G \) is known as the Gram matrix with the size of
$M \times M$ and whose components are given by:

$$G_{ij} = e^{-\frac{1}{2\sigma^2}\|y_i - y_j\|^2}.$$  \hspace{1cm} (5.72)

$Y$ is updated through $Y_{\text{update}} = T(Y, W_{\text{CPD}}) = Y + GW_{\text{CPD}}$ while the matrix of posterior probabilities, $P$, can be evaluated through:

$$P_{mn} = \frac{\exp\left(-\frac{1}{2\sigma^2}\|x_n - (y_m + G(m, \cdot)W_{\text{CPD}})\|^2\right)}{\sum_{k=1}^{M} \exp\left(-\frac{1}{2\sigma^2}\|x_n - (y_k + G(m, \cdot)W_{\text{CPD}})\|^2\right) + \frac{w_{\text{CPD}}}{1-w_{\text{CPD}}} (2\pi\sigma^2)^{D/2} M N^{D/2}}.$$ \hspace{1cm} (5.73)

Finally, to compute $\sigma^2$, the derivative of Eq. (5.69) is formulated and equated to zero so as to obtain the following expression:

$$\sigma^2 = \frac{1}{NmD} \left( \text{tr} \left( X^T \text{diag} \left( P^T 1 \right) X \right) - 2 \text{tr} \left( (PX)^T T \right) + \text{tr} \left( T^T \text{diag} \left( P 1 \right) T \right) \right).$$ \hspace{1cm} (5.74)

The complete registration algorithm can therefore be given as:

**Algorithm 1 CPD algorithm**

1. Initialise $\lambda_{\text{CPD}}$ and $\beta_{\text{CPD}}$
2. Define $W_{\text{CPD}}$ and $\sigma^2 = \frac{1}{MN} \sum_{m,n=1}^{M,N} \|x_n - y_m\|^2$
3. Setup $G$ using $G_{ij} = e^{-\frac{1}{2\sigma^2}\|y_i - y_j\|^2}$
4. repeat
5. Calculate $P$ using Eq. (5.73)
6. Using Eq. (5.71), find $W_{\text{CPD}}$
7. Determine $N_P = 1^T P 1$, $Y_{\text{update}} = Y + GW_{\text{CPD}}$
8. Evaluate $\sigma^2$ through Eq. (5.74)
9. until Eq. (5.69) converges
10. Compute $T = Y + GW_{\text{CPD}}$

### 5.4.2.2 CPD parameter optimisation study

The CPD algorithm is driven by three variables that influence the registration. The variables are $w$, $\lambda_{\text{CPD}}$ and $\beta_{\text{CPD}}$, respectively. According to Myronenko and Xubo Song [71], their chosen default set of CPD parameters has been empirically chosen as $w = 0.3$, $\lambda_{\text{CPD}} = 2$ and $\beta_{\text{CPD}} = 2$ for the 3D registration. However, their registrations were restricted to 3D surfaces, which in this research is not the case as 3D volumes will be dealt with. Additionally, since the data points of the geometries used in this work belong to a mesh discretisation, there is a need for the CPD parameters to be optimised so that the mesh is not distorted.

To investigate the new set of CPD parameters, a 3D human left ventricle is considered. Due to the non-availability of MRI data to extract the geometry, a half-cut ellipsoid, shown in Fig. 5.19 and built using measured left ventricle dimensions is used.
The left ventricle is then discretised using tetrahedral elements to obtain a spatial distribution of points. To represent the template and the data geometry, two mesh configurations are defined. The template mesh consists of 974 nodes and 4060 elements, while the data mesh is made of 771 nodes and 3059 elements. Even though their discretisation is different, both mesh configurations have the same geometrical shape. To make the data mesh different for the purpose of registration, deformations in the form of translation, stretch and rotation are applied. As such, the two mesh configurations are now different. The template mesh and the data mesh are given in Fig. 5.20 and Fig. 5.21, respectively.

The CPD algorithm used in this research is based on a MATLAB code written by Myronenko, one of the authors of [71]. At the time of writing, the code could be publicly accessed from: https://sites.google.com/site/myronenko/research/cpd. To start the registration procedure, the MATLAB’s code default parameters of $w_{\text{CPD}} = 0.7$, $\lambda_{\text{CPD}} = 2$ and $\beta_{\text{CPD}} = 3$ were assigned. Following the CPD calculation, the results were then analysed by comparing the deformed data mesh with the original one. In this case, the un-deformed data mesh configuration was considered the exact one as its shape was the same as the template mesh. A visual representation of the obtained registered mesh compared to the template one is shown in Fig. 5.22.
To measure the error in registration, a software called \textit{Cloudcompare} \cite{172} was used. It allowed the computation of distance between two cloud points using a modified technique based on the \textit{Hausdorff distance} method. This technique finds the degree of resemblance of two different geometries, each defined by a different number of points \cite{173}. The lower is the distance recorded, the better is the resemblance.

With regard to the mesh quality, the VTK library \cite{174} was made use of. Two properties of the mesh were measured, namely, the minimum angle inside each element and the shape of the elements. A high angle and shape value corresponds to better mesh quality. For each property, their highest, mean and lowest value were recorded to have an insight into their respective distribution across the whole geometrical mesh. With the error and quality measurements chosen, an analysis for each parameter was then carried out:

\textbf{Beta, $\beta^{\text{CPD}}$:} The parameter, $\beta^{\text{CPD}}$, where $\beta^{\text{CPD}} > 0$, was used when setting up the Graham matrix, $G$, from Eq. (5.72) and therefore it directly affected the regularisation term given by Eq. (5.70). According to Myronenko et al. \cite{70} and Myronenko and Xubo Song \cite{71}, the smoothness of the regularisation term is controlled by $\beta^{\text{CPD}}$. A lower value of $\beta^{\text{CPD}}$ makes the selected Gaussian kernel more local and therefore results in a more localised smoothing registration. For large values, however, the registration is dominated by translation. To find the ideal $\beta^{\text{CPD}}$ for the registration, $\beta^{\text{CPD}}$ is varied from 0 to 6 before the results were plotted in Fig. 5.23 to Fig. 5.25.
In Fig. 5.23, the mean distance decreases, as $\beta_{\text{CPD}}$ increased from 0, to reach its lowest value at $\beta_{\text{CPD}} = 2.5$. However, from there onwards, the mean distance continuously increased. For the minimum angle and element shape property given in Fig. 5.24 and Fig. 5.25 respectively, their minimum and averaged values increased till $\beta_{\text{CPD}} = 2.5$. For the maximum values, they slightly decreased or stayed constant. With higher $\beta_{\text{CPD}}$ values, the minimum angle and element shape mostly remained uniform or slightly degraded. Due to these observations, $\beta_{\text{CPD}}$ was set to $2.5$.

**Lambda, $\lambda_{\text{CPD}}$:** The parameter, $\lambda_{\text{CPD}}$, is defined to be always positive, $\lambda_{\text{CPD}} > 0$ and was used in Eq. (5.71). The role of $\lambda_{\text{CPD}}$ helps in finding a balance between the Expectation Maximisation, which results in a data fitting procedure [70], and the smoothing regularisation term, which add the contribution of the Gaussian kernel to the registration procedure, as given in Eq. (5.69). A very low magnitude of $\lambda_{\text{CPD}}$ enforced the Gaussian kernel through the Graham matrix, $G$, while a high value of $\lambda_{\text{CPD}}$ imposed the terms $\sigma^2 d (P_1)^{-1}$ as the main component of the left end side of Eq. (5.71). For the registration of the 3D idealised left ventricle, $\lambda_{\text{CPD}}$ was varied from 0 to 10 and the results were plotted in Figs. 5.26 - 5.28, respectively.
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From Fig. 5.26, the increase of $\lambda^{\text{CPD}}$ led to higher mean distances which, however, for $0.7 \leq \lambda^{\text{CPD}} < 1$, recorded a sharp drop. This drop signified a much better registration and was also observed in the form of an upward kink for the min and mean curves across Fig. 5.27 and Fig. 5.28 respectively. Consequently, $\lambda^{\text{CPD}} = 0.7$, corresponding to the lowest mean distance value, was chosen for all registrations performed in Section 6.4.2.

**Weight, $w^{\text{CPD}}$:** The final parameter to be investigated was the weight parameter. $w^{\text{CPD}}$ corresponds to the fraction of outlier points within a set of points and has the ability to increase the robustness of CPD against noises [70]. It was used to compute $P$ using Eq. (5.73). According to Myronenko and Xubo Song [71], $w^{\text{CPD}}$ should be defined between 0 and 1. As such, this interval was used for the current investigation.
The results obtained are presented in Figs. 5.29 - 5.31. Since no outliers or noises were incorporated in both the template and deformed data point sets, the variation of the weight value did not have a significant effect on the registration, except for the range of $0.9 \leq w^{CPD} \leq 1$ where the term $\left(\frac{2}{\sqrt{\pi}}\right) \frac{\sigma^2}{M}$ is enforced in Eq. (5.73). In that case, the registration degraded as the mean distance increased, while the minimum angle and shape suffered a drop. As such, the initial weight value, $w^{CPD} = 0.7$ was kept for all calculations.

From the above results, it was observed that only parameters $\beta^{CPD}$ and $\lambda^{CPD}$ are the main participants in the registration of the 3D ventricle. Due to the absence of outliers, the weight constant, $w^{CPD}$, had a negligible or detrimental effect. In addition, the plots of the mesh quality measures demonstrate an underlying relationship between the mean distance error and the mesh properties. The minimum angle and the shape were found to be of higher magnitude when the registration produces a low mean distance, indicating an overall increase of elements quality.
Part III

Application of Cardiac modelling and Reduced Order Methods
Chapter 6

Application of PODI to Cardiac Modelling

Following the introduction of all aspects of this research, the PODI method is now applied to cardiac modelling. The structure of this chapter is laid out as follows: in the first section, a benchmark problem is looked at in order to understand the mechanism of the PODI algorithm. The second section talks about cardiac geometry along with its material properties and boundary conditions used. PODI is then used in the third section to model the passive filling of the heart, while considering variations in elastic material behaviour and anisotropic properties. The fourth section investigates the application of Degrees of Freedom Standardisation procedure for different heart geometries datasets. Finally, in the last section, a whole heartbeat cycle simulation is carried out using PODI.

6.1 Benchmark problem

The problem investigated in Section 5.2.5 was also a benchmark problem. However, in this case, the dimensions of the problem were modified. The beam’s length was reduced to 0.5 m while it’s width was increased to 0.1 m. The domain was discretised using 4221 nodes and 4000 quadrilateral elements, leading to a total of 8442 degrees of freedom. For the PODI calculation, the Young’s modulus was varied to create a one-dimensional parametric database. The variation took place between the parametric range of 200 GPa to 300 GPa with an increment of 10 GPa, creating 11 datasets which were stored off-line. The simulation time started from 0 s to $200 \times 10^{-6}$ s. With a simulation time interval of $5.08 \times 10^{-8}$ s, 3937 time steps were generated. The total calculation time of each dataset was found to be approximately 459.5 s.

With the database created, the PODI calculations were carried out. The displacement field solution for $E = 255$ GPa, a parametric point that is within the defined range of the parametric domain but is not part of the database, is sought. The PODI energy thresholds were investigated for 80 $\%$, 85 $\%$, 90 $\%$, 95 $\%$, 97 $\%$, 99 $\%$, 99.9 $\%$, 99.99 $\%$ and 100 $\%$. For the interpolation process, an MLS influence zone of radius 20 GPa was chosen to provide support for the parameter domain point $E = 255$ GPa, thus ensuring invertibility of the MLS moment matrix.

The first set of results concerned the performance of PODI in terms of calculation time. The PODI’s
displacement field was obtained within 16-19 s, which is about 24 times faster than the FEM calculations. Breaking down the stated PODI calculation time, approximately 13.2 s were used for reading the off-line displacement fields, representing about 76% of the total time. It took 0.5 seconds to generate the MLS interpolants. The rest consisted of the PODI calculation itself, which entailed POVs and POMs extraction, projection of \( U \) into the low-dimensional space, interpolation, and projection of the solution back to the high-dimensional space for all time steps. This took on average 3.9 s, which was 22% of the total time. As can be seen, although PODI is considerably faster than the FEM method, most of its calculation time was spent reading data from the off-line storage medium.

This gain in calculation speed came at the expense of the solution accuracy. Following the computation of the \( L_2 \)-error norm of the PODI’s displacement field, it was found that PODI introduced an average cumulative error of about 0.02 across the range of energy conserved, i.e. 80% to 100%. However, given the low magnitude of the error and the high calculation speed-up, PODI was considered an efficient and worthwhile method.

The performance of the PODI method was investigated in great details, such as the impact of the components of the PODI method on accuracy and calculation time. Firstly, the energy conservation varied from 80% to 100% to monitor its effect on the PODI calculation. From Fig. 6.1, it can be observed that the calculation time increased exponentially as more POMs were conserved. But on the other hand, this led to a drop in error from \( 9 \times 10^{-2} \) to \( 9 \times 10^{-3} \) as indicated in Fig. 6.2. The displacement field was plotted at a particular node for different energies, and the increase in accuracy can be seen in Figs. 6.3 – 6.6. This trend, relating the energy conservation to the PODI calculation time and error norm, can be explained by considering the POMs and POVs generated across all iteration steps. For every time step, POD, or more specifically the snapshot method, was used to determine those POMs and POVs, which, for a particular time step, looked like those given in Fig. 6.7. The red part of the plots shows higher magnitudes of axial displacement, while the blue region indicates lower magnitudes. The corresponding energy of each POV is given in Fig. 6.8, where the \( y \)-axis is logarithmic. In order to generate more accurate solution fields, more POMs were needed to enrich the low-dimensional space that was created for interpolation. As more POMs were used, the computed coefficients became more enriched with detailed information. This led to a more accurate solution during the interpolation process, as less errors were introduced during the back and forth data projection from the low-dimensional space. However,
this increase in POMs also led to an increase in size of the projection matrix and accordingly, to a larger number of matrix multiplication operations. Additionally, since the dimensions of the low-dimensional space were higher, POD interpolation included more contributions, Eq. (5.52), and hence required more computational time.

Figure 6.3: PODI with 80% of energy conserved.

Figure 6.4: PODI with 99% of energy conserved.

Figure 6.5: PODI with 99.9% of energy conserved.

Figure 6.6: PODI with 100% of energy conserved.
Figure 6.7: Plot of each POM and the percentage energy it accounts for.
Two interesting final observations were made when looking at the number of POMs conserved throughout a simulation. Across time steps, the number of POVs conserved increased. However, the increase was not monotonous and was interrupted at two specific locations where the axial force wave reflected against the fixed end. In order to explain this observation, the evolution of the number of POVs conserved, shown in Fig. 6.9, was compared with the displacement field of the supporting datasets. Two datasets, corresponding to a Young’s modulus, $E$, of 250 GPA and 260 GPA were chosen, since they were closer to the problem-at-hand, which was $E = 255$ GPA. Three equally spaced points along the beam were selected and their displacement field plotted, in Fig. 6.10.

With an increase in the Young’s modulus value, the wavefront axial force travelled faster due to elastic wave propagation [92]. The quicker the wavefront, the earlier the nodal displacement rises and drops back to zero. However, it can also be observed in Fig. 6.10 that the difference between the displacement field associated to a particular point for the different Young’s moduli, increased across the time steps. With those increments, the matrix $U_i$, assembled at these later time steps, contained dissimilar solution fields. Therefore, the decomposition of $U_i$ resulted in POMs whose corresponding energy levels were more scattered across the POVs. Such effect can be observed, if the energy conserved is plotted, as shown in Fig. 6.11, where the most dominant POM loses energy to the other POMs. This loss of energy, therefore, led to more POVs being conserved.

With regard to the two dips registered in the curves of Figs. 6.9 and 6.11, it was found that they
occurred during the wave reflections against the fixed support of the beam. In those instances, the
displacement fields across the beam’s geometrical domains were very similar, since both beams had
already experienced the same magnitude of maximum compression. These compressions were the same,
since the axial wavefront force profile and magnitude did not change. Consequently, the decomposition
of $U_i$ at those time steps had fewer highly energetic modes. However, it was also observed that the second
dip did not drop to the same level as the first one, and seems to have been wider. This effect could be
attributed to out-of-phase phenomena that start to be more dominant after the wave reflects against the
fixed support, as explained earlier.

Figure 6.12: Difference in displacement error be-
tween the zero-mean and non-zero-mean method.

Figure 6.13: Change in calculation time with
increase in energy conservation level.

Figure 6.14: Change in average POMs conserved
with increase in energy conservation level.

Figure 6.15: Change in error with increase in
POMs conserved.

The use of the non-zero-mean as compared with the zero-mean data matrix $\mathbf{U}_i$ obtained from
Eq. (5.37), was next investigated. As outlined in Section 5.2.3, it is still unclear whether it affects the
performance of PODI. With a zero-mean matrix, the centroid of the results data is shifted to the origin of
the Cartesian axes and this leads to POMs being re-arranged along the results data. Using the same strut
beam example, the above results were recomputed with the zero-mean matrix $\mathbf{U}_i$ and compared against
the non-zero-mean results in order to find how the zero-mean matrix affected the overall properties of the
PODI method. The error trend across the levels of energy conserved, i.e. 80 % - 100 %, was found to
be similar to that given earlier in Fig. 6.2. However, the zero-mean method produced a more accurate
solution for a specific energy level, which can be observed in Fig. 6.12. This reduction in error ranged
between 30% to 60% at 80% - 99% energy conserved. Beyond 99.9%, the error decreased from 9% to 0%. Accordingly, the use of a zero-mean data matrix led to a general reduction of interpolation error. However, the zero-mean method created additional computation overheads considering that the mean needed to be determined, subtracted from every column of \( U_i \), and finally added to the high-dimensional interpolated results. As such, the PODI calculation was 50% to 65% slower, as shown in Fig. 6.13, than the non-zero-mean method while still maintaining a similar calculation time-energy conservation profile to that of the non-zero-mean method given in Fig. 6.1. This increase in calculation time cannot be fully attributed to the zero-mean procedure. In fact, it was noticed that the number of POMs conserved in order to achieve the targeted energy was increasing, as shown in Fig. 6.14. This increase in number of POMs being selected also translated into more matrix-multiplication operations during the projection from high- to low-dimensional space and vice versa, along with more coefficients that had to be interpolated. The need to conserve more POMs also implies that the energy of each POM was lower. This was observed when comparing the POMs and POVs at the same time step, in both methods. The new POMs and their corresponding POVs are plotted in Fig. 6.16, and were matched against those given in Fig. 6.7. Based on this comparison, it was firstly noted that the first POM was 10% less dominant. This loss of energy was found to be redistributed amongst the remaining POMs, as their associated energy was considerably higher. Secondly, the structure of the POMs was no longer the same. Even when compared individually, the POMs looked different, and it was noticed that the first POM of the zero-mean matrices corresponded to that of the second POM of the non-zero-mean matrices. This observation was also made for all the rest of the POMs, except for the last one. Additionally, the mean displacement field, illustrated in Fig. 6.16(l), was found to be similar to the first POM of the non-zero-mean method, given in Fig. 6.7(a).

The zero-mean effect on the POVs and POMs was also observed by Tamura et al. [159]. In their paper, they also found that the first POM of the non-zero-mean method was similar to the mean vector of \( U_i \), which indicated that the latter may have been captured by the non-zero-mean method instead of the most dominant mode of disturbances of the zero-mean data matrix. Such a scenario would be valid only if the major component of the disturbances coincided with the direction of the mean vector [159, 160]. In this example, it was not the case, as the major component of the disturbances, which was the first POM of the zero-mean method, was not similar to the non-zero-mean POM. This discrepancy has lead to the belief that the non-zero-mean POMs do not truly account for the disturbances in the data. Due to this fact, the low-dimensional space does not represent the true essence of the data. This, therefore, translates to the non-optimal transformation of the interpolated coefficients, which leads to a less accurate solution at the end of the PODI calculation.

From the results, it was deduced that the zero-mean method redefined the POMs of the non-zero-mean method. This redefinition was the result of \( \bar{U}_i \) retaining only the deviation of the data from the mean data. Consequently, the POMs were properly centred at the centroid of the data, hence enabling their correct orientation, as explained in Section 5.2.3.
Figure 6.16: Plot of each POM and the percentage energy it accounted for.
6.2 Cardiac problem definitions

In this section, the heart model used in this research is introduced. The problem definition consists of setting up a heart geometry, determining which of the constitutive parameters would be used to construct the parametric domain, and constructing the simulated-heart databases.

6.2.1 Geometry and boundary conditions

In this research, MRIs of a human bi-ventricle heart were not available. Hence, a computer-generated 3D geometry of the right and left ventricle, representing a bi-ventricle (BV) model, was created. To come up with a realistic geometry, important aspects of a real human heart were conserved. Those aspects were cavity volumes, wall thickness, ventricular diameter and ventricular depth. A cross-section of the geometry is given in Fig. 6.17, and its dimensions, extracted from the literature, correspond to the end-systole phase of the heart, as presented in Tab. 6.1.

Figure 6.17: Cross-section of bi-ventricle model.
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#### Table 6.1: Dimensions of the bi-ventricle model.

<table>
<thead>
<tr>
<th></th>
<th>Values</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Left Ventricle</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume (mL)</td>
<td>22 - 48</td>
<td>36.98</td>
</tr>
<tr>
<td>Base diameter, (D_{LV}) (cm)</td>
<td>2.2 - 4</td>
<td>3.1</td>
</tr>
<tr>
<td>Wall thickness, (t_{LV}) (cm)</td>
<td>1.09 - 1.45</td>
<td>1.27</td>
</tr>
<tr>
<td>Diameter-depth ratio</td>
<td>2 - 3</td>
<td>2.37</td>
</tr>
<tr>
<td>Endocardium height, (h_{endo}^{LV}) (cm)</td>
<td>-</td>
<td>7.35</td>
</tr>
<tr>
<td>Epicardium height, (h_{epi}^{LV}) (cm)</td>
<td>-</td>
<td>8.62</td>
</tr>
<tr>
<td><strong>Right Ventricle</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume (mL)</td>
<td>24 - 62</td>
<td>51.21</td>
</tr>
<tr>
<td>Base diameter, (l_{RV}) (cm)</td>
<td>1.2 - 2.6</td>
<td>1.9</td>
</tr>
<tr>
<td>Wall thickness, (t_{RV}) (cm)</td>
<td>3.5 - 8.5</td>
<td>6.35</td>
</tr>
</tbody>
</table>

\(h_{endo}^{LV}\) and \(h_{epi}^{RV}\) were not directly obtained from the literature. The former was computed using the diameter to depth ratio and the base diameter measure, while the latter is the summation of \(h_{endo}^{LV}\) and \(t_{LV}\).

The left ventricle (LV) was first created using two halved ellipsoids. On the left hand side of the LV, the surface was extruded by a distance of \(l_{RV}\) to obtain the right ventricle endocardium and \(l_{RV} + t_{RV}\) was used for the right ventricle epicardium. The final 3D geometry generated is given in Fig. 6.18.

---

Figure 6.18: 3D geometry of a bi-ventricle heart. Figure 6.19: Dirichlet boundary conditions applied to the bi-ventricle heart model.

With the geometry defined, the boundary conditions were then applied. The Dirichlet boundary conditions were first considered. Two different ones were imposed on the basal surface of the BV, as shown in Fig. 6.19. The first boundary condition enforced zero \(z\)-direction displacement [20].
reason for doing this was to emulate the presence of connections to the major blood vessels at the base, preventing the basal surface to move up or down. Secondly, an elastic boundary condition with a prescribed stiffness of $1 \times 10^{-1}$ kN mm$^{-1}$ was applied along the endocardium and epicardium lines on the base. These boundary conditions allowed the thickening and thinning of the base wall during contraction, but restricted rotation about the longitudinal axis.

The Neumann boundary conditions were next applied. To model blood filling the ventricles, a surface pressure was applied. As indicated in Chapter 2, the left ventricle needs to develop a higher pressure when pumping blood back to the arterial as opposed to the right ventricle, which pumps blood to the lung. Hence, in this research, the left ventricular pressure was set to be higher than the right ventricular pressure as given in Tab. 6.2.

<table>
<thead>
<tr>
<th>Pressure, kPa</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left ventricular pressure, LVP</td>
<td>1.5</td>
</tr>
<tr>
<td>Right ventricular pressure, RVP</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.2: Ventricular pressure of the bi-ventricle model.

With the geometry set up and the boundary conditions applied, the choice of material properties is elaborated on in the following sections.

### 6.2.2 Material properties

The material properties that were assigned to the bi-ventricle heart model were the fibre orientation and the parameters for the passive elastic material model, the active tension model and the Windkessel model. In all cases, experimental data were not available and were therefore extracted from the literature.

#### 6.2.2.1 Fibre orientation

The fibre orientation that was used was based on the DTMRI data of Rohmer et al. [9]. It provided both fibre and sheet angle in accordance with other experimental work such as that of Lombaert et al. [84] and allowed the construction of all three orthogonal fibre orientations in a 3D space. In Rohmer et al. [9], a human heart left ventricle was scanned and its fibre angles averaged for different zones of the left ventricle. In order to simplify the procedure of the fibre assignment on the geometry, the basal angles were used and assigned to the whole geometry. The values retained from the provided experimental data are given in Tab. 6.3.

<table>
<thead>
<tr>
<th>Min</th>
<th>Mean</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epicardium fibre, $\theta^{pei}$</td>
<td>-66</td>
<td>-57</td>
</tr>
<tr>
<td>Endocardium fibre, $\theta^{endo}$</td>
<td>55</td>
<td>72</td>
</tr>
<tr>
<td>Epicardium transverse fibre, $\beta^{pei}$</td>
<td>57</td>
<td>45</td>
</tr>
<tr>
<td>Endocardium transverse fibre, $\beta^{endo}$</td>
<td>-26</td>
<td>-10</td>
</tr>
</tbody>
</table>

Table 6.3: Fibre and sheet angle across the epicardium and endocardium of the bi-ventricular heart [9].

Using the chosen data, the fibre and sheet angles were assigned to both the right and left ventricle respectively. After employing the algorithm given in Section 3.4.1.3 to compute the surface fibre
orientation, the spatial fibre distribution throughout the myocardial wall, was generated using the Moving Least Square method, as shown in Fig. 6.20.

![3D fibre distribution across the bi-ventricle heart.](image)

Figure 6.20: 3D fibre distribution across the bi-ventricle heart.

### 6.2.2.2 Material constants and Windkessel parameters

For the diastole, isovolumetric contraction/relaxation and ejection phase of a heartbeat, the material parameters, listed in Tab. 6.4, had to be quantified. The active stress parameters are given in Tab. 3.1, and were proven to be applicable to the human heart [107], while the Windkessel parameters values are extracted from [2] and modified in such a way that an adequate pressure-volume curve during ejection is obtained. However, the parameters of the passive model were still to be found. Triaxial test data were chosen to do so. The recent work of Sommer et al. [14] was used, as it is the only available experimental data extracted from the human myocardium. Using the simulated triaxial shear modes as given in Section 3.4.1.2, a parameter identification process was carried out to match the shear stress-shear strain curve of all modes of the experimental data of [14] by varying the constitutive parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passive</td>
<td>$A, A_{\text{comp}}, a_1, a_2, a_3, a_4, a_5, a_6$</td>
</tr>
<tr>
<td>Active stress</td>
<td>$T_{\text{max}}, C_{\text{a0}}, (C_{\text{a0}})_{\text{max}}, B, l_0, l_0, m, b$</td>
</tr>
<tr>
<td>Three-element Windkessel</td>
<td>$C, R_a, R_p$</td>
</tr>
</tbody>
</table>

Table 6.4: Parameters of the passive, active and three-element Windkessel model.

To start the identification process of the parameters, a cube of the same size used in [14], i.e 4 cm × 4 cm × 4 cm, was created. As boundary conditions, the bottom side of the cube was fixed in the
$x$, $y$ and $z$-direction, while the top of the cube was fixed only in the $z$-direction to preserve the flatness of the surface of the cube during shearing. A prescribed displacement of 2 mm was applied on the top of the cube to simulate the shearing experiment. The fibre orientation of the shear specimen was also assigned to the cube. In [14], Sommer et al. recorded the change in angle of the fibre direction across the myocardium thickness and found it to be $14.8 \pm 6.9^\circ \text{mm}^{-1}$. Using the fact that the length of the cube was 4 mm, it was determined that the total change in fibre angle across the cube was approximately $60^\circ$. The middle region of the basal region of the left ventricle, where the myocardium specimen was extracted, usually coincides with the region where the fibre angle is zero, i.e., the fibre is parallel to the circumferential axis of the heart. Consequently, the change in fibre angle of the shear cube was assumed to be equally distributed across its two faces, parallel to the epicardium and endocardium, with angles of $30^\circ$ and $-30^\circ$, respectively. On the other hand, the sheet angle was assumed to be zero, since the cube sample was from the mid-wall in the basal region.

With the geometry and fibres set up, a starting set of material parameters was assumed. The shear cube was then modelled for all the six different modes, shown in Fig. 3.4, by adequately changing the location of the boundary conditions. Due to the non-linearity of the deformation, the prescribed displacement was applied in 20 incremental steps, and the shear stress recorded. The six shear stress-shear strain graphs were then compared to those in [14] and the summed squared error was determined. Using the latter, the Levenberg-Marquardt algorithm was employed to minimise this error. The parameters used for the LVM algorithm were the damping parameter, $\lambda = 1$, and scaling parameter, $\nu = 2$. For further details on these parameters, refer to Chapter 7. The calibrated parameters were $A$, $a_1$, $a_2$, $a_3$, $a_4$, $a_5$ and $a_6$. $A_{\text{comp}}$ was not included in the list, since it was observed to cause calculation instabilities during some of the trial runs, an issue that has been confirmed in the literature by Yin et al. [94]. Consequently, it was fixed to 100 kPa. Using different starting points, the identification process was found to converge to the set of parameters given in Tab. 6.5. The resulting shear stress-shear strain curves of all shear modes were plotted with the experimental data curve, as given in Fig. 6.21.

<table>
<thead>
<tr>
<th>$A$ (kPa)</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.19</td>
<td>12.70</td>
<td>-8.36</td>
<td>-8.56</td>
<td>11.22</td>
<td>14.25</td>
<td>9.15</td>
</tr>
</tbody>
</table>

Table 6.5: Identified passive material parameters based on triaxial shear experiment.
6.2.3 Database construction

With the material parameters defined, the database was then constructed. Three parameters were selected to represent the dimension of the parametric domain: $A_e$, $\theta_{epi}$ and $\theta_{endo}$. Our choice of parameters was restricted to only three, due to the curse of dimensionality problem [178, 179]. This problem relates to the number of points that need to be added to the database whenever a large dimension is considered. If a specific number of dataset, $n_{\text{dataset}}$, is defined per dimension, then the number of simulations required to build the database is $(n_{\text{dataset}})^d$, where $d$ is the number of dimensions. Hence, if $d$ increases, then $(n_{\text{dataset}})^d$ grows exponentially.
The selection of ranges for the parametric domain of our database required a different methodology because they could not be obtained directly from the literature. Parameters such as $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$ were obtained from Rohmer et al. [9], as given in Tab. 6.3. However, $A$ was yet to be found and was not a measured quantity that was readily available. In order to circumvent this problem, the end-diastolic volume of the left and right ventricles was used.

The advantage of using ventricular volumes is that they are determined from MRI and their range is well established in the literature, as indicated by Sandstede et al. [18]. As such, the calibrated materials were first applied to the bi-ventricle model and the respective end-diastolic volumes were obtained. With the parameters of Tab. 6.5, the end-diastolic volume of the left ventricle was found to be 103 mL while the right ventricle was 116 mL. Those values fit within the observed range from Sandstede et al. [18], as given in Tab. 6.6.

<table>
<thead>
<tr>
<th>Ventricle</th>
<th>End-diastolic Volume (mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower</td>
</tr>
<tr>
<td>Left</td>
<td>81</td>
</tr>
<tr>
<td>Right</td>
<td>84</td>
</tr>
</tbody>
</table>

Table 6.6: End-diastolic volume of the left and right ventricle obtained from Sandstede et al. [18].

In order to obtain a valid bound of the stress scaling parameter, $A$, it was varied until the lower and upper limits of the left and right ventricular volumes were obtained. Such an approach was also applied to $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$ even though their experimental data was available. With $A$ defined using the calibrated parameter set, $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$ were alternatively varied until the cavity volume bounds were obtained. Hence, the meaningful physiological range for $A$, $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$ used to define the boundary of the database, was:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ (kPa)</td>
<td></td>
<td>0.04</td>
<td>0.22</td>
</tr>
<tr>
<td>$\theta_{\text{epi}}$ ($^\circ$)</td>
<td></td>
<td>-48</td>
<td>-66</td>
</tr>
<tr>
<td>$\theta_{\text{endo}}$ ($^\circ$)</td>
<td></td>
<td>55</td>
<td>89</td>
</tr>
</tbody>
</table>

Table 6.7: Database range of $A$, $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$.

### 6.3 PODI modelling of diastolic filling with variations in material properties

With the cardiac problems defined along with the parametric ranges, the PODI simulations could be carried out. The PODI implementation used in Section 6.1 was now converted to C++ for faster and more efficient calculation. Overall, two sets of simulations were undertaken, focused on the diastolic filling phase and considering variations in the elastic material behaviour of the myocardium. A second set of
simulations dealing with multi-parametric calculation was then performed to investigate the influence of the database and MLS on the PODI accuracy.

### 6.3.1 Single-parametric calculation

The first example is a single parametric database where only the material parameter \( A \) in Eq. (3.31) was chosen to range from 0.04 to 0.22 at an interval of 0.0225. The total number of datasets available in the database was only 9, as shown in Tab. 6.8. For the PODI calculation, the dataset 5, where \( A = 0.13 \), was omitted from the database and defined as the unknown for which the solution fields had to be found. The number of datasets included in the MLS-interpolation is 4: 0.085, 0.1075, 0.1525 and 0.175, respectively. The energy level conservation was set to a minimum of 99 %.

<table>
<thead>
<tr>
<th>Dataset ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>0.040</td>
<td>0.0625</td>
<td>0.085</td>
<td>0.1075</td>
<td>0.13</td>
<td>0.1525</td>
<td>0.175</td>
<td>0.1975</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 6.8: Bi-ventricle model database with varying \( A \) values.

The PODI calculation, of the displacement, stress and strain solution field, was completed in 14.05 s. This was approximately 2050 times faster than the EFG simulation which, carried out in 58 incremental time steps, took about 8 h using two CPU cores. However, the PODI computation time included the reading of the database from a hard-disk medium, the snapshot calculation, and writing the results back to the files. If the snapshot calculation was looked at alone, (consisting of the arrangement of the data matrix \( U_i \), as stated in Sec. 5.3.3, solving the eigenvalue problem, selecting the most dominant POMs, reducing the data matrix, interpolating the coefficient, and projecting the result back into the high-dimensional space for all 58 time steps), then the total calculation time was only 0.43 s. This calculation time comprised finding the solution of all the fields such as displacement, stress and strain. If a specific one of these were studied, such as the displacement field, it was found that only 0.054 s in calculation time was then needed. Hence, this sub-second calculation speed, which translated to 1074 Hz of calculation frequency per step, showed that the PODI method can be very efficient.

However, when the eigenvalue decomposition was carried out across the steps, the most dominant mode, on average, accounted for 99.66 %, 99.70 % and 99.59 % for the displacement, stress and strain results. Hence, only one POM was found to be sufficient to represent the whole behaviour of the heart for each incremental calculation step, reducing the matrix size from \( 2868 \times 4 \) to \( 1 \times 4 \).

Regarding the error between the exact and interpolated results, the \( L_2 \)-error norm computed for the displacement field was found to be 0.035, while those of the stress and strain results were similarly small, at 0.144 and 0.042, respectively.

Another result that is usually considered to be important in cardiac mechanics modelling, is the relationship between progressing cavity volume and pressure in the ventricles. When the approximated and reference solution curves of that relationship are compared with each other, an error of \( 5.87 \times 10^{-3} \) is found for the left ventricle and \( 1.94 \times 10^{-3} \) for the right ventricle. This difference indicates the good interpolation characteristics of PODI, which can be observed in Fig. 6.22 and Fig. 6.23.
The $L_2$ error norm of the displacement field and cavity volume and pressure curve was plotted in Fig. 6.24 for the whole domain, in order to investigate which part of it provided the most reliable results. Based on the results obtained, it was found that the centre region of the domain gave results that were about 4 to 8 times more accurate than the ones on the boundary. This effect was due to the number of supports available for the MLS interpolation. At the centre of the domain, the influence radius can span on the left and right hand side of the point of interest to mobilise more datasets. However, as the boundary is approached, the number of datasets available along that direction is lower than the one on the other side, and therefore introduces more errors during the interpolation.

Another observation relates to the non-symmetric error distribution across the domain. The errors seemed to be higher at lower $A$ values than at higher ones. The reason for such a discrepancy was the large displacement field at smaller $A$ value, which corresponded to lower stiffness. Therefore, interpolating between higher values induced larger errors.

Finally, as discussed in Section 5.2.3, the zero-mean effect of POD within the cardiac mechanic framework was looked at. Some of the above calculations were carried out again to compare performance and accuracy. Early calculations in Section 6.1 showed that numerical issues were introduced when using
the zero-mean PODI method. These problems originate from the eigenvalue decomposition calculations. When looking at the evolution of the magnitude of the POV calculated from $U_i$ across all the iterations, as given in Figs. 6.25 - 6.28, it was found that the POVs of the non-zero-mean method were larger than the zero-mean method ones. However, most importantly, negative eigenvalues were yielded, as indicated by the broken lines in Fig. 6.28. This difference is explained by the fact that, with the subtraction of the mean vector, the overall magnitude of the entries of $U_i$ are lowered. However, working with these low values, which are quite often close to computer limits, can render eigenvalue decomposition algorithms such as those provided in the LAPACK library ineffective, and thus incorporate significant errors. These low values were found to heavily influence the last POMs, where their POVs were relatively small. In this case, even though the last POV was negative, the POM was invalid, with LAPACK returning a vector of “NAN” (not a number) values.

To fix the issue of invalid POVs and POMs while still using the zero-mean method, a cut-off criterion is imposed on the outputs of LAPACK. In the literature [72], this cut-off criterion is used where it is set to $1 \times 10^{-7}$. In this research, the limit was set to zero and as such, any eigenvalue falling below zero was discarded, along with their corresponding eigenvector. This resulted in some steps having their total energy being computed from only three POVs. This cut-off criteria measure was not found to heavily impact the calculation performance and accuracy. Therefore, the next step was to proceed with the analytical comparison between the non-zero-mean and zero-mean method. The error norm was the first
result investigated. Overall, the zero-mean error proved to be more accurate than the non-zero-mean error. For low energy range, i.e. between 80% to 99%, the error dropped sharply by 55%. However, between 99% and 100% of energy, the drop was less steep, with the error falling from 3% to 0%, as shown in Fig. 6.29. This exponential drop in error experienced by the non-zero-mean calculation was similarly observed in Luo et al. [180] when applying POD to FEM. From there, it could be concluded that there is a decrease in difference between the zero-mean and non-zero-mean error as the energy conserved increased. This observation seems to be in accordance with the results provided in the benchmark problem example in Section 6.1, and could possibly imply that the first few POMs generated by the zero-mean method were more accurate. But for the last few POMs, it seemed to be less able to mobilise the behaviour of the problem from the selected datasets and was therefore more error-prone. This effect was found to be the opposite for the non-zero-mean method, where the first POMs led to large computational errors, while the last few were more accurate and therefore reduced the error substantially. However, in the end, when 100% energy was conserved, both methods gave the same error, showing that both sets of POMs mobilised the same behaviour overall.

![Figure 6.29: Difference in error between zero-mean and non-zero-mean displacement field results for different conserved energies.](image1)

![Figure 6.30: Difference in average number of POVs conserved between zero-mean and non-zero-mean displacement field results for different conserved energies.](image2)

In terms of POVs conserved, it was noted that, as observed in the benchmark example, the zero-mean method conserved about 14% less POVs on average than the non-zero-mean method, as shown in Fig. 6.30. Even though the number of POMs was lower during the PODI calculation, a better accuracy was achieved, as described earlier. This contrast seems to reinforce the opinion that the dominant POMs of the zero-mean method are of higher quality that those of the non-zero-mean ones.

Even though the number of POVs conserved was less, the zero-mean calculations consistently took 3% longer than the non-zero-mean method, which is believed to be due to the implementation of the zero-mean method. This value was much smaller than those recorded in the benchmark problem. For the displacement field calculation and other field computation results, this increase translated to $1.7 \times 10^{-3}$ s and $1.3 \times 10^{-2}$ s respectively. Due to these magnitudes being very small, they were considered negligible.

From the above results that consisted of comparing the zero-mean with the non-zero-mean methods, it was observed that the redefinition of the POVs and POMs led to significant changes in the PODI method’s behaviour. This observation is in line with the observations made in Section 6.1. The lower magnitude of the POVs, which led to an increase in energetic importance of the less dominant POMs, was in agreement
with the work of Tamura et al. [159] and Cadima and Jolliffe [160]. This effect can be attributed to the subtraction of the mean vector from the data matrix $U_i$ which therefore leads to a decrease in the overall magnitude of the entries of the matrix. For a more in-depth mathematical explanation, the reader is referred to the work of Cadima and Jolliffe [160]. Overall, it is believed that the gain in accuracy of the zero-mean method outweighs the increase in calculation time. As such, the zero-mean method is found to be better suited for cardiac modelling and was used for the subsequent PODI calculations.

![Figure 6.31](image1.png)  
**Figure 6.31**: Difference in PODI calculation time between zero-mean and non-zero-mean displacement field results for different conserved energies.

![Figure 6.32](image2.png)  
**Figure 6.32**: Difference in PODI calculation time between all zero-mean and non-zero-mean results for different conserved energies.

### 6.3.2 Multi-parametric PODI calculation

As a second example, we considered the BV model again, but the dimension of the parametric domain $\mathcal{M}$ in this case was increased to three, including in addition to $A$ the fibre angles at the epicardium and endocardium, $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$, respectively. The database was extended accordingly by corresponding datasets, and the MLS approximants used in the PODI-method were set up in three dimensions, referring to $A$, $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$.

To start, a database sensitivity analysis was carried out to determine how the PODI-solution error with respect to specific parameters was influenced by (i) different discretisation levels of the domain $\mathcal{M}$ and (ii) different influence domain sizes and number of supporting datasets used in the MLS approximation.

The parametric ranges for this sensitivity analysis are given in Tab. 6.7. To construct the database, four levels of discretisation refinement were considered, as listed in Tab. 6.9.

<table>
<thead>
<tr>
<th>Level</th>
<th>Spacing, $s$</th>
<th>Number of datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A$ (kPa)</td>
<td>$\theta_{\text{epi}}$ ($^\circ$)</td>
</tr>
<tr>
<td>1</td>
<td>0.18</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>0.09</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>0.045</td>
<td>4.5</td>
</tr>
<tr>
<td>4</td>
<td>0.0225</td>
<td>2.25</td>
</tr>
</tbody>
</table>

**Table 6.9**: Parametric discretisation levels.
The first objective was to study the influence of the parameteric discretisation level on the accuracy of PODI using only the minimum required MLS influence radius, where the latter was dictated by the invertibility requirement of the moment matrix Eq. (5.57). To achieve this, the influence radius was continuously lowered to meet the required number of neighbours which were 6, 2 and 6 for $A$, $\theta_{epi}$ and $\theta_{endo}$. For each level of discretisation, the PODI calculations were carried out for a bi-ventricle problem using $A = 0.13$, $\theta_{epi} = -57^\circ$ and $\theta_{endo} = 72^\circ$. This parameter choice referred to a dataset point that lay in the middle of the parametric domain of our database.
(a) Error sensitivity of parameter $A$ with respect to dataset density: $\frac{\Delta L_2}{\Delta s} = [0.29, 1.04]$ for displacement, $[0.07, 0.5]$ for LV-PV and $[0.04, 0.41]$ for RV-PV.

(b) Error sensitivity of parameter $\theta_{\text{endo}}$ with respect to dataset density: $\frac{\Delta L_2}{\Delta s} = [3.16 \times 10^{-4}, 2.72 \times 10^{-3}]$ for displacement, $[9.16 \times 10^{-5}, 4.08 \times 10^{-4}]$ for LV-PV and $[6.08 \times 10^{-6}, 1.06 \times 10^{-4}]$ for RV-PV.

(c) Error sensitivity of parameter $\theta_{\text{epi}}$ with respect to dataset density: $\frac{\Delta L_2}{\Delta s} = [8.22 \times 10^{-5}, 8.46 \times 10^{-5}]$ for displacement, $[1.49 \times 10^{-5}, 9.54 \times 10^{-5}]$ for LV-PV and $[4.84 \times 10^{-6}, 6.93 \times 10^{-6}]$ for RV-PV.

Figure 6.33: Plots of $L_2$-error norm in respect of parametric spacing.
From Fig. 6.33, it can be readily seen that the $L_2$-error norms continuously decrease along with the discretisation spacing, $s$, which is expected and observed when the MLS approximation technique is conventionally applied to a spatial domain.

Clearly, as the supporting parameter sets get closer to the unknown parametric set, the quality of the PODI-solution increases. The next observation made concerned the magnitude of the errors for each parameter. For this particular database set up, it was found that $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$ were less likely to have a major impact on the error as compared to the stress scaling coefficient, $A$, the reason being that both former parameters already had low error norms, which tended to stagnate as the discretisation level increased, while the error drop was more pronounced for the fibre-angle parameters.

The second objective aimed at finding the optimum number of support required for the PODI algorithm to produce solutions with a low error magnitude. Consequently, the database consisted of datasets with the lowest discretisation spacing in order to have a sufficiently large number of supporting parameter sets to track the support-size $L_2$-error norm relationship. In order to keep the number of supporting particles fixed, the influence radius was continuously re-adjusted until the desired number of particles participating in the PODI calculation were found.

![Graphs showing $L_2$-error norms with respect to number of supports for different parameters](image)

Figure 6.34: Plots of $L_2$-error norm with respect to number of supports.

The results given in Fig. 6.34 clearly show that 2 is the optimal size of support that would yield PODI solutions errors of less than $1 \times 10^{-1}$. Accordingly, one could also expect fast calculation speed, because
the number of involved datasets was low. Note that the usage of only two supporting particles to compute the MLS-approximants can be carried out, as the basis polynomial in the MLS-scheme is of an order of 1. Higher polynomial orders could also have been investigated, but this would negatively impact on the calculation time, as more supporting particles would be needed to satisfy the invertibility requirement of the MLS moment matrix. Even so, if the parametric dimension needed to be increased, this would lead to a larger number of unknown polynomial coefficients in Eq. (5.58).

After carrying out the sensitivity analysis, a new database was created. The level 4 discretisation refinement (see Tab. 6.9) was used for each dimension of the parametric domain and different parameter combinations were considered. As before, the problem-at-hand corresponded to a bi-ventricle with $A = 0.09625 \text{kPa}$, $\theta_{\text{epi}} = -53.625^\circ$ and $\theta_{\text{endo}} = 65.625^\circ$.

The PODI calculation was carried out with the datasets selected by the algorithm, as listed in Tab. 6.10. The algorithm represented local support, which provided the best possible interpolation quality. Starting with the displacement field, the $L_2$-error norm of value $3.03 \times 10^{-3}$ was found to be less than that obtained for the single parametric PODI-calculation in Section 6.3.1. A visual inspection of the PODI and EFG result revealed that they were both almost identical, as shown in Fig. 6.35. For this PODI calculation, it was determined that three of the eight POMs that were generated (shown in Fig. 6.36), needed to be retained to conserve more than 99% of the energy. According to Fig. 6.37, which shows the distribution of the magnitude of the POVs, the three most dominant modes accounted for 56.13%, 42.32% and 1.54% of the energy of the system.

With regard to the other results, the stress field error of value $1.38 \times 10^{-2}$ was found to be equally low in magnitude and almost the same as the single parametric PODI result, whereas the strain result error of $5.94 \times 10^{-3}$ was considerably lower. Finally, the cavity pressure volume evolution shown in Fig. 6.38 exhibited an error of $1.64 \times 10^{-3}$ for the left ventricle, again lower than that obtained in Section 6.3.1. In summary, these errors can be considered negligible due to their already low magnitude.

In terms of calculation time, all solution sets were obtained within $\sim 0.88$ s. Regarding individual results, the displacement field solution was computed within 0.11 s (9.1 Hz) for all 100 incremental time steps, as previously used in the EFG simulation. If only one simulation time step were considered, then the PODI-calculation would take only $1.1 \times 10^{-3}$ s. This is equivalent to about 909 Hz, which is within the operational frequency of 500 - 1000 Hz of haptic devices [30].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ (kPa)</td>
<td>0.085</td>
<td>0.085</td>
<td>0.085</td>
<td>0.085</td>
<td>0.1075</td>
<td>0.1075</td>
<td>0.1075</td>
<td>0.1075</td>
</tr>
<tr>
<td>$\theta_{\text{epi}}$ (°)</td>
<td>-52.5</td>
<td>-52.5</td>
<td>-54.75</td>
<td>-54.75</td>
<td>-52.5</td>
<td>-52.5</td>
<td>-54.75</td>
<td>-54.75</td>
</tr>
<tr>
<td>$\theta_{\text{endo}}$ (°)</td>
<td>63.5</td>
<td>67.75</td>
<td>63.5</td>
<td>67.75</td>
<td>63.5</td>
<td>67.75</td>
<td>63.5</td>
<td>67.75</td>
</tr>
</tbody>
</table>

Table 6.10: Parameters of supporting datasets.
CHAPTER 6. APPLICATION OF PODI TO CARDIAC MODELLING

108

(a) PODI Result. (b) EFG Result.

Figure 6.35: Displacement field results.

(a) 56.13 % (b) 42.33 % (c) 1.54 %

(d) $3.46 \times 10^{-3} %$ (e) $2.69 \times 10^{-3} %$ (f) $3.45 \times 10^{-4} %$

(g) $1.76 \times 10^{-6} %$ (h) $2.90 \times 10^{-14} %$ (i) Mean

Figure 6.36: Plot of all eight POMs specifying the associated energy contributions.
6.4 PODI modelling of diastolic filling with variations in heart anatomy

With more and more research focusing on patient-specific cardiac modelling, the application of PODI is adapted correspondingly. Under realistic conditions, the database is expected to be filled with datasets of healthy or diseased hearts corresponding to people of different age and sex groups. Thus, each heart is unique in terms of geometrical shape. However, across all hearts, the same behaviours are expected to be extracted by POD. With the uniqueness of each heart geometry, the mesh configuration in terms of number of nodes, nodal coordinates, and number of elements, is believed to vary considerably. This consequently leads to an inadequate set up of the $U_i$ matrix, as discussed in Section 5.4. To resolve this issue, the Degree of Freedom Standardisation procedure is employed. Two standardisation procedures were considered in this research. The cube template standardisation and the heart template standardisation.

6.4.1 Cube template standardisation

The application of the cube template standardisation process was then investigated. The problem looked at was a bi-ventricle geometry with the same boundary conditions as given in Section 6.2. However, in this case, different geometrical mesh configurations were considered. Even though the element type was kept the same, i.e., tetrahedral, their sizes were varied. Hence, the total number of nodes was different across datasets. Overall, four different mesh discretisations were generated, as given in Tab. 6.11.

<table>
<thead>
<tr>
<th>Models</th>
<th>BV-1</th>
<th>BV-2</th>
<th>BV-3</th>
<th>BV-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>882</td>
<td>902</td>
<td>912</td>
<td>922</td>
</tr>
</tbody>
</table>

Table 6.11: BV with different mesh discretisations.

To define the database, BV-1, BV-2 and BV-4 were used. BV-3 is the geometry for which the unknown solution was computed. An additional step was undertaken in order to harden the difficulty of this registration process and increase the number of datasets. A perturbation was applied to each mesh configuration such that the geometrical shape of each heart was different. The perturbation was kept...
minor as it was expected that, in a realistic scenario, hearts will be chosen from databases which are assumed to have similar properties in terms of features such as age, gender, fitness, etc. The applied perturbation was a result of two forms of transformation which were applied as rotation and scaling.

**Rotation:** A rotation is applied along each major axis, i.e. \( x, y \) and \( z \), separately. The angle of rotation varied linearly from the apex to the base of the heart within the range of 0° and 20°. The equations used are:

\[
\theta_x = \frac{C_x - C_{x\text{min}}}{C_{x\text{max}} - C_{x\text{min}}} \times 20^\circ \\
\theta_y = \frac{C_y - C_{y\text{min}}}{C_{y\text{max}} - C_{y\text{min}}} \times 20^\circ \\
\theta_z = \frac{C_z - C_{z\text{min}}}{C_{z\text{max}} - C_{z\text{min}}} \times 20^\circ
\]

(6.1)

\[
R_x = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \theta_x & -\sin \theta_x \\
0 & \sin \theta_x & \cos \theta_x
\end{bmatrix} \\
R_y = \begin{bmatrix}
\cos \theta_y & 0 & \sin \theta_y \\
0 & 1 & 0 \\
-\sin \theta_y & 0 & \cos \theta_y
\end{bmatrix} \\
R_z = \begin{bmatrix}
\cos \theta_z & -\sin \theta_z & 0 \\
\sin \theta_z & \cos \theta_z & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

(6.2)

\( C_x, C_y \) and \( C_z \) are the spatial coordinates of the mesh node, \( C \). \( C_{x\text{max}} \) and \( C_{x\text{min}} \) are the largest and smallest coordinate among all nodes in the dataset mesh configuration. \( \theta_x, \theta_y \) and \( \theta_z \) are the angles of rotation and \( R_x, R_y \) and \( R_z \) are the corresponding rotational matrices.

**Scaling:** A scaling transformation was also used to change the size of the hearts. This was applied by multiplying each coordinate by a scaling coefficient:

\[
C'_x = s_x C_x \\
C'_y = s_y C_y \\
C'_z = s_z C_z
\]

(6.3)

where \( C_x, C_y \) and \( C_z \) are the coordinates, \( C'_x, C'_y \) and \( C'_z \) are the transformed coordinates and \( s_x, s_y \) and \( s_z \) are the corresponding scaling coefficient. The hearts selected from the database were considered to be very similar. As such, the scaling parameters were chosen to be quantitatively small. Hence, \( \pm 2.5\% \) was assigned to \( s_x, s_y \) and \( s_z \) to produce volumetrically larger or smaller hearts.

To ensure a diversity in geometries, combinations of different rotation angles, rotation axes and scaling values were utilised. These transformations were then applied to BV-1, BV-2 and BV-4. A total of nine unique hearts were produced in order to build up a single parametric database, where each unique heart was then assigned randomly to a stress scaling coefficient value given in Tab. 6.8. Fig. 6.39 gives a summary of the different hearts generated and their respective \( A \) values.

The transformation used in this research, influenced only the nodes and did not conserve the mesh elements definition. Due to the non-rigid transformation across the geometry, nodes can swap across an element, leading to poor or negative Jacobian elements, and overall, to an overall degradation of the neighbouring elements as well. As such, a check was carried out on all deformed geometries by comparing specific mesh quality characteristics, such as minimum angle and quality, which reflected the element’s shape. The quality characteristics were compared using their minimum, averaged and maximum values recorded across all elements. These values are tabulated in Tab. 6.12.
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<table>
<thead>
<tr>
<th>Model</th>
<th>Min angle</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Mean</td>
</tr>
<tr>
<td>BV-1</td>
<td>18.39</td>
<td>49.9283</td>
</tr>
<tr>
<td>BV-1A</td>
<td>15.5634</td>
<td>49.0238</td>
</tr>
<tr>
<td>BV-1B</td>
<td>16.6777</td>
<td>49.4234</td>
</tr>
<tr>
<td>BV-1C</td>
<td>14.5702</td>
<td>49.832</td>
</tr>
<tr>
<td>BV-2</td>
<td>16.6556</td>
<td>49.4919</td>
</tr>
<tr>
<td>BV-2A</td>
<td>13.5433</td>
<td>48.646</td>
</tr>
<tr>
<td>BV-2B</td>
<td>14.218</td>
<td>48.9233</td>
</tr>
<tr>
<td>BV-2C</td>
<td>15.2369</td>
<td>49.3633</td>
</tr>
<tr>
<td>BV-3</td>
<td>7.24251</td>
<td>50.0013</td>
</tr>
<tr>
<td>BV-3A</td>
<td>5.11933</td>
<td>49.1242</td>
</tr>
<tr>
<td>BV-3B</td>
<td>8.21837</td>
<td>49.4605</td>
</tr>
<tr>
<td>BV-3C</td>
<td>8.12451</td>
<td>49.8763</td>
</tr>
</tbody>
</table>

Table 6.12: Mesh quality details for each perturbed BV geometry.

From the mesh quality results, it was found that in most cases, the minimum angle and the shape quality decreased slightly from the transformation, which was interpreted as a degradation of the mesh. However, those degradations were limited. No negative angles were recorded and the shape quality was always greater than zero. Hence, the perturbed meshes could be used for the rest of this research.

The problem that needed to be solved for was another perturbed heart geometry, created from model BV-3. A rotation of $20^\circ$ was applied about its $y$-axis, while the whole geometry was scaled down by 2.5\%, thus resulting in a mesh configuration, shown in Fig. 6.40. The problem setup presented in this section is similar to the one given in Section 6.3.1. Following the same procedure, the dataset with $\Delta = 0.13$ was excluded from the database. The perturbed heart geometry created from BV-3 was then assigned with an excluded stress scaling coefficient, while the PODI calculation was set to a targeted energy level of 99\%.

The last step was to set up the cube grid. The cube was constructed in such a way that it encompassed all the hearts, hence ensuring that all data would be captured by the grid. In order to obtain the dimensions of the cube, the maximum and minimum coordinates were extracted from the hearts stored in the database and the problem-at-hand. A cube was then created from those extracted dimensions and discretised with a constant spacing along every direction, resulting in a total of 294 template nodes, as shown in Fig. 6.41.
(a) Model BV-1A: $A = 0.04$ kPa, rotation = $R_x$, scale = −2.5.
(b) Model BV-3A: $A = 0.0625$ kPa, rotation = $R_x$, scale = −2.5.
(c) Model BV-2A: $A = 0.085$ kPa, rotation = $R_x$, scale = 2.5.

(d) Model BV-3C: $A = 0.1075$ kPa, rotation = $R_z$, scale = −2.5.
(e) Model BV-2B: $A = 0.13$ kPa, rotation = $R_y$, scale = 2.5.
(f) Model BV-3B: $A = 0.1525$ kPa, rotation = $R_y$, scale = −2.5.

(g) Model BV-1B: $A = 0.175$ kPa, rotation = $R_y$, scale = 2.5.
(h) Model BV-1C: $A = 0.1975$ kPa, rotation = $R_z$, scale = −2.5.
(i) Model BV-2C: $A = 0.22$ kPa, rotation = $R_z$, scale = 2.5.

Figure 6.39: Perturbed heart geometries. Their number of nodes, their transformation details and stress scaling coefficients are given below each heart.

Figure 6.40: For a new heart geometry, $A = 0.13$ kPa: nodes = 912, rotation = $R_y$, scale = −2.5.

Figure 6.41: Cube grid with 294 nodes.
With the problem setup completed, the PODI calculation was carried out. It took on average a total time of about 4 min. This calculation time included reading the dataset from the database, projecting the results from the hearts to the grid, setting up interpolants, carrying out the PODI calculation, projecting the PODI results from the grid back to the heart of the problem-at-hand, and post-processing the results. The costliest operation was projecting the results from the dataset heart geometries to the template grid, and from the grid back to the heart geometry of the problem-at-hand. This procedure took about 3.80 min, that is, 95% of the total calculation time. On the other hand, the reduced order calculation took just 0.26 s, where the displacement field computation lasted for only 0.029 s for all 58 time steps. This shows again that sub-second calculations can be achieved, as the displacement calculation frequency was about 2000 Hz. This calculation frequency was higher than the one recorded in Section 6.3.2 since the number of template nodes was fewer here, resulting in smaller $U_i$ matrices.

The $L_2$-error norm was found to be 0.46 for the displacement field, 0.89 for the strain field, and 0.98 for the stress field. For the pressure-volume relationship curve, the errors were 0.23 and 0.22 for the left and right ventricle. Even though these errors were higher than those presented in Section 6.3.1, they were still within acceptable ranges. However, when the final deformation was plotted, it was found that non-physical deformations were present. The solution fields, such as the displacement field shown in Fig. 6.42b, were not smooth, as opposed to the full-scale simulation in Fig. 6.42a. Such observations are found to be more dominant over the geometrical surface. The main reason why those non-smooth solution fields were obtained is because, as explained in Section 5.4.1, template nodes that do not contain any dataset standardised solution fields are used during the projection process. These template nodes have, instead, an assigned zero value and consequently, their contribution during the projection process leads to solution fields of low magnitude, as noticed on the surface nodes in Fig. 6.42b.
An attempt was made to increase the number of grid nodes such that the negative effect of the poor surface interpolation could be decreased as the higher number of grid nodes, located inside the dataset hearts, would be able to raise the surface solution field’s accuracy. To do so, five other grids with different grid node densities, were considered, as shown in Tab. 6.13.

The obtained results showed an overall increase in the accuracy of the PODI solutions, as given in Fig. 6.43. The displacement field was about 22% more accurate, while the LV pressure-volume curve error dropped significantly, by 26%, as the grid discretisation reached 990 nodes. A cut through the BV models confirmed the drop in error, as shown in Fig. 6.45, with the geometrical inner nodes showing improvements, while the lateral wall of the right ventricle showed more expansion. However, when the deformed state was investigated, the localised non-physical deformations were still dominant on the surfaces of the geometry and the magnitude of the displacement field was considerably lower, as shown.
in the contour plot of Fig. 6.42c. The only region that showed improvements was the epicardium surface of the right ventricle.

![Figure 6.43: Change in $L_2$-error norm as the number of grid nodes increases.](image)

![Figure 6.44: Change in calculation time as the number of grid nodes increases.](image)

Regarding the PODI calculation time, it was found to be increasing almost linearly, since more grid nodes were present, as shown in Fig. 6.44. This was due to the fact that the PIP algorithm and the template projections required more time.

The three most dominant POMs were found to be needed in order to reach the minimum specified energy limit for the displacement, strain and stress field data. Further investigation of the POVs revealed that the energy of the first, second and third POM was about 61.6%, 30.5% and 7.8% respectively. The fourth POM was below $1.04 \times 10^{-14} \%$. As such, it could be deduced that POD struggled to find the most dominant mode since the energies were more scattered, as opposed to those observed in Section 6.3.1, where the first POM already accounted for about 99% energy. This scattering effect showed that the data of the $U_i$ matrix are gathered from disorganised data, which could have arisen from the introduction of the zero entries, therefore leading to poor results. Consequently, an alternative method, where the zero entries are omitted, is explored in the next section.
6.4.2 Heart template standardisation

An alternative approach to standardise the degrees of freedom, is to make use of a heart template. The major advantage expected to be gained from the new template was the elimination of both the incompatible columns and zero entries problems in the matrix \( U_i \). This was achieved by first registering every patient-specific heart onto a template heart before projecting the dataset’s results field onto the template nodes. The dataset geometry and template geometry shared the same anatomical features such as the left and right ventricle, the apex, base surface, left and right ventricular wall and the septum wall. Consequently, any template node should be located on the dataset’s geometry after the registration process.

The heart template standardisation required an additional step to the cube template standardisation given in Section 6.4.1. This additional step involved the registration of the patient-specific heart to the template heart. The registration process occurred at two instances during the PODI calculation: firstly, before the dataset solutions were projected on the template nodes, and secondly, before the reverse projection of the PODI results onto the problem-at-hand nodes. The registration method used was the Coherent Point Drift algorithm, as introduced in Section 5.4.2.
In order to elaborate on this new approach, the problem configuration, introduced in Section 6.4.1, was used. Before the actual PODI could be initiated, the geometry registration of all the datasets and the problem-at-hand was carried out on a bi-ventricle template heart, similar to Fig. 6.18, with the help of the CPD algorithm. In this case, the number of nodes on the template heart was 347. For all the CPD calculations, the parameters found in Section 5.4.2 and given in Tab. 6.14, were used. The registration of each heart took on average 17 s for 285 iterations. The mapped geometries are given in Figs. 6.47 - 6.49. The quality of the registration and resulting mesh were afterwards checked to ensure that the elements of the mapped geometries had not substantially degraded. For that, three groups of quantitative results were considered: GA, GB and GC. GA represented the mesh quality of the original unperturbed meshes, BV1, BV2 and BV4, which were used as a baseline, while GB referred to the meshes perturbed by rotation and translation. Finally, GC represented the quality of the registered meshes.

The mesh quality metrics considered were the nodal mean distance (which was computed using a software package called CloudCompare [172], based on the Hausdorff’s distance measure), the minimum element angle, and the element shape quality. The latter two were determined using the VTK library [174]. The results obtained were compiled as histograms and are given in Fig. 6.46.

![Figure 6.46: Mesh quality before and after perturbation, and after registration.](image)

(a) Mean distance.  
(b) Minimum angle.  
(c) Mean shape.

The plot of Fig. 6.46a describes the evolution of the mean distance. A lower value is equivalent to a better registration, as the nodes of the registered mesh are closer to the template mesh. Following the perturbation, the mean distance increased. However, the CPD registration managed to almost restore the mean distance to the GA level, meaning that the meshes recovered their original configurations: BV-1, BV-2 and BV-4. The shape and minimum angle trends were both similar. The perturbation process caused a slight decrease in the mesh quality. Despite the failure of the registration process to restore part of the degradation, the latter could be considered negligible due to its very small effect. Overall, no negative element volumes were recorded. Therefore, the registration could be regarded as successful.
Figure 6.47: Registration of perturbed BV-1 meshes before registration (left side) and after registration (right side).
Figure 6.48: Registration of perturbed BV-2 meshes before registration (left side) and after registration (right side).
(a) Model BV-3A..  
(b) Model BV-3A..  
(c) Model BV-3B..  
(d) Model BV-3B..  
(e) Model BV-3C..  
(f) Model BV-3C..

Figure 6.49: Registration of perturbed BV-3 meshes before registration (left side) and after registration (right side).

With the registration completed, the projection and PODI simulation were then carried out for a problem with a stress scaling coefficient set to 0.13 kPa and an energy conservation of 99%. The calculation took in total 5.8 min, including the registration of the four selected datasets and problem-at-hand geometries on the template heart. In this case too, the projection of the solutions back and forth
from the template was the most expensive operation, as 90% of the calculation time was spent during that process.

In terms of solution accuracy, the $L_2$-error norm was better for the heart grid template than the cube template, since it was about 0.22, representing a 39% drop. This increase in solution quality and smoothness could also be confirmed when a BV slice was visually compared, firstly against the EFG solution, as given in Fig. 6.50, and secondly against the cube template solutions, as shown in Fig. 6.45. Also, these results were found to benefit the pressure-volume relationship curves of the left and right ventricle, as their errors were $3.1 \times 10^{-2}$ and $4.2 \times 10^{-2}$, which was a drop of 81% and 77% compared to those of the cube template approach. The strain and stress solutions, on the other hand, had a higher error norm which translated to an increase of 41% and 31%, respectively.

Regarding PODI’s calculation characteristics, the three most dominant POMs were conserved in all cases. This was due to the fact that the first POM accounted for only 53.5%, while the second and third were for 32.7% and 13.7% respectively. The fourth and last POM was below $1 \times 10^{-13}$%. The energy of the first POM, in this example, is lower than the 62% energy obtained with the cube grid template. This loss in energy seemed to have been redistributed to the third POM, as the energy of the latter almost doubled. The results presented here, show that the POMs energies were more scattered for the heart grid template method as opposed to the cube grid template, despite accurate solutions being obtained.

![Figure 6.50: Comparison of the PODI solution obtained from a heart template of 347 nodes against the EFG solution.](a) PODI solution. (b) EFG solution.

Even though the displacement field error norm and contour plot slice, of Fig. 6.50a, showed good results, the overall deformation of the bi-ventricle at the end of the diastole still contained a few localised and irregular mesh distortions as shown in Fig. 6.51. These irregularities were individual nodes having non-smooth random movements. This therefore led to a non-smooth displacement field plot which was dominant around the right ventricle and specially at the intersection of the left and right ventricular walls. These localised irregularities were supported by the fact that some registration processes, even though being successful globally over the whole heart, visually showed unsuccessful mapping around the LV-RV wall connection, which can be observed in Figs. 6.47f, 6.48f and 6.49f. One of the main reason for the unsuccessful mapping, was that these locations contained sharp edges, which the CPD algorithm had difficulty in handling properly. Also, this problem can be accentuated, especially when not enough nodes are present around those corners, leading to a lack of information for the registration algorithm to work properly.
To solve this problem, the impact of different nodal densities used for the heart grid template on the registration process was investigated. As such, four additional heart templates were considered. The geometry of the templates was kept the same as before. The discretisation was on the other hand refined continuously, leading to more elements and nodes. The discretisation refinement steps were similar to the cube grid discretisations given in Tab. 6.13, which ensured comparable results. The previous heart template was labelled as HG-1, while the refined discretised models were labelled HG-2 to HG-5. Tab. 6.15 is given below to indicate the number of nodes of each heart template.

<table>
<thead>
<tr>
<th>Heart grid</th>
<th>HG-1</th>
<th>HG-2</th>
<th>HG-3</th>
<th>HG-4</th>
<th>HG-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>347</td>
<td>448</td>
<td>533</td>
<td>714</td>
<td>977</td>
</tr>
</tbody>
</table>

Table 6.15: Heart grid template with different mesh discretisations.

Using the new heart templates, the performance improvement was separately investigated for the registration of the dataset and problem-at-hand geometries, and also for the projection of the solution fields back and forth from the template geometry. Starting with the CPD registration, the mean distance of the nodes, the average minimum element angle, and the element shape, were the criteria used to assess the quality of the registration. The compiled results are given in Fig. 6.53.
Figure 6.52: Registration of perturbed BV-3 mesh.
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From Fig. 6.53a, it was found that the mean distance decreased continuously with the increase in the number of template nodes. This effect indicated that the registration had been enhanced, leading to the lowering of the average distance between the template nodes and the registered dataset nodes. The average minimum angle and shape of the registered heart elements also showed improvement. As indicated by the curve in Fig. 6.53b and Fig. 6.53c, the minimum angle and shape increased gradually as more grid nodes were provided, moving closer to their reference points, shown as dotted lines on their respective plots, being the unperturbed mesh configuration. Based on these results, it can be deduced that providing more points to the mesh template promotes better registration with less mesh distortion. This point can be supported by a visual inspection of the registration given in Fig. 6.52. In all the three cases, the registration appeared to ameliorate around the LV-RV connection and the RV wall at the basal and apical region.

Following the registration phase, the PODI calculations were carried out. The results were extracted and the errors computed. The displacement field error shows, in Fig. 6.54a, an improvement of 25% as the number of template grid nodes increased. The left and right ventricles volumes behave similarly as their error dropped by 21% and 81% respectively, as shown in Fig. 6.54b and Fig. 6.54c. Finally, with respect to the end-diastole deformation, the final mesh configuration was found to be in better condition. From results obtained with the heart template grid HG-1 to HG-4, irregular mesh distortions were still observed, but with decreasing numbers and severity as the grid nodes number increased. Using HG-5, no distortions were visible. The deformed meshes are given in Fig. 6.55.

The energy evolution of the different PODI calculations were the final results analysed. As in the case of the cube grid calculations, the three most dominant POMs were conserved to achieve the minimum energy requirement. This was due to the scattered energies across the four POMs. However, the influence of this effect was limited as the number of grid nodes increased. Based on Fig. 6.56, it was found that the energy of the first POM changed from 53% to 77%. This rise correlated to the POD being able to extract the modes in a better way and also isolate the dominant modes more appropriately. For the POD to behave this way, it meant that the projection of the dataset solution fields was carried out consistently on the template heart, indicating that all the details of the solution fields were conserved. Hence, these results confirmed that increasing the number of template nodes led to better PODI solutions, as the registration produced better mappings, which promoted both better interpolation and more accurate POMs.

Figure 6.53: Evolution of the mesh quality measures as the number of template nodes increases.
Figure 6.54: Variation of the $L_2$-error norm as the number of heart template nodes increases.

(a) Number of heart grid nodes: 347.  
(b) Number of heart grid nodes: 448.  
(c) Number of heart grid nodes: 533.  
(d) Number of heart grid nodes: 714.  
(e) Number of heart grid nodes: 977.  
(f) EFG.

Figure 6.55: PODI displacement field solution obtained with heart template grid nodes ranging from 347 to 977. The last plot is the exact EFG solution, included for comparison.
6.5 PODI modelling of the full heart cycle

This section carries out a single full heartbeat reduced order calculation to demonstrate the ability of PODI to be easily extended to the modelling of different heartbeat phases. This consisted of simulating the diastole filling, isovolumetric contraction, ejection and isovolumetric relaxation.

6.5.1 Temporal standardisation approach

As stated in Section 3.4, the diastole filling calculation was the only pressure-driven phase. That is, the pressure was applied incrementally till the end-diastolic pressure was reached during the EFG simulations. These increments were re-adjusted continuously and depended on the numerical stability of the calculation. All EFG simulations carried out in the previous sections were found to have consistent increments. That is, the simulation time steps were the same across all datasets of a database. However, in the case of isovolumetric contraction, ejection and isovolumetric relaxation, the setup was different. During those phases, the calculation was displacement-driven. That is, a volume change was prescribed in the form of a displacement field on the nodes along the cavity wall, and the ventricular pressure was solved for. This method led to robust calculations under multiple loading conditions, as demonstrated in Skatulla and Sansour [2]. For a displacement-driven calculation, especially during the active tension phase, the simulation time is a function of the sarcomere length, which in turn is a function of the strains, as given in Eq. (3.49) and Eq. (3.51). Since for different stress scaling coefficients and fibre directions the strain state changed at the end of the diastole filling, each simulation started the isovolumetric contraction phase with a different sarcomere length and consequently, different relaxation times. Hence, the simulation timeline of every heart problem evolved as a function of the stress scaling coefficients and fibre directions, even though the active stress and Windkessel parameters remained constant. This effect led to calculation-step sizes and the number of steps being inconsistent across datasets. As such, at any point along the simulation timeline, two heart states of two datasets, could be out of phase. For example, one heart could still be at the end of isovolumetric contraction while another was already in the ejection phase. The evolution of the simulation timeline could not be dealt with using the current implementation of the PODI method. To solve this problem, a time standardisation scheme was proposed.
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Figure 6.57: Visual representation of a PODI calculation based on the time standardisation process.
The time standardisation scheme consisted of defining a standardised timeline to which the dataset simulation timeline and its corresponding solutions were converted. This standardised timeline is a series of equally spaced time points that span over a whole heartbeat cycle, and are referred as template simulation time steps or standardised time steps. The conversion process consisted of interpolating the dataset solution fields to the standardised timeline. Once done, the PODI calculation could proceed as previously described in Section 5.3.3. The PODI results obtained belonged to the reference timeline as shown in Fig. 6.57. One major problem encountered during the early implementation stage of this approach was that the last simulation time step of each phase of a heartbeat was not properly captured. This was because as the timeline was discretised by a uniform time interval, it was very unlikely that a standardised time step would fall exactly at the change of a heartbeat phase. Very small time intervals could be considered to minimise this problem, but the PODI calculation time would then be negatively impacted. To circumvent this problem, a modified approach was undertaken where the time discretisation process was not utilised over a full heartbeat, but instead, across each phase of a heart beat. To do so, the simulation time step at the start and end of each cardiac phase were identified. The template simulation time steps were then determined by discretising the cardiac phase timeline between the start and end point. For each dataset, their cardiac phases were split into equal numbers of time points, to form a vector of template simulation time steps, $\mathbf{T}_i^p$. Here, $i$ corresponds to the dataset and $p$ represents the phase of the heartbeat, $p \in \{DF, IC, EJ, IR\}$ with $DF$ being the diastole filling, $IC$ the isovolumetric contraction, $EJ$ the ejection and $IR$ the isovolumetric relaxation. At that moment, the template simulation time steps did not have any associated solution fields. To obtain these solution fields, a new set of PODI calculations was carried out. The goal of this new set of PODI calculations was to interpolate, on a low-dimensional space, the non-standardised timeline solution fields to the standardised fields. In this case, an interpolation scheme was built up based on the actual time steps of the non-standardised timeline, referred to as a temporal PODI calculation. The Temporal PODI calculation approach has been used in the literature [46] to obtain smooth transition of results across a specific time-frame. However, it should be noted that this type of PODI calculation was different to the one presented in Section 5.3.1, where the interpolation scheme was set up around material parameters, and is alternatively known as a parametric PODI calculation.

In the temporal PODI calculations, the supporting time steps are found in the non-standardised timeline vector, $[\mathbf{T}]_i^p$ and are used to interpolate for $[\mathbf{T}]_i^p|_T$, where $T$ is one of the template time steps. Hence, the interpolants are defined through:

$$[\mathbf{T}]_i^p = N_{time}^{MLS} \cdot [\mathbf{T}]_i^p.$$  \hspace{1cm} (6.4)

Regarding, $U_I$, the ensemble data matrix of the temporal PODI calculation, it is built differently to that proposed in Section 5.3.1. In this case, the columns no longer represented the solutions of different parametric datasets at a specific time step, as shown in Fig. 6.58a. Instead, the solution for a particular parametric dataset at different non-standardised time steps were stacked column-wise, as given in Fig. 6.58b. Thus, the POMs extracted represented the behaviour of the ensembled solution field, across the selected time steps. The number of rows of the two different ensemble matrices were the same, as the degrees of freedom of the solution fields did not change. With the data matrix and interpolation scheme set up, the temporal PODI calculation could be carried out for all reference time steps of every selected dataset.
After the standardisation of the datasets timeline and solution fields, the next step was to create the standardised timeline for the PODI problem-at-hand. The current procedure employed is the interpolation of the starting and ending time steps of each phase from the selected datasets. To do so, those end time steps were first compiled in vectors defined by: the start of diastole filling, $T^{SD}_{i}$, start of isovolumetric contraction, $T^{SC}_{i}$, start of ejection, $T^{SE}_{i}$, start of isovolumetric relaxation, $T^{SR}_{i}$, and finally, the end of isovolumetric relaxation, $T^{ER}_{i}$. The end of diastole filling, end of isovolumetric contraction and end of ejection were not considered since they were technically the same as the start of isovolumetric contraction, $T^{SC}_{i}$, start of ejection, $T^{SE}_{i}$ and start of isovolumetric relaxation, $T^{SR}_{i}$, respectively. An example of the end time steps identification for a dataset, $i$, is given in Fig. 6.59 and the compilation of time step vectors was carried out as follows:

\[
\begin{align*}
[T^{SD}]^{T} &= [T^{SD}_{1}, \ldots, T^{SD}_{i}, \ldots, T^{SD}_{m}] \\
[T^{SC}]^{T} &= [T^{SC}_{1}, \ldots, T^{SC}_{i}, \ldots, T^{SC}_{m}] \\
[T^{SE}]^{T} &= [T^{SE}_{1}, \ldots, T^{SE}_{i}, \ldots, T^{SE}_{m}] \\
[T^{SR}]^{T} &= [T^{SR}_{1}, \ldots, T^{SR}_{i}, \ldots, T^{SR}_{m}] \\
[T^{ER}]^{T} &= [T^{ER}_{1}, \ldots, T^{ER}_{i}, \ldots, T^{ER}_{m}],
\end{align*}
\]
where $m$, is the number of selected datasets for the PODI calculation. Once these end time step vectors were compiled, an interpolation scheme was carried out along each end time steps’ vector of the PODI problem-at-hand. The MLS interpolation scheme was again employed here and is built up from the selected-datasets parameters, since, as indicated earlier, the latter was responsible for the evolution of the simulation time steps. The interpolation process was carried out for each end-point vector as follows:

$$\hat{T}^e = N \cdot \mathbf{T}^e,$$

(6.10)

where $e \in \{\text{SD, SC, SE, SR, ER}\}$. Once the end time steps of the problem-at-hand were obtained, the standardised timeline, $\hat{T}^e$, were determined. The parametric PODI calculation, which was the same as the PODI calculation given in Section 5.3, could take place afterwards to obtain the solution fields of the time steps, $\hat{T}^e$, of the problem-at-hand.

### 6.5.2 Numerical example

With the time standardisation process introduced, an example was considered. For the full heart cycle PODI problem, a bi-ventricle model, different to the one given in Section 6.2.1, was used. The new geometry was a replicate of the idealised BV given in [97]. The idealised BV is shown in Fig. 6.60.

![Figure 6.60: The idealised bi-ventricle model.](image)

The geometry was discretised using linear tetrahedral elements resulting in 193 nodes and 550 elements. As Dirichlet boundary conditions, the border lines, lying on the surface of the base were treated as elastic springs, set to a constant value of $1 \times 10^{-2}$ kN mm$^{-1}$, while the base surface’s movement along the $z$-axis was prevented. As Neumann boundary condition, surface pressures were applied to the left and right ventricle. However, in this example, the left ventricle end-diastole surface pressure, $P_{LV}^{ED}$, varied between 1.0 kPa and 2.0 kPa, as it was used to create a database. Using an increment of 0.25 kPa, a one-dimensional database was constructed with $P_{LV}^{ED} \in \{1.00, 1.25, 1.75, 2.00\}$. The pressure of $P_{LV}^{ED} = 1.50$ kPa was not included as it represented the problem which PODI was run for. It should be noted that the dimensional space of the database was different to previous PODI examples that were considered, as they were based on material parametric dimensions. To prevent numerical instabilities during the full-scale simulation of the datasets, the left ventricular to right ventricular pressure ratio was set to 1.1:0.95, as given in [2]. Using the specified left ventricular pressure, the right ventricular
pressures were consequently determined, as given in Tab. 6.16. Finally, the values of the cardiac material parameters for the active stress and WindKessel model were as given in Tab. 6.17 and Tab. 6.18 respectively. Regarding the time standardisation calculation, each phase of a heartbeat was discretised into a total of 100 time steps. Hence, the total number of time steps for a full heart beat cycle was 400. The temporal PODI computation was then carried out using an energy conservation level of 99.9%.

<table>
<thead>
<tr>
<th>Ventricle</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure (kPa)</td>
<td>1</td>
</tr>
<tr>
<td>LV</td>
<td>1.00</td>
</tr>
<tr>
<td>RV</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 6.16: PODI database constructed from different ventricular pressures.

<table>
<thead>
<tr>
<th>$T_{\text{max}}$</th>
<th>$Ca_0$</th>
<th>$Ca_{0}^{\text{max}}$</th>
<th>$B$</th>
<th>$l_0$</th>
<th>$t_0$</th>
<th>$m$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>135.7 kPa</td>
<td>4.35 µmol</td>
<td>4.35 µmol</td>
<td>4.75 µm</td>
<td>1.58 µm</td>
<td>80 ms</td>
<td>1.0489 s µm$^{-1}$</td>
<td>−1.429 ms</td>
</tr>
</tbody>
</table>

Table 6.17: Active stress parameters.

<table>
<thead>
<tr>
<th>C (mm kPa$^{-1}$)</th>
<th>R (kPa s mm$^{-3}$)</th>
<th>R$_0$ (kPa s mm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LV</td>
<td>4000</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>RV</td>
<td>1000</td>
<td>$4 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 6.18: Three-element Windkessel parameters.

Following the PODI calculation, the results were analysed. The first set of results looked at was the performance of the ROM calculation. Using only one processor, the full EFG simulation took about 6.5 h, while the PODI computation lasted, on average, for 10.5 s. This showed that PODI is about 2200 times faster. This PODI computation time was slightly lower than those recorded in Section 6.3.1 due to the fact that only 5 s was spent in reading the off-line dataset results from the hard-disk medium, as opposed to 10.5 s in the previously referred to section. If the reading time had not counted, then the current PODI calculation would have been about 40% higher. This increase in calculation time was due to a higher number of calculation steps being processed; 401 in this example as opposed to only 58 in Section 6.3.1. The time standardisation procedure itself took about 2.8 s, which was only about 26% of the total calculation time. This standardisation time could have been reduced if fewer standardised time steps were used. The displacement field calculations took around 0.084 s, which represented an increase of 55% over the same calculation time recorded in Section 6.3.1, and can be again attributed to the higher number of steps being processed.
Figure 6.61: Solution field error across the diastole, isovolumetric contraction (ICV), ejection and iso-volumetric relaxation (IVR).

With regard to the accuracy of the solution, a different approach was undertaken to define the exact result against which the PODI results could be compared. Since the full-scale simulation results were based on a different series of time steps, they also had to be standardised. For this standardisation procedure, a temporal PODI calculation was again carried out. However, a 100% energy conservation was specified in order to conserve most details of the exact solution during the reduced order interpolation. This process is acknowledged to introduce errors which, however, can be considered minimal and negligible. After the exact results had been determined using EFG, the PODI calculations accuracy was then investigated. On average, the error norm of the displacement, stress and strain fields was 0.044, 0.06 and 0.038, respectively. However, it was observed that those errors were not equally distributed across the different phases of a heartbeat, as shown in Fig. 6.61. The highest error was recorded during the isovolumetric contraction phase. It was about 1.5 to 2 times higher than the diastole filling phase. Those of the ejection and isovolumetric relaxation phases were considerably lower, as they were about 78% less than that of the diastole filling phase. These error values showed very little variation, as the energy conserved varied from 70% to 100%. But for the pressure-volume relationship of the left ventricle, some benefits were observed. At 70% of the energy conserved, the distribution of the left ventricle PV error across the phases was similar to the displacement, stress and strain field. The pressure volume curve during the IVC showed non-physical behaviour where an expected straight line was found to be broken and skewed in different directions. Yet, as the conserved energy was increased to 100%, the accuracy of the calculation increased, showing that the pressure-volume error norm during IVC decreased from 0.011 to 0.05. This decrease in error is reflected on the PV plot in Figs. 6.62a, 6.62b and 6.62c for the energy conservation of 70%, 90% and 99.99% respectively. Additionally, it was observed that the PODI PV loop of the left and right ventricles seemed to fit as expectedly between the PV loops of the PODI calculation selected datasets, as shown in Fig. 6.63 and Fig. 6.64. The end-diastole, end-IVC, end-ejection and end-IVR volume and pressure recorded were in accordance with the trend-line established from the database. Interestingly, it was noted that the PODI calculation managed to capture the convergence point of the dataset PV curves for both the left and right ventricle, that occurred during the ejection phase.

The results provided above show that the most unstable region of the PODI calculation during a full heartbeat occurred across the isovolumetric contraction phase. On the left and right ventricular PV loops, given in Fig. 6.63 and Fig. 6.64, it can be observed that the IVC phase was the only region where the difference in volume between the closest selected datasets was larger. This difference was not visible during the diastole filling, but was partly present at the start of ejection, and minimal during the
isovolumetric relaxation phase. Due to the volume difference, the most dominant proper orthogonal modes during IVC were less energetic, as shown in Fig. 6.65, where the energy of the first POM dropped from 99% to around 60% during the IVC time steps. Another unstable region was observed across the heartbeat timeline when looking at the number of POMs conserved, as shown in Fig. 6.66. As expected, an increase in POMs conserved took place during the IVC. But that increase was also maintained during the start of ejection. However, across the region where the curves of both the neighbouring datasets met, the number of POMs conserved decreased. This decrease was due the POMs extracted by the POD being more energetic, as the dataset solution fields were almost the same. Still, at the end of ejection, the difference in the dataset volumes was larger, again causing an increase in the number of POMs conserved. During the isovolumetric relaxation phase, the dataset volumes were closer to each other, leading to only a few POMs being conserved. However, at the end of the IVR, the number of POMs conserved increased as the diastole phase started again, with a larger difference in dataset volumes. Based on these results, it could be concluded that the instabilities in the PODI calculation of a heartbeat arise principally during the IVC and also at the phase transition of IVC to ejection, ejection to IVR and IVR to diastole. As such, at those regions it is important to provide more solution fields to the PODI calculation. Hence, an approach where the standardised steps are more concentrated in those regions and the PODI calculation have a larger number of selected datasets, can lead to smaller errors.
Figure 6.62: Comparing the left ventricular pressure-volume curve generated by EFG against PODI at increasing energy conservation levels.
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Figure 6.63: Left ventricular pressure-volume curve of the PODI selected dataset and the PODI solution.

Figure 6.64: Right ventricular pressure-volume curve of the PODI selected dataset and the PODI solution.

Figure 6.65: Change of the left ventricular volume and energy of the most dominant mode.

Figure 6.66: Change of the left ventricular volume and number of POMs conserved.
Part IV

Proper Orthogonal Decomposition with Interpolation-based Material Parameter Optimisation
Chapter 7

Levenberg-Marquardt Method

7.1 Introduction

ROM calculations are often used to speed up computationally expensive methods that require simulation results as input. One of these computationally expensive methods is parameter optimisation. Several studies have been conducted to investigate the coupling of ROM and optimisation techniques. For example, Rozza et al. [181] applied the Proper Orthogonal Decomposition to transport mechanics, Choi et al. [179] used a gradient-based optimisation scheme along with interpolated POMs to achieve realistic wing design of an aircraft, and van Doren et al. [182] used a reduced optimisation in the context of water-flooding a heterogeneous reservoir. In the end, all of them managed to accelerate their computations while still maintaining a reasonable level of accuracy. The PODI method provides a very fast means of obtaining full solution fields of unknown problems. Consequently, using this advantageous characteristic can be helpful in accelerating other highly computationally demanding calculations or methods where those solution fields are used as input. One such method that was looked at in this research is the Levenberg-Marquardt Algorithm (LVM), which is a parameter identification or curve-fitting tool that helps in fitting functions to data points. In cardiac modelling, such tools are often required to find material constants from experimental data or physiological behaviour of the heart, such as end-diastolic volumes. Given that cardiac modelling is computationally expensive, coupling the PODI method with the LVM algorithm helps in finding those parameters faster and more efficiently.

The application of PODI along with optimisation methods has been observed in the literature, for example, in My-Ha et al. [183]. My-Ha et al. employed a form of PODI with a least square optimisation method within the framework of free surface shape response as a result of bubbles. To that extent, they achieved close to real-time optimisation. Iuliano and Quagliarella [67] also employed the PODI method with Radial basis function along with an evolution optimisation algorithm for the aerobic shape design of an airfoil. The difference between their work and this study, is the usage of PODI with a different interpolation method along with the application of LVM for parameter identification of the heart material properties.
7.2 Theory

7.2.1 Cost function

The Levenberg-Marquardt method consists of minimising the sum of square distance errors between data points and a function. To do so, the method entails the following steps: (i) An initial error is computed between the computed data points or the entire fitted function and a corresponding reference; (ii) the parameters which need to be optimised are perturbed; (iii) a new error is computed; and (iv) the new error and the old one are compared against each other.

The definition of LVM is constructed from a nonlinear least-square optimisation ansatz. Here, the theory by Guyon and Riche [78] is adopted. Consider a vector of experimental data, $z$, to which a function, $f(x)$, is to be fitted. The function is defined by a set of unknowns, $x$, which belongs to a $n$-dimensional hypercube parametric domain, $S \subset \mathbb{R}^n$. As such, the so-called cost function of the LVM is posed at any iteration $k$ in terms of the first order linearisation of $f(x_k)$ as:

$$\min_{x \in S} J_{LVM} = \frac{1}{2} \| f(x_k) + \nabla f(x_k) (x_{k+1} - x_k) - z \|^2$$

subject to $g(x) = \frac{1}{2} \| x_{k+1} - x_k \|^2 - \delta_k < 0$, (7.1)

where $\| \cdot \|$ is known as the $L_2$-norm. The constraint introduced in Eq. (7.1) is used to enforce a stopping criterion with a specified threshold, $\delta_k$. Therefore, the change in the parameter values is not allowed to move beyond a trusted region, which in this case is the boundary of the hypercube, $S$.

$\nabla f(x_k)$ is the gradient of the function, $f$, with respect to $x$ and is called the Jacobian, $J = \nabla f(x_k)$. Following the solving of the LVM problem, the corresponding equation is obtained:

$$\left( \nabla f(x_k)^T \nabla f(x_k) + \lambda_{LVM}^k I \right) (x_{k+1} - x_k) = -\nabla f(x_k)^T (f(x_k) - z) .$$

(7.2)

$\lambda_{LVM}^k$ is the Lagrange multiplier constant and $I$, the identity matrix. $\nabla f(x_k)^T \nabla f(x_k) = J^T J = H$ is referred as the Hessian matrix. It is a square matrix whose size is dictated by the number of parameters in $x$, i.e. $n$. In order to find the update of the parameter vector, $x_{k+1}$, in the LVM algorithm, Eq. (7.2) is restated such that:

$$x_{k+1} = x_k - \left( \nabla f(x_k)^T \nabla f(x_k) + \lambda_{LVM}^k I \right)^{-1} \nabla f(x_k)^T (f(x_k) - z) .$$

(7.3)

Although the presented equation behaves very well in some cases, it has a critical flaw. As discussed by Transtrum and Sethna [184], LVM, as it is, can become insensitive if the magnitude of the parameters in $x$ differs dramatically when moving along some parameter space where the cost function forms a plateau. In those regions, the search algorithm tries to find a minima by significantly increasing the parameter values, which causes so-called parameter evaporation. In order to remedy this problem, the solution of replacing the identity matrix from Eq. (7.3) with another term to allow for automatic re-scaling of the parameters has been established [185].

In order to find an automatic way of rescaling the parameters after every step, an approach based on replacing the identity matrix by a damping term, which is a function of the Jacobian, is considered. To do
so, the LVM equations are first reformulated by a scaled variable for each iteration \( k \) [78]:

\[
\mathbf{D}_k \bar{x} = x. \tag{7.4}
\]

\( \bar{x} \) is the vector of scaled parameters and \( \mathbf{D}_k \) is a diagonal matrix which is positive definite. The choice of a representative term for the diagonal matrix is based on two conditions. The first condition is when some prior knowledge of the parametric space surrounding the solution is known. In such cases, the starting set of parameters is placed along the diagonal of \( \mathbf{D}_k \). For the second condition, where there is a lack of information, the Jacobian is utilised in the form of:

\[
\mathbf{D}_i = \frac{\partial}{\partial x_i} f \left( x_k \right) \tag{7.5}
\]

where \( i \in \{1, \ldots, n\} \). A special scenario that can occur is when one of the entries of the Jacobian is 0. This consequently results in unreliable iteration steps which can cause instability issues [78]. Hence, a practical solution to this problem is to replace 0 with the value from the previous iteration, \( k - 1 \), of the same entry. With the scaling variable defined, Eq.(7.1) is reformulated by substituting Eq.(7.4) into its minimisation constraints:

\[
\begin{align*}
\text{minimise} & \quad J_{\text{LVM}} = \frac{1}{2} \| f \left( x_k \right) + \nabla f \left( x_k \right) (x_{k+1} - x_k) - z\|^2 \\
\text{subject to} & \quad \bar{g} \left( \bar{x} \right) = \frac{1}{2} \| \bar{x}_{k+1} - \bar{x}_k \|^2 - \delta_k < 0.
\end{align*} \tag{7.6}
\]

Solving Eq. (7.6) leads to:

\[
\left( [\mathbf{D}_k]^T \nabla f^T \nabla f + \lambda_{\text{LVM}}^k \mathbf{I} \right) (x_{k+1} - x_k) = - [\mathbf{D}_k]^T \nabla f^T f \left( x_k \right) - z. \tag{7.7}
\]

Multiplying the above equation by \([\mathbf{D}_k]^T \) and substituting in Eq. (7.4), the formulation, proposed by Marquardt, is recovered:

\[
\left( \nabla f^T \nabla f + \lambda_{\text{LVM}}^k [\mathbf{D}_k]^T \mathbf{D}_k^{-1} \right) (x_{k+1} - x_k) = - \nabla f^T f \left( x_k \right) - z. \tag{7.8}
\]

\([\mathbf{D}_k]^T \mathbf{D}_k^{-1}\) is referred as the *damping matrix* and ensures that the LVM algorithm is insensitive to parameter rescaling. By setting \([\mathbf{D}_k]^T \mathbf{D}_k = \mathbf{I}\), Eq. (7.2) can be recovered. \( \lambda_{\text{LVM}}^k \) is defined as the *damping parameter* as it regulates the contribution of the damping matrix when computing \( x_{k+1} \) for the next iteration step.

### 7.2.2 Search path

The search direction undertaken by the LVM method is controlled by the damping parameter, \( \lambda_{\text{LVM}}^k \), in Eq. (7.2). In order to illustrate this, two scenarios are looked at. Firstly, \( \lambda_{\text{LVM}}^k \) is set very high, therefore causing the unit matrix to be more dominant than the Hessian matrix, \( \nabla f^T \nabla f \). Consequently, Eq. (7.2) can be simplified to:

\[
\left( \lambda_{\text{LVM}}^k \mathbf{I} \right) (x - x_k) = - \nabla f \left( x_k \right)^T f \left( x_k \right) - z. \tag{7.9}
\]
With the term $-\nabla f(x_k)$ being a descent direction opposite to the gradient function, $f$, Eq. (7.9) looks very similar to the steepest descent method, which is known to find the region of the solution very efficiently, but to be very slow in converging to the solution [186]. In the second scenario, $\lambda^{LVM}$ is assumed to be very small, leading to a negligible influence of the dampening effect on the LVM algorithm. As a result, Eq. (7.2) simplifies to:

$$\left( \nabla f(x_k)^T \nabla f(x_k) \right) (x - x_k) = -\nabla f(x_k)^T (f(x_k) - z).$$  \hspace{1cm} (7.10)

The computation of the next iterative step of Eq. (7.10) takes the form of $x_{k+1} = x_k - \frac{-\nabla f(x_k)^T}{\nabla^2 f(x_k) / \nabla f(x_k)} (f(x_k) - z)$, which relates to a Gauss-Newton-type formulation, which is known to converge very rapidly in vicinity of the solution [187]. In this sense, the damping parameter initially takes large values until reaching the close neighbourhood of the solution. Its value then decreases to ensure rapid convergence. Consequently, the Levenberg-Marquardt method is considered to be robust, as it made up of two gradient methods which complement each other.

### 7.2.3 Parameter constraints

Parameter constraint methods are important in LVM to restrict movement of the algorithm over specific parametric ranges. This restriction can be crucial in certain cases when a function is only valid along a particular range. One such case is the linear elastic equation which only allows the Poisson ratio to span from $-1$ to $0.5$ in order to yield positive Young’s Modulus [188].

In this research, a simplified boundary enforcement method was employed. For each parameter, their lower bound and upper bound will be explicitly indicated in two vectors: $x_{\min}$ and $x_{\max}$ respectively. Such bounds ensure that the parametric domain is a hypercube. To guarantee that the LVM algorithm stays within these bounds, the latter are applied as constraints to the LVM formulation in the following manner [78]:

$$\begin{align*}
\text{minimise} & \quad J_{LVM} = \frac{1}{2} \| f(x_k) + \nabla f(x_k) (x_{k+1} - x_k) - z \|^2 \\
\text{subject to} & \quad g(x) = \frac{1}{2} \| x_{k+1} - x_k \|^2 - \delta_k < 0 \\
& \quad x_k + (x_{k+1} - x_k) - x_{\max} \leq 0 \\
& \quad -x_k - (x_{k+1} - x_k) + x_{\min} \leq 0.
\end{align*}$$  \hspace{1cm} (7.11)

To formulate the Lagrange function as in Sec. 7.2.1, Lagrange multipliers are introduced. However, due to additional constraints, $\mu$ and $\gamma$ is utilised along with $\lambda^{LVM}$. By imposing the Kuhn and Tucker conditions,
Eq. (7.11) evolves into:

\[
\begin{pmatrix}
\nabla f (x_k) \nabla f (x_k) + J_k^{LVM} I
\end{pmatrix} (x_{k+1} - x_k) + \mu + \gamma = -\nabla f (x_k)^T (f (x_k) - z)
\]

(7.12)

\[\mu_i (x_{k,i} + (x_{k+1} - x_k)_i - x_{\text{max},i}) = 0 \quad (7.13)\]

\[\gamma_i (-x_{k,i} - (x_{k+1} - x_k)_i + x_{\text{min},i}) = 0 \quad (7.14)\]

\[\mu \geq 0 \quad (7.15)\]

\[\gamma \geq 0 \quad (7.16)\]

\[x_k + (x_{k+1} - x_k) - x_{\text{max}} \leq 0 \quad (7.17)\]

\[-x_k - (x_{k+1} - x_k) + x_{\text{min}} \leq 0. \quad (7.18)\]

The Kuhn-Tucker conditions, Eqs. (7.13) - (7.14), ensure that either the maximum or the minimum parameter boundary violation is targeted depending on which is applicable. As such, the following conditions are implied:

\[
\mu \begin{cases} 
0 & \text{if } \gamma \geq 0, \\
\geq 0 & \text{if } \gamma = 0,
\end{cases}
\]

\(h_i = \lfloor x_{\text{max},i} \rfloor - \lfloor x_k \rfloor \quad (7.19)\)

The imposition of those boundary constraints falls under the category of constraint optimisation problems [189]. As such, the active set method is used [78].

### 7.2.4 Jacobian

One of the important aspects of the Levenberg-Marquardt algorithm is to correctly compute the Jacobian. The latter is crucial since it defines the Hessian matrix which must be inverted in order to compute the parameter step, that is, its update. Inappropriate estimation of the Jacobian can lead to non-invertibility or singularity issues such that the changes in parameters are incorrectly calculated.

The Jacobian is also referred as the sensitivity matrix [190] due to the fact that it represents the change in the cost function, \(f (x)\), with respect to the change in parameter, \(x\), and is represented as:

\[
J = \nabla f (x) = \begin{bmatrix} 
\nabla f_1 (x) \\
\vdots \\
\nabla f_m (x)
\end{bmatrix} \quad (7.20)
\]

\[
= \begin{bmatrix} 
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_m}{\partial x_1} & \cdots & \frac{\partial f_m}{\partial x_n}
\end{bmatrix}, \quad (7.21)
\]

where \(m\) is the number of points laying along the curve of the cost function and \(n\), the number of parameters. Setting up the Jacobian requires evaluating the derivative of the cost function in close form. However, the PODI or EFG methods do not include the underlying formulation of the cost function, as the derivatives of such functions are not available. In order to circumvent this problem, different methods exist [187]. Two very popular methods to estimate the Jacobian are the Broyden rank-1 and the central difference method. The Broyden rank-1 can provide good convergence and stability. However, it can also
very likely not be able to find the solution [184], and sometimes introduces error for highly non-linear
problems [191]. As such, the forward difference method is made use of in the following form [187]:

\[
J_{ij} = \frac{\partial f_i}{\partial x_j} = \frac{f_i(x + \delta x) - f_i(x)}{\|\delta x\|}.
\] (7.22)

The estimation of the Jacobian is the most expensive part of the LVM algorithm. It requires \( n \) full
scale simulations if the size of \( x \) is \( n \). If \( n \) is quite large, then the total simulation time is correspondingly
large.

### 7.3 Implementation details of LVM

Following the theoretical introduction of the LVM algorithm, the implementational details of LVM is
presented in a flow chart (Algorithm 2). In particular, it illustrates the procedure to update \( \lambda^{\text{LVM}} \) which
includes the use of an additional scaling parameter, \( \nu^{\text{LVM}} \). Moreover, different stopping mechanisms are
also implemented. One of them is used to define the completion of an iteration and can only be satisfied
if the error due to the new parameter, \( \epsilon_{\text{new}} \), is smaller than the updated one. If this is the case, then the
parameter vector, \( x \), is updated along with \( y \) to compute a new scaling and Hessian matrix. However, in
the case that the error due to the new parameter is not smaller, then \( x, y \) and the scaling matrix, \( D \), remain
unchanged. In this case the iteration is not considered completed. \( \lambda^{\text{LVM}} \) is then updated and consequently,
the parametric step, \( h \), is re-computed. This whole sequence is then repeated till \( \epsilon_{\text{new}} \) registers a drop.

### 7.4 Example

An example was considered, in order to explore the use of the Levenberg-Marquardt method. As such,
the MATLAB code developed by Guyon, the author of [78], was coupled with our in-house code SESKA,
introduced in Appendix A. At any stage where LVM needs to evaluate \( f(x_k) \), SESKA is executed in
order to run an EFG simulation.

The example consisted of a cantilever beam which was fixed on one end, setting all displacement
components \( u_x = u_y = u_z = 0 \), and subjected to a traction force of 1 N/m\(^2\) on the other end. The beam
was 10 m long with a square cross-sectional of 1 m \( \times \) 1 m as shown in Fig. 7.1. The geometry was then
discretised using hexahedral elements, leading to a total number of 189 nodes. A traction force was
applied in increments of 0.2 N/m\(^2\) to the free end. As constitutive law, a Saint Venant-Kirchhoff material
was used, formulated from the Poisson’s ratio, \( \nu \) and the Young’s modulus, \( E \).
Algorithm 2 Levenberg-Marquardt algorithm

1. Initialise $x, \gamma, y_{tol}, \lambda^{LM}, \nu^{LM}, \text{Max}_{\text{iterations}}$
2. Compute $y = f(x) - z$ and $J$
3. Num of experiment points, $N_{\text{exp}} = \text{length}(z)$
4. Average error, $\epsilon = \frac{\sqrt{y^T y}}{2N_{\text{exp}}}$
5. updateDH = true
6. while $k < \text{Max}_{\text{iterations}}$ do
  ▷ Update $D$ and $h$
   7. if updateDH = true then
      8. Setup $D$
      9. Determine $r = -\nabla f (f(x_k) - z)$
      10. Calculate $H = \nabla f^T \nabla f$
      11. updateDH = false
      12. $G = H + \lambda^{LM} D^{-T} D^{-1}$
   ▷ Boundary constraints calculation
   13. Parameter spacing, $h = \frac{r}{G}$
   14. Count number of violated bounds, $N_{VB}$
   15. while $N_{VB} > 0$ do
      16. Activate critical bound
      17. Enforce $h^{\text{viol}}_i$ from Eq. (7.19)
      18. Re-compute $h_i$ for non-active bounds
      19. Count number of violated bounds, $N_{VB}$
   20. $x_{\text{new}} = x + h$
   21. Compute $y_{\text{new}}$ and $J_{\text{new}}$ using $x_{\text{new}}$
   22. Find $L = \|f(x_k) - r\|^2 - \|f(x_k) + \nabla f (x_k) (x_{k+1} - x_k)\|$
      ▷ Determine $\lambda_{\text{new}}^{LM}$:
   23. Compute $\epsilon_{\text{new}} = \frac{\sqrt{y_{\text{new}}^T y_{\text{new}}}}{2N_{\text{exp}}}$
   24. if $2 \times N_{\text{exp}} \times (\epsilon - \epsilon_{\text{new}}) > (0.75 \times L)$ then
      25. $\lambda_{\text{new}}^{LM} = \frac{\lambda^{LM}}{\epsilon_{\text{new}}}$
   else if $2 \times N_{\text{exp}} \times (\epsilon - \epsilon_{\text{new}}) \leq (0.25 \times L)$ then
      26. $\lambda_{\text{new}}^{LM} = \lambda^{LM} \times \nu^{LM}$
   ▷ Conclude as one iteration if error is small
   27. if $\epsilon > \epsilon_{\text{new}}$ then
      28. $x = x_{\text{new}}$
      29. $y = y_{\text{new}}$
      30. $\epsilon = \epsilon_{\text{new}}$
      31. $k = k + 1$
      32. updateDH = true
   ▷ Check for stopping criterion:
   33. if $(\epsilon_{\text{new}} < \gamma)$ or $(\lambda^{LM} < 1 \times 10^{-20})$ or (norm $(h) < \gamma_{tol} \times \text{norm}(x_{\text{new}}))$ then
      34. Break
The LVM is used to optimise only parameter $E$ whereas $\nu$ is kept constant at 0.33. The admissible bounds of $E$ are demarcated by $x_{\text{min}} = E_{\text{min}} = 50 \text{ N/m}^2$ and $x_{\text{max}} = E_{\text{max}} = 25000 \text{ N/m}^2$. $f(x)$, which is equivalent to $f(E)$, is the final tip displacement, $u_E$, of the centre node at the cross-section surface of the cantilever beam’s free end. The reference tip deflection $z$ is obtained by running a preliminary simulation with $E = 1100 \text{ N/m}^2$ and therefore, it is expected that LVM will converge to this solution. The LVM parameters are set as follows: $\gamma_{\text{tol}} = 1 \times 10^{-10}$ and $\text{Max}_{\text{iterations}} = 500$. For a starting point of $x = E = 8000 \text{ N/m}^2$, the different scaling methods and the influence of $\lambda^{\text{LVM}}$ and $\nu^{\text{LVM}}$ are investigated by looking at the convergence quality and calculation stability through the number of completed iterations and the number of times the boundary constraints were violated. In particular, the following factors deserve closer inspection:

**Scaling methods:** The scaling matrix is important for the proper definition of the damping matrix and the convergence of LVM. To investigate this effect, three methods are looked at. In the first method, the scaling matrix is set equivalent to an identity matrix. For the second method, it is assumed that a prior knowledge of the parametric space is known and therefore the diagonal of $D$ is set using the initial parameters. Finally, in the third case, $D$ is set up using the Jacobian and therefore corresponds to Eq. (7.5). The results obtained are summarised in Figs. 7.2, 7.4 and 7.3.
From the plot of Fig. 7.2, it is found that all the three methods converged to the exact solution. However, each required a different number of iterations. When the damping matrix is set as an identity matrix, LVM takes far more steps and also overshoots the solution when close to the convergence point. Such an observation is also made with regard to the initial parameter scaling method, but in the case of the latter, the calculation takes considerably less iteration steps while activating the boundary constraint algorithm only four times, as seen in the histogram of Fig. 7.4. Yet, for the case of the damping matrix defined by the Jacobian, the convergence to the solution is more smooth without overshooting the solution, and less likely to move out of the parametric space. As such, the Jacobian method was chosen in this research.

**Damping parameter, \( \lambda_{\text{LVM}} \):** The damping parameter \( \lambda_{\text{LVM}} \) directly influences the step size of LVM by regularising the contribution of the damping matrix and by alternating between the steepest descent method and the Gauss-Newton method. To observe its effect on the calculations, a wide spectrum of magnitudes of \( \lambda_{\text{LVM}} \) is investigated, ranging from \( 1 \times 10^{-3} \) to \( 1 \times 10^{3} \).
Figure 7.5: Change of Young’s Modulus across iterations for different values of $\lambda^{LVM}$.

Figure 7.6: Change in number of iterations and violated bounds of LVM with respect to different values of $\lambda^{LVM}$.

Figure 7.7: Evolution of $\lambda^{LVM}$ across iterations for different starting values of $\lambda^{LVM}$.

From Fig. 7.2, it is found that as $\lambda^{LVM}$ increases, the convergence of LVM to the solution is more smooth, with the occurrence of overshooting of the solution being less likely. This rise in stability seems to have also been achieved due to a decrease in the number of violated bounds but an increase in the number of iterations, as shown in Fig. 7.6. A gradual increase of $\lambda^{LVM}$ from $1 \times 10^{-5}$ to $1 \times 10^3$ implies a gradual shift of the LVM initial marching phase mechanism from the Gauss-Newton to the steepest descent method. On Fig. 7.7, it can be seen that even though a low $\lambda^{LVM}$ value is started with, the algorithm favours an initial increase of lambda, up to 10, in order to favour the steepest descent mechanism. 10 is also the value after which no boundary violation is recorded. For any $\lambda^{LVM} > 10$, $\lambda^{LVM}$ exponentially decreases (Fig. 7.7 uses a logarithmic y-scale axis) in order to eventually favour the Gauss-Newton method.

Scaling parameter, $\nu^{LVM}$: To determine how fast the transition should happen between the two convergence mechanism of LVM, $\nu^{LVM}$ is used. If there is a negative change in error in the cost function, $\nu^{LVM}$ is used to decrease $\lambda^{LVM}$ while for a positive change, $\nu^{LVM}$ then is used to increase $\lambda^{LVM}$. To estimate its influence on LVM algorithm, $\nu^{LVM}$ is varied from 1.1 to 10.
From the results obtained from Fig. 7.8, it is found that when $2 < \nu^{LVM} \leq 3$, LVM converges smoothly and does not move beyond the solution point. However, Fig. 7.9 shows that the number of violated bounds and iterations decreases as $\nu^{LVM}$ increases. The reason for such an effect is, if $\nu^{LVM}$ is small, then a large number of iterations are spent around the region of large gradients, which is far from the solution. Lower $\nu^{LVM}$ values leads to a smaller increase in the initial $\lambda^{LVM}$, value as expected, due to $\lambda^{LVM}_{k+1} = \lambda^{LVM}_k \times \nu^{LVM}$. However, it is critical that the influence of the steepest descent method is reduced, once the parameters are close to the solution.
Chapter 8

Application of PODI to the Levenberg-Marquardt Method

In this section, parameter identification of cardiac mechanics problems using the Proper Orthogonal Decomposition with Interpolation and the Levenberg-Marquardt method (PODI-LVM) is investigated. Considering that the LVM-based computational inverse parameter optimisation is an iterative procedure involving a multitude of sequential numerical simulations, it is expected that the fast computation times achieved by PODI will significantly decrease computational costs of this task.

As such, two heart model examples are looked at where the end-diastole volume is targeted by searching for suitable material parameters. The first model is a single parametric domain, which is used to verify and validate the coupled Levenberg-Marquardt and the current PODI implementation, while the second example deals with a more complex problem where the database is multi-dimensional. At the end of the calculations, the performance impact on calculation time and accuracy are compared against a conventional full-scale modelling approach using the Element-free Galerkin method coupled with the Levenberg-Marquardt method (EFG-LVM).

8.1 Single-dimensional problem

For a single-dimensional problem, a heart geometry consisting of only the left ventricle is investigated. The geometry is defined by two half-truncated ellipsoids, according to:

\[ \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1, \]  

(8.1)

where \( a \) and \( b \) refer to the diameters while \( c \) relates to the depth of the ellipsoid. For a circular cross-section ellipsoid, \( a = b \). Two separate ellipsoids of different diameter are created, one for the epicardium and another one for the endocardium. The dimensions and the depth to diameter ratio have been chosen such that the epicardium defines the end-systolic volume of a human left ventricle. Using a prescribed wall thickness, the dimension of the larger-diameter ellipsoid can consequently be obtained. The experimental data used to construct the ellipsoids are given in Tab. 6.1. The Neumann and Dirichlet boundary conditions used are identical to the ones applied to the bi-ventricle in Section 6.2.1. The
geometrical discretisation consists of 937 irregularly spaced mesh-free particles resulting in 2811 degrees of freedom, as shown in Fig. 8.1.

Figure 8.1: Left ventricle used for 1D LVM calculations.

In terms of material properties, most of the cardiac passive material parameters of Eq. 3.10 are fixed. $a_1 \ldots a_6$ are given in Tab. 6.5 and $A_{\text{comp}}$ is set to 100 kPa. The fibre angles are also kept constant with $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$ being $-57^\circ$ and $59^\circ$ respectively. The stress scaling factor, $A$, is the only parameter that is allowed to vary. As such, it will be the parameter optimised by the LVM algorithm to produce the approximated solutions.

The choice of the parametric range of $A$ is based on the approach taken in Section 6.2.3, where the experimental upper and lower bound of end-diastole volumes are employed. As such, the new limits of $A$ for the LV are found to be 0.02 kPa and 0.28 kPa. One interesting side observation made is the difference in the range of $A$ for the LV and BV model, where the latter is found to be between 0.04 kPa and 0.22 kPa. Such a variation can be explained by the absence of a right ventricle. Here, the optimization target for LVM is chosen as an end-diastolic volume of $V_{\text{ED, target}} = 110 \text{ mL}$ which is located in the centre of the parametric space. In practice, the target volume would usually be obtained from clinical results. The starting value of stress scaling parameter, $A_{\text{start}}$, is given to be 0.26 kPa such that the left ventricle end-diastole volume is far from the targeted one and the LVM will be able to produce an elaborate path that will allow observation of the characteristics and differences between the LVM-PODI and LVM-EFG methods.

The above setup provides enough information to start the standard EFG-LVM-based parameter optimisation procedure. However, for the case of the PODI-LVM-based approach, a database of pre-computed full-scale simulation results is still required to be populated. These simulations need to cover the whole range of parameters previously specified for $A$ and produce different end-diastolic volumes defining the upper and lower bounds of the database. Within those bounds, a parameter spacing of 0.02 kPa is selected to produce in total 14 full-scale simulation datasets. The end-diastole volume distribution across the database is given in Fig. 8.2.

With the LVM problem described, the calculations are then carried out. The PODI-LVM simulation is overall considerably faster. It took about 131 s using only one processor, while the EFG-LVM simulation took about 134 327 s, equivalent to 1 d and 13.3 h, using 2 processors. This result was as expected since
standalone PODI calculations had already been proven in Section 6.3.1 to be completed within less than 15 s.

Given that PODI simulations introduce additional approximation errors in their results when compared to EFG, it is also expected that the end point of the PODI-LVM and EFG-LVM will be different. This is because the PODI results fed into the LVM algorithm are interpolated from pre-existing full-scale simulation results, whereas EFG results have been obtained by continuously solving the governing equations for each LVM-updated value of $A$. In this sense, different optimisation paths and results may arise. An analysis of the current end result of the LVM algorithm supports this fact. For the PODI-LVM, $A_{\text{end PODI}}^{\text{PODI}} = 6.42 \times 10^{-2}$ kPa while for EFG-LVM, $A_{\text{end EFG}}^{\text{EFG}} = 6.438 \times 10^{-2}$ kPa is achieved. If the EFG-LVM is considered the exact solution, then the error of the PODI-LVM simulations is computed to be about 0.35%. The path of both methods is very similar, as shown in Fig. 8.3. This observation is confirmed, as the PODI error of $A$ is always below 1% across all LVM iterations. Based on these error values, which are considered to be negligibly small, it can be deduced that the accuracy of the PODI-LVM solution is acceptable.

Other aspects of the PODI-LVM algorithm are also analysed. Firstly, the evolution of the parameter $A_{\text{LVM}}$ is plotted against the LVM iterations, as shown in Fig. 8.4, and are found to be the same for both PODI and EFG, respectively. Secondly, this study looked at the evolution of the LVM’s Hessian matrix for both methods. Their general evolutions are similar, however, the gradients using PODI are significantly smaller for the last three iteration steps, as can be seen in Fig. 8.5. This difference may indicate that PODI and EFG act on two different error planes. In this study, the term “error-plane” refers to the evaluation of the cost function (Eq. 7.1) using $V_{\text{ED target}}$ across the parametric space. Since the PODI gradients are consistently higher than the EFG one, it is believed that the PODI error plane is also different and more specifically, steeper than the EFG one.
Combining LVM with POD, that is, the use of POD as a reduced order method but without interpolation, it is found that it results in fewer iteration steps than when using actual full-scale simulations [72]. In this research, however, where PODI was employed instead, the behaviour closely resembles that of EFG simulations. Such behaviour may be an indication that PODI better conserves the inherent qualities and behaviour of the full-scale simulations as provided by the corresponding datasets. A common trait across both POD and PODI optimisation calculations is that they are of several magnitudes faster than the standard approach, that is, LVM-EFG.

With the single-dimension parameter optimisation showing promising results, the complexity of the problem is now raised to a multi-dimensional problem that is investigated in the next section.

### 8.2 Multi-dimensional problem

For the multi-dimensional LVM problem, two types of complexities are introduced. Firstly, in addition to the elastic stress-scaling factor, $A$, the anisotropy characterised by parameters $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$, is included in the list of parameters to be varied. Secondly, a bi-ventricle model is used instead of a single ventricular one. The required database makes use of the existing BV database created in Section 6.3.2. The same levels of parameter domain discretisation are considered so that the convergence and accuracy of the PODI-LVM algorithm can be studied. There are four levels of discretisation refinement, namely PODI-DB1, PODI-DB2, PODI-DB3 and PODI-DB4.
(a) Left ventricular end-diastolic volumes (unit: mL).

(b) Right ventricular end-diastolic volumes (unit: mL).

Figure 8.6: Ventricular end-diastolic volumes across the level 4 discretised database.

The distribution of the left and right ventricle end-diastole volumes is given on a 4D plot in Fig. 8.6. The three axes of the plots are the parameters $A$, $\theta_{epi}$ and $\theta_{endo}$. Every dataset is represented by a circle which is then shaded in a colour-coded format referring to different ventricular volumes. The bright yellow colour defines a maximum volume, which is 155.17 mL for the LV and 158.89 mL for the RV. The lowest volume, which is 77.45 mL for the LV and 106.61 mL for the RV, corresponds to the dark blue colour. Hence, any volume between the upper and lower bound of the range is interpolated, as represented on the colour bar.
Using the 4D plots generated, the volume distribution is analysed in order to understand the influence of each parameter on the BV model. In Fig. 8.6a, it can be observed that as the value of $A$ and $\theta_{\text{epi}}$ decrease while $\theta_{\text{endo}}$ increases, the left ventricular volume rises. This behaviour can be explained by assessing each parameter individually. In the case of the stress scaling coefficient, decreasing its magnitude leads to a less stiff myocardium, which therefore allows the left ventricular wall to be more compliant during expansion. For $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$, the corresponding decrease and increase of angles leads to the fibres being more closely aligned with the longitudinal axis of the LV and consequently larger end-diastole volume, a similar observation also reported by Palit et al. [192]. This alignment is believed, to favour less resistance along the circumferential direction of the ventricle, leading to more expansion in the transverse direction and allowing the diameter of the ventricle to extend effortlessly. Regarding the right ventricle, similar behaviour is observed, showing that the effect of the stress scaling coefficient and fibre angle are similar across the heart. Due to this reason, an approach where both the left ventricular and right ventricular volumes are used to find the material values, is deemed inadequate. If the two ventricular volumes are selected such that they are located at opposite sides of their respective volume-parameter domain (Fig. 8.6a and Fig. 8.6b, respectively), then the solution obtained using the LVM is bound to be not feasible, and is unrealistic. Instead, a point in the domain representing a compromise will be targeted. Consequently, this approach is not pursued.

In this research, the left ventricular volume was the sole data used in the parameter identification process. This choice was made at the expense of the right ventricular volume, based on the fact that the left ventricular wall is mechanically the dominant part in a BV model and is therefore more likely to dictate how the heart behaves globally.

With the database populated, the LVM problem is next defined. The energy conserved is set to 99% and the targeted end-diastole volume is specified to be 110 mL for the left ventricle of the BV. $\lambda_{\text{LVM}}$ and $\nu_{\text{LVM}}$ are both set to their default values, which are 1 and 0.5 respectively, as indicated in Section 7.4. The stopping criterion specified an accuracy of $1 \times 10^{-2}$ which is deemed reasonable since the magnitude of the targeted volume is of several orders higher. The parameter optimisation calculation is carried out for both the EFG and PODI method, with the former representing the exact solution.

<table>
<thead>
<tr>
<th>Type</th>
<th>No. of datasets</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>PODI-DB1</td>
<td>8</td>
<td>$A = 0.145$, $\theta_{\text{epi}} = -63.16$, $\theta_{\text{endo}} = 76.28$</td>
</tr>
<tr>
<td>PODI-DB2</td>
<td>27</td>
<td>$A = 0.112$, $\theta_{\text{epi}} = -63.87$, $\theta_{\text{endo}} = 73.74$</td>
</tr>
<tr>
<td>PODI-DB3</td>
<td>125</td>
<td>$A = 0.104$, $\theta_{\text{epi}} = -63.44$, $\theta_{\text{endo}} = 72.91$</td>
</tr>
<tr>
<td>PODI-DB4</td>
<td>729</td>
<td>$A = 0.106$, $\theta_{\text{epi}} = -62.89$, $\theta_{\text{endo}} = 73.71$</td>
</tr>
<tr>
<td>EFG</td>
<td>-</td>
<td>$A = 0.104$, $\theta_{\text{epi}} = -63.27$, $\theta_{\text{endo}} = 73.30$</td>
</tr>
</tbody>
</table>

Table 8.1: Final optimised parameter values.

The first set of results analysed is the calculation speed. On average, PODI-LVM took about 631 s while EFG-LVM lasted for about 1 d and 17 h, or more precisely, 147 025 s. As expected, parameter optimisation using PODI is by a factor 233 quicker than with EFG. In both cases, 24 consecutive simulations are required. The number of required PODI simulations remained constant for the different
parameter domain discretisation refinements. Likewise, the number of iteration steps for both the PODI-LVM and EFG-LVM, is exactly the same. In total, five iteration steps are required to converge to a solution. On the other hand, with regard to the optimisation path taken and the solution reached, some differences could be observed. The end points reached by both methods are summarised in Tab. 8.1. In all cases, the PODI results are close to the ones achieved by EFG, with a targeted end-diastolic LV volume of 110 mL. However, it is noticed that the least accurate results are obtained with the coarser discretised databases, namely PODI-DB1 and PODI-DB2. With increasing discretisation, the accuracy improved, where PODI-DB3 and PODI-DB4 provided the best fit. This trend is also confirmed when looking at the evolution of each parameter across the LVM iterations, as given in Fig. 8.7. As the database is built from precomputed EFG simulation results, it can be expected to find for PODI-LVM a similar optimisation path and behaviour as that observed for EFG-LVM. This was indeed found for a decreasing parameter domain spacing, which is in line with the results of the single-dimensional parameter domain investigated in Section 6.3.2.

![Graphs showing progression of parameters across LVM iterations](image)

Figure 8.7: Progression of the parameters across the LVM iterations.

An interesting observation is also made from the plots in Fig. 8.7 when comparing the error of the final value of each parameter as obtained with PODI-LVM. The maximum $L_2$-error norm, across the different stress scaling coefficients, reaches as high as 0.4, which is considerably higher when compared against $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$ where the highest error is only about $4.1 \times 10^{-2}$. This discrepancy can be related to the preliminary study done in Section 6.3.2. There, it is observed that, as opposed to other parameters, $A$ had more impact on the accuracy of the PODI solution when the databases are refined. This is deduced from the plots in Fig. 6.33 where comparing the error gradients of each parameter, showed that refining
the parametric spacing of $A$ leads to a bigger drop in error. Given that the same BV databases are used here, different sensitivity of the interpolation with respect to parameters $A$, $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$, as previously reported in Section 6.3.2, can also be expected to affect the PODI-LVM results. Indeed, refining the parameter spacing of the datasets with respect to $A$ shows greater improvements in solution accuracy. For $\theta_{\text{epi}}$ and $\theta_{\text{endo}}$, the change in error across the database is already minimal. As such, refining the datasets spacing along those parameters, does not provide a greater gain in accuracy.

Further investigations are carried out to determine the effects of different influence radii on LVM. In order to have a wider range of supporting nodes, the database with the highest refinement level, PODI-DB4, is used. The radius, $r_{\text{database}}$, is expanded in 10 equally spaced increments, where $r_{\text{database}} \in [D, 2D]$ and $D$ is the uniform distance between two parametric points. Consequently, the 10 calculations are labelled as PODI-R1 to PODI-R10. The POD energy conservation is fixed at 99%. The generated results are analysed and plotted in Figs. 8.8a - 8.8c. From these figures, it can be observed that the change in influence radius does not lead to drastic changes in the final solutions of the LVM. All the PODI solutions are close to the EFG-LVM one, without any apparent trends. The convergence behaviour of both the EFG-LVM and PODI-LVM calculations, is the same as each of the required five iterations.

Finally, the variation in energy conserved is considered. As above, the PODI-DB4 database is utilised to mobilise a different number of datasets, leading to a large spread of energies which can be investigated. To favour the latter, the influence radius is chosen slightly larger. Consequently, on average, 51 datasets are selected, with the minimum being 27 on the border of the database and a maximum of 64 in the middle. The targeted volume and cut-off tolerance values of the LVM algorithm are kept to 110 mL and
From the results obtained, the parametric solution difference between EFG-LVM and PODI-LVM is measured via the $L_2$-error norm for their respective energy conservation level and is plotted in Fig. 8.9. A general trend across the plot shows that the errors decrease as energy increases. However, from 70% to 95% and from 99.9% to 100%, no consequent changes are registered. For the former range, only 1 POM is conserved (as given in Fig. 8.12), indicating that the first POM accounted for more than 95% of energy while for the second range, it is believed that low energetic POMs could not influence the change in error norm as those behavioural modes are noises with negligible effect. In-between 95% and 99.9%, a sharp drop of error is registered, leading to a deeper investigation of the path direction undertaken by the PODI-LVM calculations. For all conserved energy levels, the first step of the LVM-PODI calculations are the same in terms of datasets mobilised. This is because of the direction of descent, which is the gradient of LVM, yet to be computed, leading the initial gradient to be the same and the supporting datasets to have similar parametric points along each parametric dimension, as given in Tab. 8.2. However, in the next step, the descent direction is computed from the previous step. Since the previous step is influenced by the energy conserved, the descent direction changes across the different levels of energy conserved. Since they are all different, the gradient of descent is considered to be a function of the energy conserved by PODI. The descent direction generally influences the trajectory of the PODI-LVM calculation. However, in this case, the change in gradient of descent is only influential for those calculations where higher levels of energy are conserved. This can be seen when comparing the two energy groups of range 70% to 95% and 99% to 100%. With the path direction changing, the supporting datasets also change. The parametric points of the new supporting datasets, for the energy conservation levels of 99% to 100%, along each parametric dimension is compiled in Tab. 8.3. With Tab. 8.2 and Tab. 8.3 compared, it can be found that for parameter $A$, the dataset referring to $A = 0.1525$ kPa is removed at the expense of $A = 0.0625$ kPa, where the latter is indeed closer to the EFG-LVM reference solution of $A = 0.104$ kPa. For $f_{ep}$, the datasets of the parametric points associated with $f_{ep} = 59.25^\circ$ are added, while none are removed. Since the new supported datasets are closer to the actual solution and more datasets are available to adequately define the POMs, a sharp increase in calculation accuracy is obtained.

The sharp accuracy increase is localised around 99% which can again be attributed due to the different error plane generated and consequently leads to a different path. Due to the discrete parameter domain, a slight change of path leads to different mobilised datasets. As can be seen in Fig. 8.11, the 99% calculation mobilised around 54 datasets, which is more than those for the energetic range of 70% to 95% and more than those of 99.9% to 100%. As such, it is believed that for the 70% to 95% case, not enough datasets are available to generate accurate MLS interpolants, whereas those of 99.9% to 100% provided too much data, which consequently lead to a more smoothing effect than interpolatory ones. Hence, the 99% energy PODI calculation mobilised the right amount of datasets to give the most accurate solution.

Finally, with regard to the performance of PODI-LVM, each of the calculations took on average 3517 s to converge to the solution. This value is higher than the one recorded at the start of this section, where it is around 630 s. The main reason for such an increase is due to the usage of a larger influence radius, which mobilises a higher number of datasets. Across the conserved energies, the PODI calculation times are found to increase, as shown in Fig. 8.10, which is to be expected due to the increase in POMs used for interpolation. Additionally, this gradual increment is due to the process of reading a different number of datasets as shown in Fig. 8.11, which on average took more than 80% of a PODI-LVM calculation time.
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Figure 8.9: Parametric error as the energy conserved is varied.

Figure 8.10: Change in LVM-PODI time with respect to energy conserved.

Figure 8.11: Change in number of datasets used for the PODI-LVM calculation with respect to energy conserved.

Figure 8.12: Change in POVs with respect to energy conserved for the LVM-PODI calculations.
Parameters selected datasets

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Selected datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A ) (kPa)</td>
<td>0.175, 0.1975, 0.22</td>
</tr>
<tr>
<td>( f_{\text{epi}} ) (°)</td>
<td>48, 50.25, 52.5</td>
</tr>
<tr>
<td>( f_{\text{endo}} ) (°)</td>
<td>55, 59.25, 63.5</td>
</tr>
</tbody>
</table>

Table 8.2: Parameters selected by PODI-LVM along each parametric dimension during the first iteration.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Energy conservation range, %</th>
<th>Selected datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A ) (kPa)</td>
<td>70-95</td>
<td>0.085, 0.1075, 0.13, 0.1525</td>
</tr>
<tr>
<td>99-100</td>
<td>0.0625, 0.085, 0.1075, 0.13</td>
<td></td>
</tr>
<tr>
<td>( f_{\text{epi}} ) (°)</td>
<td>70-95</td>
<td>61.5, 63.75, 66</td>
</tr>
<tr>
<td>99-100</td>
<td>59.25, 61.5, 63.75, 66</td>
<td></td>
</tr>
<tr>
<td>( f_{\text{endo}} ) (°)</td>
<td>70-95</td>
<td>67.75, 72, 76.25, 80.5</td>
</tr>
<tr>
<td>99-100</td>
<td>67.75, 72, 76.25, 80.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.3: Datasets selected for each parametric dimension and energy conservation level.
Part V

Summary, Conclusion and Future work
Chapter 9

Summary

Following the results and observations given in Chapters 6 and 8, the key findings of this research work are now highlighted and summarised. The main aspect of this research is to achieve real-time time modelling of the heart, which corresponds to a calculation frequency that is greater than 300 Hz. Additionally, the quality of the results is analysed and ways to enhance their accuracy are investigated.

The first example that was considered was a benchmark problem written in MATLAB. The latter was a strut subjected to a wave force travelling back and forth. A database of varying Young’s modulus values was constructed and the PODI calculation ran for Young’s modulus located in the middle of the parametric domain. The results obtained and presented in Section 6.1 were promising, with the calculation time ranging between 16 s to 19 s, which was 24 times speedup compared to full-scale simulations. However, it was found that 76% of the calculation time was spent on reading off-line results stored on a storage medium, which in this research was a hard-disk. Generating the MLS interpolants took about 0.5 s while the PODI calculation took on average 3.9 s. For the displacement field, the calculation frequency of 1009 Hz per step was reached. The error was found to be minimal across the displacement field results. Further study was carried out on the ensemble matrix of the PODI calculation in order to find out whether the zero-mean or non-zero-mean method is better since, across the literature, such as [1, 29, 137, 152, 153, 156, 157, 158], no general consensus was found. Using the same strut example, both methods were compared. It was first found that the zero-mean method increased the calculation time by 50% to 65%, compared to the non-zero-mean method. This was due to the additional operations of computing the column mean vector using the ensemble matrix and then subtracting it from every column of the ensemble matrix. For the zero-mean ensemble matrix, it was found that the energy of the first POM was redistributed to the less energetic ones. However, due to the subtraction process leading to a decrease of magnitude in the entries of the zero-mean ensemble matrix, the last POMs often had an associated low or negative energy. Nevertheless, the zero-mean was found to adequately capture the dominant modes as an increase in solution accuracy of up to 60% was achieved, for the range of 80% - 99% energy conserved.

With these encouraging results, the PODI method was implemented in C++ to increase its overall efficiency when dealing with cardiac examples. A cardiac example was considered in this work, which was a bi-ventricle 3D model constructed from dimensions extracted from experimental data, and was presented in Section 6.2. From there, a fibre generator algorithm was implemented to assign one fibre and
two cross fibre directions to the heart geometries in order to have a realistic heart model behaviour. The algorithm, based on the work of [102], was modified using Rodrigues’ rotation formula in order to have a varying sheet and sheet-normal fibre directions across the transmural direction of the heart’s ventricle, as given in Section 3.4.1.3. In the first example discussed in Section 6.3.1, a single parametric database of a BV model was constructed. The parametric domain, in this case, was defined using the stress scaling coefficient, and each dataset consisted of diastole filling solution fields. The PODI calculation was found to be 2050 times faster than the Element-free Galerkin method full-scale simulation, as it took only 14.05 s. The computation of the displacement field of the BV for a single step was found to be carried out at a frequency of 1074 Hz. The total calculation time of the displacement, stress and strain fields were found to be ready within 0.43 s. The accuracy of all the results was high, especially the pressure-volume curve relationship, which is an important information for medical doctors, had a $L_2$-error norm below $6 \times 10^{-3}$. The evolution of the displacement field and pressure-volume curve error across the parametric domain was analysed and found to be higher at the boundary than in the middle. This behaviour is rooted in the general MLS interpolation characteristics, which arises due to the availability of fewer data at the boundary. This also demonstrates that the PODI method inherits some of the main characteristics of the interpolation scheme it makes use of. A comparison of the zero-mean method against the non-zero mean method was also investigated in this example. The same behaviour, noted in the benchmark problem, was also observed here. However, in this case, the calculation time was longer by only 3%, while the accuracy of the displacement field solution increased by 55% between the energy conservation range of 80% – 99%. As such, it was decided that the zero-mean method would be set as the default PODI calculation set-up.

The next step of this research work was then to carry out a multi-dimensional PODI calculation while looking at the evolution of the error norm when different parametric discretisation and the MLS supporting zone were used. In this case, three parameters were used to establish the parametric domain as shown in Section 6.3.2. They were the stress scaling coefficient and the two fibre angles, on the endocardium and epicardium. The first investigation that was carried out was monitoring the influence of reducing the parameter spacing in the parametric domain. In this case, it was found that the error was most sensitive to the stress scaling parameter, as its error gradient was higher than the fibre angles. As such, smaller stress scaling parameter spacing will lead to a faster decrease in error. The second most sensitive parameter was found to be the endocardium fibre angle, followed closely by the epicardium fibre angle. The second investigation consisted of looking at how the support radius of the MLS interpolation influences the PODI calculation, and more specifically, the optimum number of supports required to produce the most accurate solutions. From the results presented, it was found that the most reliable solutions were obtained when the support radius is very localised. That is when only the two closest datasets across each parametric dimension were chosen. Consequently, running a PODI calculation using the 8 neighbouring datasets from the current 3D parametric database led to solution fields that were found to be more accurate than those obtained with the single parametric PODI calculation. In terms of displacement field calculation speed, a calculation frequency of 909 Hz was achieved. This frequency was found to be within the operational frequency range of 500 – 1000 Hz of haptic devices [30].

Afterwards, in Section 6.4 the PODI procedure was extended to accommodate data extracted from arbitrary heart anatomical configurations and corresponding mesh-free particle discretisations. This approach was found useful for patient-specific PODI cardiac modelling since every heart is geometrically
unique. A new database consisting of nine different hearts was created to represent a variation of unique hearts. They had different mesh configurations and shapes. Before carrying out the PODI calculation, a template grid was needed to standardise all solution fields of the datasets in order to extract their POMs. Once the PODI results were obtained, they were then projected to the geometry of the problem-at-hand. Two standardisation schemes have been investigated. The first was the cube grid method. The PODI calculation took on average 4 min. The costliest operation was standardising the solution fields of the datasets, as it took about 95% of the total time. The displacement field error norm was high and a visual inspection of the displacement plot revealed non-uniform deformations, which can be interpreted as being non-physical, across the whole geometry. Increasing the number of cube grid points decreased the displacement field error norm only slightly, while the calculation time increased linearly. The non-physical deformations on the surface of the problem-at-hand heart geometry were still present, the reason being due to the empty entries of the ensemble matrix being up filled with zeros. The second standardisation scheme was the heart template approach. In this case, the dataset hearts were first registered onto a template heart using the Coherent Point Drift algorithm. Since all dataset nodes were closely centred around the template nodes, empty entries were not encountered. The result obtained from this setup revealed that the solution fields were more smooth and accurate. However, some of the non-physical behaviours, observed in the cube grid approach, were still present. This was found to be due to the registration failing around sharp edges of the heart template geometry, where there was a lack of points. As such, template hearts with higher nodes densities were studied. Those template hearts were found to decrease the solution field errors, concentrate and increase the energy of the most dominant modes, and most importantly, prevent the occurrence of non-physical deformations. In terms of PODI calculation time, the heart template standardisation process took slightly longer than the cube template grid, as it was 5.8 min.

Next, a full heart cycle was modelled in Section 6.5. The main aspect of that section was the synchronisation of the phases of a heartbeat, the time standardisation procedure, and temporal PODI calculation. For that, a database was built using different LV end-diastole pressures, and applied to a bi-ventricle model. The results showed that PODI was about 2200 times faster than the full-scale simulation. In terms of error, the displacement, stress and strain fields were found to be within the reasonable limit. However, when the distribution of the displacement error was looked at across different phases of a heartbeat, it was found that the error during isovolumetric contraction was the highest, about three times higher than during diastole filling. This was confirmed when looking at the pressure-volume relationship of the LV, as a non-smooth curve was obtained during IVC. The ejection and isovolumetric relaxation phases had the lowest error overall. When a deeper investigation was carried out, it was found that the solution fields were the most different across the datasets during the IVC, as the cavity volumes of the datasets were far apart. A POV analysis revealed that the first POM during the IVC stage was less energetic. Consequently, the energy conserved had to be increased in order to obtain a low error solution field and smooth LV-PV relationship.

From the above results, it was deduced that PODI can produce solution fields of a problem-at-hand rapidly and accurately. As such, the final step of this research was to investigate the coupling of PODI with the Levenberg-Marquardt algorithm, a gradient-based optimisation algorithm. The first example that was looked at in Section 8.1, was an LV with a targeted end-diastole volume. The stress scaling was the only parameter allowed to vary. The PODI-LVM calculation was found to be about 1025 times
faster than the full-scale simulation, which was EFG-LVM. The end-parameter-point reached by both methods were slightly different. This slight difference was considered as an error by the PODI calculation, which was below 1%. This error was present during the whole convergence path of the PODI-LVM calculation. As such, it is believed that the PODI-LVM calculation may be acting on a different error plane to the EFG-LVM calculation. A second example, where the fibre direction along with the stress scaling parameter, was investigated. In this case, a bi-ventricle model was used and again the goal of the LVM calculation was to reach a particular LV end-diastole volume. The databases considered for the PODI-LVM calculations were the same as those in the multi-dimensional PODI calculation carried out. Overall, three different types of studies were conducted. The first one investigated the influence of decreasing parametric spacings. In that case, it was noted that the end-parametric point solution became more accurate. However, the drop of error was not the same across all parameters. Its drop was more consequent for the stress scaling parameter. This result was found to be in line with the earlier database sensitivity analysis carried out in Section 8.2, showing that the stress scaling parameter was the most error-sensitive parameter. The next investigation carried out was to look at the influence of changing the supporting radius of the PODI calculation for a fixed database discretisation. In this case, no drastic changes in error were observed. The last study to be conducted was the effect of an increase in energy conservation across the PODI-LVM calculation path. Here, it was found that, in general, increasing the conserved energy modified the LVM path and made the end-parametric-point more accurate. More importantly, it showed that, increasing the energy conserved, made the PODI-LVM act similarly to the EFG-LVM calculation. The main reason why this was the case was because the database of the PODI-LVM calculation was built using EFG calculations.
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Conclusion

From the results generated throughout this thesis, it can be deduced that real-time modelling of the heart is achievable. However, this would be feasible only under circumstances where the process time of reading datasets from a hard-disk medium, standardisation of steps and geometries, and post-processing of results are omitted. The actual PODI calculation itself is very efficient and fast. Even with an interpreted language such as MATLAB, calculation frequencies beyond 1000 Hz can be attained. To make use of this fast computation speed, the post-processing phase should be coupled with a fast visualisation tool in order to make the whole PODI calculation process adaptable to haptic environments.

Regarding the technical characteristics of the PODI method, several observations are made. Firstly, the POVs are good indicators of how dominant the behaviour or POMs are. A very sharp decline of the energies, from the most to the least dominant POM, indicates that the behaviour of the datasets have been easily identified. Hence, the PODI solution is likely to be accurate and generated in a short time frame, as only the few most dominant modes will be used. In the case where the energy is scattered across the POMs, difficulty in establishing the dominant modes is encountered. Hence, the accuracy of the PODI solutions drops dramatically. This has been found to be the case during, firstly, the degrees of freedom standardisation process, where the registration of the dataset geometry has not been carried out successfully, and secondly, during a full heart cycle simulation, especially with the IVC PODI calculation phase. The second observation made is with regard to the interpolation scheme of PODI. It is found that properties of the former directly influence the PODI calculation. The database analysis, along with the study of a different supporting radius, reveals the quality of the PODI solution fields to be affected by the MLS interpolation scheme. As such, choosing the adequate interpolation method is of prime importance. However, this decision process can be made easier if the smoothness of the ensemble data in the low-dimensional space is investigated, as noted by Tan et al. [165] and Burkardt et al. [140].

The other objective of this research dealt with the extension of the PODI method to the use of arbitrary meshes. This was also successfully achieved. Two methods were considered. The first, which is the cube grid template approach, has the advantage of providing faster solutions. However, it does not conserve the details of the datasets’ projected solution fields. As such, the PODI results were not smooth and accurate. This was due to the zero value introduced for any template mode lying outside the dataset heart geometry. Consequently, the interpolated solution assigned to the template nodes are derived from dataset solutions and the introduced zero-values. The heart grid template approach was found to work significantly better.
After the CPD registration, the details of the datasets projected solution fields are conserved and as such, the PODI results are smooth and carry less errors. The main reason for such effect is due to the enforcing of all dataset heart nodes to be around the template nodes after the registration. This, therefore, ensures that the template nodes are assigned interpolated solutions from the dataset solution fields only. However, this is only achieved if the template mesh has enough points during the CPD calculation to allow for a proper registration. One limitation found with both template approaches is that real-time modelling is difficult to attain. The registration process is computationally expensive due to the Point-In-Polygon problem and the projection of the solution fields in both approaches, and the CPD algorithm, in the heart template approach. Two ways that could perhaps solve these problems are by considering parallel computing of those algorithms, and to look for a fast, non-rigid transformation method.

The final step of this research was to look at the full heartbeat PODI calculation. A time standardisation method was implemented and found to work well. Its main advantage is that it can identify the start and ending time step of each phase of a heartbeat, which are found to evolve with different set of parameters. Hence, those time points can be found for any problem-at-hand calculation and thus, the new PV loop can be correctly reproduced. Additionally, the time standardisation process employs the temporal PODI calculation, which can be used to reduce the number of steps across any phase of a heart-beat for any datasets. Thus, the PODI calculation can still be carried out at real-time speed. The only limitation that was found during the time standardisation process is that high energy conservation values are required to ensure that accurate and smooth solutions are obtained during the IVC phase.

Finally, as a direct and useful application of cardiac mechanics PODI, its coupling with a gradient-based optimisation method such as the Levenberg-Marquardt algorithm, was explored. As expected, the PODI-LVM calculation speed was considerably faster. However, it was found to reach a slightly different solution. This difference was found to be present during the whole trajectory of the PODI-LVM calculation. Hence, it is believed that PODI could be acting on a different error plane than that of the EFG-LVM method. Nevertheless, it was observed that PODI-LVM was behaving in a similar fashion to the EFG-LVM method. One reason why this could be the case is due to the fact that the datasets of the PODI calculations where all constructed using EFG.
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Future work

The content of the future work presented below are some of the work that could further be investigated to enhance the applicability of cardiac modelling within the reduced order modelling framework:

**Linear properties of PODI.** The reconstruction of a displacement field from POMs and coefficients as shown in Eq. 5.1, shows that the POD method is a linear procedure. This is irrespective of whether the ensemble matrix from which the POMs were extracted contained non-linear data [126]. As such, the application of those POMs to non-linear problems raises a lot of questions about the approximative characteristics of the POD in generating results of high accuracy. Within the context of the PODI method, the usage of linear POMs to create low dimensional spaces over which non-linear data from the ensemble matrix are projected, is poorly understood. Hence, Tan et al. [165] and Burkardt et al. [140] questioned the smoothness of the coefficients in the reduced dimensional spaces. Yet, a rigorous mathematical investigation of the POD method can only be beneficial. Such a study could potentially help in understanding under which circumstances the POD generates optimal results, and more importantly, also, explain the behaviour of projected data in the low-dimensional space. In the context of the PODI method, this will essentially provide more details on the smoothness properties of the projected coefficients, and consequently help in choosing a more appropriate interpolation scheme.

**Non-uniform parametric domain.** In this work, only uniformly spaced parametric point domains have been investigated. These domains provide the advantage of consistent error distributions across the database, which consequently allows for analysis of the different methods coupled with PODI. However, in practice, such a domain setup is not recommended. One of the biggest problems that may be faced later, is database refinement. Usually, two ways can be considered for uniform database refinement. In the first case, a new grid can be continuously generated with a slightly smaller spacing. In such a condition, the whole database has to be recomputed again. In the second scenario, new dataset parametric points could be placed specifically in the middle, between every other existing parametric point. In that case, the previous simulated parametric points do not need to be recomputed. However, adding a new point between existing points leads to an exponential rise in the number of points to be created. In both strategies, database refinement is very time-consuming and thus, increasing the accuracy of PODI can be a very expensive process. Many researchers across the literature have devised different methods, which are commonly classified as sampling algorithms. One of them that looks favourable is the Latin
Hypercube [179], where points are randomly scattered across the domain. However, this procedure is constrained by the enforcement of at least one point along each dimension and a balance number of points across all the regions of the database, a tricky condition to achieve. A very promising alternative to the Latin Hypercube method is the use of a sample adaptive approach known as the Greedy Algorithm [179]. The Greedy Algorithm has been utilised in multiple research [178, 179, 193, 194, 195] and has provided the major advantage of avoiding the curse of dimensionality issue [178, 179]. The method is an iterative procedure based on an error estimate. The first step consists of first locating the maximum error in the parametric domain database, followed by the addition of a dataset of a full-scale simulation solution field at that particular parametric point. These two steps are then repeated until the maximum error drops below a specified-error-threshold. Hence, the generated database will always ensure that the POMs are of adequate quality to produce accurate solutions, while the cost associated with constructing a database can be driven down.

Parameter identification using both PODI and EFG. The LVM approach considered in this research is only on one calculation method, that is, either the PODI or the EFG method. An alternative scenario that can be considered is the usage of PODI and EFG together. In this setup, a calculation run of LVM will be based on the solution produced by PODI and EFG. This calculation will start first with PODI in order to locate the solution zone. The solution zone can be defined by a tolerance value, $\epsilon_{\text{zone}}$, where according to Section 7.3, $\epsilon_{\text{zone}} > \epsilon_{\text{new}}$. Once $\epsilon_{\text{zone}}$ is reached, EFG is then used instead of PODI in order to reach the solution. This hybrid setup, which will be computationally more efficient than EFG-LVM and less fast than PODI-LVM, can present some advantageous qualities. For example, the accuracy of the solution will now be highly dependent on EFG. As such, the database used for the PODI calculation does not need to be very accurate any more. The database parametric discretisation need only be at a level that will allow LVM to differentiate between local and global minima. Hence, the database generation can be less tedious. Secondly, in terms of computation efficiency, the hybrid method is expected to be better than the EFG-LVM method. The initial usage of PODI is expected to accelerate the solution zone search. The only calculation phase that will be computationally expensive, will be the convergence to the actual LVM solution using EFG. As such, $\epsilon_{\text{zone}}$ is likely to play an important role in determining how long the calculation will take. Assuming a too high $\epsilon_{\text{zone}}$ will lead to many EFG calculations.

Registration of patient-specific hearts. In this research, Magnetic Resonance Images (MRI) of patient-specific hearts were not available and as such, an idealised one was used. However, in practice, it is expected that MRIs will be available. A straightforward approach will be to create a 3D mesh geometry out of every series of MRIs and then to follow the PODI setup procedure, given in Section 5.4. However, an alternative method that could be looked at is the registration of the template mesh onto MRIs. This method does not require the creation of a geometry out of the MRIs before registering it on the template one, and will consequently reduce the time taken. In this new scenario, the template mesh is fitted to the left and right ventricle of the heart’s MRIs. Since the same template mesh is used for all patient-specific hearts, the total degrees of freedom are the same and their spatial location is attached to the same feature of every heart (e.g. apex, LV septal, RV basal, etc.). Hence, the $U_i$ matrix can still be assembled. Using this approach, the CPD registration procedure is no longer valid as it does not provide the ability to handle MRIs, which are binary images. To circumvent this problem, a 3D binary-mesh registration algorithm
can be used. These binary-based algorithms require a once-off conversion of the template heart mesh into binary images. These template binary images are then registered onto the patient-specific MRIs with a set of generated mapping functions. Using those mapping functions, the template mesh can then be deformed into the patient-specific ones. This method has proven to be successfully applied to complex geometries such as a carotid in [196] and also to heart geometries [197].
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Appendix
Appendix A

EFG Implementation

The element-free Galerkin method was implemented by Dr Sebastian Skatulla under the name of SESKA, by using a programming language called C++. Since C++ is a compiled low level programming language, its operations are carried out more efficiently and quickly on Processing Units, PU. The cardiac mathematical models introduced in Chapter 3 and calculation procedures given earlier in that chapter have been coded in such a way that they can be run on machines consisting of a single core or multi-core processors. To do so, SESKA makes use of the Message Passing Interface standard library, MPI. The library allows communication between processes belonging to the same program and initiated on different coresprocessors/nodes/clusters for data exchange and synchronisation. Through that interface, SESKA is able to split its internal workload into smaller tasks, which can be simultaneously processed by the PUs. Hence, SESKA has the ability to solve for small problems on a desktop computer and bigger ones on a high-performance machine such as the cluster, within a smaller time frame.

In addition to the MPI library, SESKA employs other libraries, such as: ParMetis, Linear Algebra Package and Portable, Extensible Toolkit for Scientific Computation, to carry out process-extensive work more efficiently:

- **ParMetis**: ParMetis is a parallelised library used to partition unstructured discretised domains consisting of meshes so that matrices, built when setting the equation system, are more likely to be sparse, use less memory, and are quicker to solve. To achieve this feat, ParMetis generates a graph of the mesh and sets up a re-ordering scheme of the nodes, while scaling efficiently as the problem grows bigger.

- **Linear Algebra Package**: The Linear Algebra Package, also known as LAPACK, is a set of Fortran routines built from the Basic Linear Algebra Subprograms (BLAS), and allows for linear algebra operations. Different scalar, vector and matrix operations can be performed from the three internally defined levels. Level 1 allows for vector only manipulations such as dot products. Vector-matrix operations is contained in level 2. Finally, level 3 enables matrix-matrix handling. Apart from these, other mathematical functions are available. Some of them are LU decomposition, LQ factorisation, computing inverse matrices and extracting eigenvalues and eigenvectors. One use of LAPACK in SESKA is to invert the moment matrix during the Moving Least Approximation calculation, as described in Section 5.3.2.
• **Portable, Extensible Toolkit for Scientific Computation**: Portable, Extensible Toolkit for Scientific Computation, abbreviated to PETSc, is a library which is used for data structures and solving partial differential equations for very large problems with the help of MPI. Several useful routines are available where sparse matrices can be handled and matrices efficiently assembled. A list of preconditioners is also present in order to enhance matrices in such way that numerical instabilities are less likely to be encountered during numerical solving. Additionally, different linear, Newton-based non-linear, and time stepping ordinary differential equation solvers are provided for faster and more stable solution convergence.
Appendix B

Point-In-Polygon Problem

During the DOF standardisation procedure, an interpolation scheme is set up to interpolate the solution of one mesh to the other before and after the registration process. In order to set up the interpolation scheme, MLS requires one to find an appropriate set of supporting nodes. This set of supporting nodes needs to be locally scattered around the point at which the interpolation is carried out. In this work, the element of the interpolation point is required to be inside the element whose nodes will consequently be defined as supporting nodes. Finding out if the interpolation point is inside an element correlates to a point-in-polygon problem (PIP).

Different algorithms can be used to solve the PIP [198, 199, 200, 201]. One method that has been employed in this research is the surface orthogonal method. In this method, the surface of a polygon is first rigidly transformed to align to the $x$ plane and is placed at the origin, as presented in Fig. B.1. Then, the rest of the polygon and the point in question are identified if they are lying in the same negative or positive regime of the $y$-axis. For a point to be considered inside the polygon, the rest of the polygon and the point in question must always lie in the same regime during the identification procedure of all surfaces.

![Figure B.1: Transformation of polygon to the new coordinate space.](image)

In this research a 3D surface orthogonal algorithm was implemented. To better explain the method, let us consider a point $P$, located in a hexahedral mesh discretised domain. The number of hexahedral
elements is $e_{\text{total}}$. Each hexahedral element is defined by 6 surfaces where each one is defined as $S_{e}^{i}$ with $i \in \{1, \ldots, 6\}$ and $e \in \{1, \ldots, e_{\text{total}}\}$. The number of nodes of the element is $n_{\text{total}}$, which is exactly 8 for a hexagonal element. To determine if $P$ belongs to a specific element, $e$, the following steps are carried out:

• Firstly, the surface $S_{e}^{i}$, is isolated and its three surface orthogonal vectors are determined.

![Hexahedral element in the global coordinate space.](image)

Figure B.2: Hexahedral element in the global coordinate space..

The first orthonormal vector is defined as one of the edges of the surface and is referred to as $l_{s}$. To obtain the surface normal, another edge vector $\tilde{l}_{s}$, different to $l_{s}$, is selected and a cross-product operation is carried out:

$$n_{s} = l_{s} \otimes \tilde{l}_{s}. \quad (B.1)$$

As such, $n_{s}$ is perpendicular to $l_{s}$. To obtain the third surface orthonormal vector, $m_{s}$, the following calculation is carried out:

$$m_{s} = n_{s} \otimes l_{s}. \quad (B.2)$$

The assembly of the three surface orthonormal vector forms a surface local basis matrix, $B$. In this case, $n_{s}$ has intentionally been placed at the end so as the face of the element always points upward in the transformed coordinate space.

$$B = \begin{bmatrix} m_{s}^T \\ l_{s}^T \\ \tilde{l}_{s}^T \\ n_{s}^T \end{bmatrix} \quad (B.3)$$

• Next, the whole element and point $P$ are transformed from the global Cartesian coordinate space to the local basis one using $B$. Additionally, a point is selected from the surface $S$ and defined as the origin by subtracting its coordinates from all nodal coordinates of the element and the point $P$. 
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Figure B.3: Transformation of hexahedral element to the local basis coordinate space.

- A point \( c \), which belongs to the element but does not lie on the surface, \( S \), is chosen. The sign of the coordinate entry, corresponding to the index of \( n_s \) in \( B \), of \( c \) is compared to the equivalent coordinate in \( P \). If the signs are the same, \( P \) can possibly lie inside the element.

- For a point to be considered inside an element, the above sign comparison should hold true for all surfaces of the same element.

A summary of the above explanation is given in the form of an algorithm in Algo. 3.

Algorithm 3 Point-in-polygon algorithm

1: Initialise: \( \epsilon_{\text{inside}} = -1, i = 0 \)
2: for \( e \) in \( e_{\text{total}} \) do
3: Extract the list of surface elements
4: Set \( i = 0 \)
5: for \( i \) in 6 do
6: Extract nodal surface details
7: Compute orthonormal vectors of the surface
8: Set up local basis transformation matrix, \( B \)
9: Transform nodes of element, \( e \), and point of interest, \( P \)
10: if element & point of interest lies in the same regime then
11: \( i = i + 1 \)
12: if \( i = 6 \) then
13: \( \epsilon_{\text{inside}} = e \)
14: break
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