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Abstract

Screening in mineral processing is the practice of separating granulated ore materials into multiple particle size fractions, and is employed in most mineral processing plants. Models of screening performance have been developed previously with the aim of improving process efficiency. Different methods have been used, such as physical modelling, empirical modelling, and mathematical modelling including the discrete element method (DEM). These methods have major limitations in practice, and experimental data to validate the models have been difficult to obtain. Currently, the design and scale-up of screens still relies on rules of thumb and empirical factor methods rather than a fundamentally based understanding of the behaviour of the granular system.

To go beyond the current state-of-the-art in screen modelling requires a clear understanding of the particle motion along a dynamic (vibrating) inclined plane. Central to this understanding is the notion that granular systems exhibit a unique rheology that is not observed in fluids; i.e. neither Newtonian nor non-Newtonian. It is thus imperative to fully quantify the granular rheology, which is determined by the depth of the particle bed along the screen, the solids concentration, and the average velocity of the granular avalanche on the screen. The concept of granular rheology is important. Existing empirical models of vibrating screens tend to be extremely dependent on boundary conditions of a particular machine design. The concept of granular rheology is important because, akin to fluid flow, granular flow exhibits different flow regimes depending on the extent of energy input in the system.

This work employed DEM to quantify the granular rheology of particles moving along a vibrating inclined screen in order to begin the development of a phenomenological model of screening. The model extends the visco-plastic rheology formation of Pouliquen et al. (2006) to capture the kinetic and turbulent stresses obtained in granular flow on an inclined vibrating screen. In general, DEM was employed to develop a mechanistic model of screening which includes a description of the rheology of granular flow on a vibrating screen. Microscopic properties of granular flow were used in DEM to simulate screening of particulate materials. Granular mixtures of two particle constituents (3 mm and 5 mm) were simulated on an inclined vibrating screen of 3.5 mm apertures. For the base case, frequency and amplitude are 4 Hz and 1 mm, respectively. While microscopic properties were employed for the simulation, the properties extracted from the simulations are macroscopic fields which are consistent with the continuum equations of mass, momentum and energy balance. From the continuum equations, a micro-macro transition method called the coarse-graining approach was employed to obtain the volume fraction and the tangential velocity as a function of the depth of flow along the inclined surface.

This approach is suitable for this work because the produced fields satisfy the equations of continuum mechanics; even near the base of the flow. The continuum analysis of the flowing layer reveals a coexistence of flow regimes- (i) quasi-static, (ii) dense (liquid-like), and (iii) inertial. The regimes are consistent with the measured solids concentrations spanning these regimes on inclined vibrating screens. The quasi-static regime is dominated by frictional stress and corresponds to low inertial number ($I$). Beyond the quasi-static regime, the frictional
stress chains break and the collisional-kinetic and turbulent stress begin to dominate.

The variation of the effective frictional coefficient with the inertial number ($I$) characterises the flow. Finally, an effective frictional coefficient model that is based on frictional, collisional-kinetic and turbulent stress was developed. Data analyses for this model were done at a steady flow in the base case where a coexistence of three flow regimes were observed. It was observed that each regime of flow is dominated by corresponding shear stresses. While the quasi-static regime is dominated by frictional stress, the kinetic and the inertial regimes are dominated by kinetic and turbulent shear stresses, respectively. This model was tested by varying the intensity of vibration in the base case and it was observed that at higher frequencies and amplitudes, the quasi-static regime gradually disappeared. Furthermore, the inertial number at which transition occurs to different regimes varies in response to the intensity of vibration. This is an important step in developing a phenomenological model of screening. The model presents a fundamental understanding of the mechanisms governing transport of granular matter on an inclined vibrating screen.
Statement of Originality

In granular flow research, a single rheological description of the flow on a vibrating screen has not yet been realised. There has been some progress towards the development of a complete theory describing the behaviour of granular flow along an inclined plane geometry. Many of models of vibrating screens are empirically based, and tend to be extremely dependent on boundary conditions of a particular machine design. This makes it difficult to extrapolate empirical models beyond their specific design. This work uses the physics of particle interactions to model the mechanisms of granular dynamics on an inclined vibrating screen. In order to construct a unifying rheological model that captures the main features of granular flow on a vibrating screen, this work develops a constitutive stress model that captures all the known stresses in the flow and the transitions between the known flow regimes.

Analysis of the shear and normal stresses in the different regimes of flow shows the dominant stress and energy dissipation in the system. Discrete particle simulation data were extracted to provide the required closure rules for the rheological model to characterise the granular flow on a vibrating inclined screen. The discrete particle data were analysed with the coarse graining average method to find the continuum fields (of average velocity, volume fraction, and scaled depth of flow from the continuum equations of mass, momentum and energy balance). Similar to the Bagnold profile, there is a relationship between the average velocity and the depth of flow. At steady state, the average velocity of the flow varies as the scaled depth in the form, $\langle V \rangle \propto (h/d)^n$, where $n = 0.4017$. The model developed in this work reveals that granular flow on an inclined vibrating screen exhibits different flow regimes and the observed three regimes, quasi-static, kinetic and turbulent were successfully captured by a rheological mesoscopic model.
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Chapter 1

Introduction

1.1 Background

The purpose of this thesis is to take a first step towards developing a phenomenological model of screening by studying the rheology of granular flow on an inclined vibrating screen. Screening is the most widespread method of sizing in mineral processing, and vibrating screens are among the most common types of screens used to separate particles into different size fractions. Screens are efficient at coarse sizes but become inefficient when applied to the separation of fine materials. Due to their versatility in minerals processing, improving efficiencies at the fine end would lead to better capacities per defined screen area which would result in significant economic benefits.

Improved screening efficiencies would also have a positive effect on downstream separation efficiencies as more particles are delivered with the preferred properties to the separation section. In a bid to reduce the use of energy through less over-grinding, new technologies such as Landsky and Derrick screens have made significant improvements to fine screening (Mainza et al. 2004; Makinde et al. 2015; Mainza et al. 2013). However, understanding the rheology of granular flow would, in the long term, lead to an accurate and rapid design of screening systems. The major beneficiaries of these improvements would likely be industries
where large volumes of particles are screened, such as the aggregate in diamond, iron ore, copper, platinum, gold and coal industries.

There is no doubt that screening models based on the mechanisms of classification would lead to improved screening efficiencies. However, although simple in concept, the modelling of screen performance for better efficiency is not trivial. Much work has been done to examine the basic factors that influence the performance of screens, but not to the point of developing mechanistic models able to predict the efficiency of industrial screens accurately (Grozubinski et al. 1998; Kruggel-Emden and Elskamp 2014). Currently, the design and scale-up of screens still rely on rules of thumb and methods involving many empirical factors. While studies in the past used only empirical data for their analyses (Tsakalakis 2001; Apling 1984; Ferrara et al. 1988) more recent studies have employed both empirical data and Discrete Element Method (DEM) modelling to validate their results (Kruggel-Emden and Elskamp 2014; Hilden 2007; Mainza et al. 2013). These analyses are generally limited to studying the effect of different operating parameters on the efficiency of screens, although in some cases models are developed to calculate the efficiency of specific systems. However, these models are not generic in application as they cannot predict the efficiency of screens \textit{a priori}.

To go beyond the current state-of-the-art in screen modelling requires a clear understanding of the particle motion along a dynamic (vibrating) inclined plane. Central to this understanding is the unique rheology that granular systems exhibit in screening: a rheology that is not akin to fluids - i.e., it is neither Newtonian nor non-Newtonian. Granular materials can be described as macroscopic, discrete solid particles such as sand, stones, glass beads, food grains etc. They are processed in vast quantities in nature and are second only to water as the most handled material in industry. Understanding granular flow is difficult as this highly dissipative system can behave as a solid, liquid or gas depending on the extent of energy input: thus, there is no unify governing equation yet established, like the Navier-Stokes equation in classical fluid flow, to capture all the observed behaviour of granular matter.
Indeed, the number of properties of granular flow obfuscate the use of continuum thermo-and hydro-dynamical principles (Holyoake 2012). Unlike fluid flow, granular flow exhibits negligible thermal fluctuations; hence, there is no classical fluctuation-dissipation theorem to predict the behaviour of a granular system. Moreover, because of the highly dissipative interactions in granular systems, kinetic theory fails as particles are not in constant random motion. In addition, a lack of clear separation between the microscopic grain scale and the macroscopic flow scale means that continuum models often cannot capture important regions where there is thin flow (Holyoake 2012), or where, at critical densities, jamming occurs (i.e. when particles become rigid with increasing density).

Further to these basic problems associated with granular flow, granular systems exhibit a range of complex phenomena such as mixing, segregation and percolation, especially systems comprising particles of different sizes and densities (Yang et al. 2008). Segregation and percolation are crucial to the size separation of particulate materials in mineral processing. Sieves and screens are used both in industry and in the laboratory for particle size classification: screening is most often used for continuous sizing operations, while sieving is usually a batch operation. While segregation and percolation are known to cause numerous problems in granular dynamics, for instance in the food and pharmaceutical industries (Prescott and Carson 2000), they are an advantage in screening.

The question as to whether a single set of constitutive relations will capture the wide spectrum of granular behaviour remains open to physicists and engineers. Depending on the operational condition, the traditional treatment of granular flow is to separate it into three different regimes, including a dense quasi-static, an intermediate and a gaseous regime (Forterre and Pouliquen 2008). Figure 1.1 depicts these three possible regimes of flow in an inclined plane geometry. Particles at the free surface form a dilute flow layer analogous to molecular gas (Forterre and Pouliquen 2008). In this state of flow, particles are assumed to interact
through binary collisions, and this mode of deformation can be referred to as the kinetic regime. The dissipative nature and the inelasticity of the particles will complicate this state of flow unless there is a constant supply of energy to the system, as in the granular flow on a vibrating screen. At the base of the flow in Figure 1.1, the flow is very slow and the dynamics are governed by inter-particle friction and enduring contacts (Roux and Combe 2003). This behaviour of granular material is described as the plastic solid flow or quasi-static regime (Holyoake 2012; Nedderman 2005). In the region between the kinetic and the quasi-static flow is a regime where granular materials flow like a liquid, and the particles interact both by collision and friction (MiDi 2004; Pouliquen and Chevoir 2002). The coexistence of the three flow regimes shown in Figure 1.1 can be described further as (i) quasi-static, (ii) dense (i.e. liquid-like which is kinematic), and (iii) inertial (turbulent). In practice, the distinction between these three regimes is complicated as they can exist simultaneously in granular flow.

Figure 1.1: An illustration of the solid, liquid and gas flow regimes. Adapted from Forterre and Pouliquen (2008)

1.2 DEM modelling of granular flow on a vibrating screen

DEM has been used previously to study the design and optimization of industrial screening processes. Shimosaka et al. (2000) were the first to apply DEM to screening - they derived a phenomenological model of screening from a three-dimensional simulation on a batch-operated
screen with 400 particles. Subsequently, Li et al. (2002) and Li et al. (2003) investigated the influence of near-aperture size particles and the depth of the particle layer on screening efficiency in a continuous screen. Other studies, e.g. Cleary (2004), Dong et al. (2009) and Alkhaldi and Eberhard (2007) have employed DEM to investigate several sub-processes of screening, on small-scale as well as large-scale screens. However, to the best knowledge of the author, none of this work studied screening from the perspective of granular rheology.

Other researchers have studied the rheology of granular flow of mono-size particles on inclined planes with rough surfaces. Silbert et al. (2001) performed a set of numerical simulations of granular media to investigate the rheology of cohesionless granular particles in inclined plane geometries (chute flow). Campbell (2002) identified different regimes in and the constitutive behaviour of granular flow using DEM simulations of the homogeneously sheared flow of cohesionless particles in the periodic domain. More recently, Vidyapati et al. (2012) showed by validating experimental data that DEM is capable of capturing the regime transition from the quasi-static to the intermediate regime. However, to the best knowledge of the author, none of this work has ever been extended to industrial vibrating, inclined screens separating particles with a distribution of sizes.

DEM uses the physics of particle interactions to provide information about the forces acting on individual particles and equipment surfaces (boundaries), and flow trajectories. It is a very useful tool that can provide detailed insight into screening processes and information about parameters that could be difficult to obtain empirically, such as solids concentration, shear rate, inter-particle friction coefficient, etc. (Vidyapati et al. 2012). The ability of DEM to probe micro-scale particle interactions makes it an ideal tool for studying the rheology of particle flow on a vibrating screen. Understanding the rheology of granular flow on a vibrating screen is the first step to developing a phenomenological model that will accurately predict the efficiency of industrial screens.
1.3 Hypothesis

DEM can be used to model the motion of particles through a vibrating screen, and can provide key information for testing and developing kinetic models of stress. A visco-plastic rheology based on frictional collisional stresses can be developed using DEM. A numerical (via DEM) characterization of granular flows in vibratory screens coupled with a model of the granular rheology of the system will provide mechanistic descriptions of the flow of granular matter along and through screens. The hypothesis is itemised as follows:

(i) DEM can generate data for the granular flow of particles on an inclined vibrating screen

(ii) A visco-plastic rheological model based on frictional collisional stresses can be developed to capture essential flow regimes observed on a vibrating screen

1.4 Objective and scope

It is the aim of this project, using DEM as a tool, to quantify the granular rheology of particles moving along a vibrating inclined plane, in order to be able to begin developing a phenomenological model of screening. This work focuses essentially on granular flow through a perforated plate, with application to screening of particulate materials. In this work a model of flow on an inclined vibrating screen will be developed that extends the visco-plastic rheology formation of Pouliquen et al. (2006) to capture the kinetic and turbulent stresses. The study will be restricted to dry particles, and will not consider soft particles, cohesive effects or the surrounding fluid.

The overall goal of this research is to develop a mechanistic model of screening which includes a description of the rheology of granular flow on a vibrating screen. This objective will be pursued by using the physics of particle interaction (DEM) to study the granular behaviour on a vibrating screen. Here, DEM will be used essentially to provide input to the models developed to study different transitional regimes of granular flow along the surface. The data
from DEM simulations will be employed to study the depth \((h)\) of the particle bed, the solids concentration \((\phi)\) and the average velocity \(\langle u \rangle\) of the granular avalanche along the screen.

In order to achieve the aforementioned objectives, DEM will be employed to simulate the motion of individual particles and to compute the contact forces between particles based on a contact mechanics model. The micro-scale information obtained from the simulation will give an insight to the collective behaviour of particles on the screen and guide the development of a continuum model to predict the granular rheology.

The following are the main objectives of this research:

(i) Employ DEM to generate data for the granular flow of particles on an inclined vibrating screen

(ii) Develop a visco-plastic granular rheological model to capture the essential flow regimes and their transitions on an inclined vibrating screen

Sub-objectives of this research are:

(i) Develop numerical solutions in relation to a vibrating screen surface to determine the average velocity, volume fraction (solids concentration), and the flow depth of particles on the screen.

(ii) Study the variation of the effective friction coefficient and the solids concentration with the inertial number, to determine all phases and capture the crucial phase transitions.

The thesis is organised as follows:

(i) Chapter 2 presents a review of screening and granular flow models.

(ii) Chapter 3 outlines the conditions for DEM simulations and the micro-macro transition method employed for data processing.

(iii) Chapter 4 develops a granular flow model with a particular focus on vibrating inclined screens.
(iv) Chapter 5 describes energy dissipation in the system, presents results and explains how the granular flow model developed in chapter 4 applies to screening.

(v) Chapter 6 presents the conclusions and recommendations.
Chapter 2

Literature Review

This review highlights the need for studying the rheology of granular flow on vibrating inclined screens and presents previous research on the rheological behavior of granular matter. It further discusses different screening models including Discrete Element Methods (DEM) models and relevant parameters / variables for modelling granular flow on vibrating screens. In addition, the chapter discusses granular flow modelling of vibrating screens, measurements in inclined planes and the kinematics of granular flow down an incline plane. The effects of vibration on granular mixtures, segregation and screening, DEM contact model and DEM application to screening are discussed as well.

2.1 Vibrating screens

Sieving is an old practice of physical separation dating back thousands of years (Makinde et al. 2015; Li et al. 2015). Vibrating screens such as the one depicted in Figure 2.1 are used extensively in mineral processing to perform size classification. Common to all vibrating screens is a screening surface consisting of apertures through which granular materials are screened. Depending on the separation size, vibrating screens often have multiple decks, and large screens can process several thousand tonnes per hour. The vibrating motion of the screening surface and the inclination of the surface (in the case of vibrating inclined screens)
help to position particles at different orientations as they travel down the slope. The undersize particles have several opportunities to fall through the apertures while oversize particles flow down along the screening surface. In practice, some undersize particles escape to the oversize collector, reducing the efficiency of the separation (Cleary 2004).

Typically, a mixture of fine and coarse particles is fed to the screen at one end and is transported by the vibrating motion of the screen to the other end, where oversize material is collected, as illustrated in Figure 2.2. The undersize material ideally should fall through the apertures of the screen, but the probability of this depends on how it is presented to the screen. The basic process along the screen is divided into the following steps:

(i) Stratification (migration of undersize particles to the screen surface due to the vibration condition)

(ii) Passage of fine particles through the apertures

(iii) Transport of the oversize material over the screen surface to the oversize collector, and the undersize through the screen surface to the undersize collector (Meinel 1998)
2.1.1 Screening variables

There are many factors contributing to the performance of industrial screens and, currently, not all of these are incorporated into available screening models. Parameters that affect screening performance range from the nature of the feed material and how it is being presented to the screen and the motion of the screen and the interaction of the materials on the screen. Figure 2.3 shows the different variables that affect screening efficiency at different stages of screening using vibrating screens. All the parameters listed in Figure 2.3 are very essential, especially in numerical (DEM) modelling. Much work has been reported in the literature on the effects of these factors on screening performance (Hilden 2007; Leonard and Hardinge 1991; Tsakalakis 2001; Yanhua and Xin 2010; Li et al. 2002). However, the information in most studies is mostly qualitative and related to specific screen designs and feed materials. Some general information exists but with contradictory data (Hilden 2007).

One of the most important parameters affecting the performance of vibrating screens is the vibration intensity, which combines vibration stroke and frequency. This parameter is a key factor affecting the speed of the bed along the screen and the residence time on the screen. It enables stratification of the bed and controls the extent to which near size particles blind and peg the screen aperture (Hilden 2007).
The speed of the bed movement is another important factor in determining screen performance. According to Soldinger (2002), the bed velocity determines the bed thickness at a given feed rate, and the capacity of the screening process. In order to study the movement of the bed along the screen, both theoretical and empirical models have been developed to estimate the transport velocity on screens (Soldinger 2002; Tsakalakis 2001). These models incorporate screen slope, material characteristics, screening surface parameters and vibration characteristics. However, little or no work has been done on the rheology of granular flow on screen surfaces and on the different flow regimes that can be observed during screening. Understanding the rheology of granular flow on the screen will help characterise the flow, identify the dominant stresses, and the energy dissipation in the flow. This thesis postulates that the rheology of granular flow is key to understanding the particle behavior along a dynamic vibrating screen, and to predicting screen performance.

2.1.2 Granular mixtures, segregation and screening

In nature, and in industrial applications, granular materials are often poly-dispersed, and comprised of particles of varying characteristics, such as shape, size, density and other possible physical properties (Tunuguntla 2015). When multi-component granular flow is subjected
to external forces, like shear and vibration, the flow exhibits a variety of phenomena, e.g. segregation and percolation (Fan et al. 2014), which are essential to screening. In this study, for the purpose of modelling, we classify granular flow on a vibrating screen as a binary flow (undersize and oversize particles) over a separating medium. Two processes occur simultaneously during screening, i.e. stratification (segregation) and passage of particles through the apertures in the screen surface. Segregation, as an important phenomenon in binary granular flow (Fan et al. 2014; Rosato et al. 2002; Van der Vaart et al. 2015; Tripathi and Khakhar 2011), is known to cause many problems in the handling of bulk solids as well as in geophysical flows (Rosato et al. 2002). It is a process where a homogenous bulk of granules composed of different constituents becomes spatially non-uniform as a result of the relative motion within the materials.

To enhance the passage of particles through the apertures in the screen surface, particles must stratify, and this stratification is achieved by subjecting the granular flow to vibration. According to Hilden (2007), Williams (1963) performed the first qualitative studies on the effect of vibration frequency on the motion of a single large sphere in a bed of sand oscillated vertically. He attributed the upward movement of the large sphere to the locking effect of smaller particles which move beneath the large particle during vibration. In a further analysis, Williams (1976) highlighted the properties that promote segregation, including particle size, shape, density and elasticity. He also described three mechanisms of segregation, viz the trajectory of segregation, the percolation of fine particles and the rise of coarse particles during vibration.

The segregation process has been modelled empirically by some authors (Ciamarra et al. 2006; De Silva et al. 2000; Olsen and Rippie 1964; Faiman and Rippie 1965) using first-order kinetics to develop an equilibrium state characterized by a balance between mixing and separation. Hsiau and Wang (1999) employed image technology (CCD image sensor) in an experiment to determine the influence of the vibrational acceleration amplitude on a binary mixture in
a vertical bed. They observed that the absolute segregation rate and the velocities of both sizes decreased with time until they finally become zero. Rosato et al. (1987) employed the Monte-Carlo simulation technique to show that a local geometrical void-filling mechanism can lead to size segregation (called the Brazil nut effect). Jha and Puri (2009) studied percolation segregation under a periodic movement, and derived a relationship between the intensity of vibration, the normalised segregation and the strain rate of particles.

Segregation is essentially caused by the physical properties of particulate materials and can also be induced as in the case of vibrating screens. As may be seen in Figure 2.3, the percolation of fine materials is essential for screening; this implies that similar factors affect screening and segregation. These factors include the size and shape of particles relative to the apertures of the screen, the mesh size of the sieve, the depth of flow of the particles on the screen, the direction of flow, and the flow rate of the material relative to the movement of the screen surface (El Khatib 2013; Allen 2013; Hilden 2007). A review of different factors affecting screening has been carried out by Hilden (2007).

The rheology of granular matter describes its flow and the transition in the flow. Granular matter can exhibit constitutive behaviour like a solid, liquid, or gas depending on the level of agitation. The different constitutive behaviour depends on microscale properties (like particle friction and coefficient of restitution) as well as macroscale properties (like shear rate and solids concentration) (Vidyapati and Subramaniam 2012). The rheology is governed by a local friction law that relates the effective friction coefficient, $\mu$, and a single dimensionless variable parameter, the inertial number, $I$ which signifies the dynamic effects of the flow. Tripathi and Khakhar (2011) studied the rheological properties of a binary mixture in dense regime flow. They analysed the effect of rheological properties such as solids concentration, depth of particle flow, shear stress and the effective friction on the segregation process. Among other things, they observed that the mean velocity of both components is the same for all the mixtures and that there is no slip velocity between the components. Further, they noted that
granular mixtures follow a linear dilatancy law, as in the case of mono-disperse particles. In
the binary mixture, they observed that the viscosity varies with depth of flow, and depends on
bulk density, size ratio, and the degree of segregation. Finally they have proposed a modified
mixture rheological model for a well-mixed and granular mixtures differing in size and density.

Due to the complexity of the interactions between variables during screening, no satisfactory
method of predicting the throughput of industrial screens has yet been developed (Sultanbawa
et al. 2001). Among other factors, the inability to predict the throughput of industrial
screens as well as confusing laboratory sieve analysis have led to the inefficient operation
of industrial screens (El Khatib 2013). Most studies on screening (Tsai and Chang 2009;
Liu 2009; Moon et al. 2008; Chen and Xin 2009) focus on the effect of various operational
parameters and screening methods on the screening efficiency or on the analysis of screening
kinetics (Wodzinski 2003; Shaviv 2004).

2.1.3 Effects of vibration

Vibration is a form of external energy supplied to fluidize a granular system. Due to the
dissipative nature of a granular system, this energy must be added in order to sustain the
system in a steady state. A model relating the energy input by a vibrating wall to the en-
ergy dissipation in collisions was developed by Warr et al. (1995). They investigated the
fluidization behaviour of a two-dimensional granular material under a vertical vibration, and
measured the solids concentration and the velocity distribution function. Under vibration,
dry granular material undergoes a variety of phenomena which include fluidization (Clement
and Rajchenbach 1991; Ford et al. 2008; D’anna et al. 2003), segregation (Ahmad and Smal-
ley 1973; Huerta and Ruiz-Suárez 2004; Rosato et al. 2002), undulation (Douady et al. 1989;
Clément et al. 1996; Sano 2005), the granular Leidenfrost effect (Eshuis et al. 2005), and the
formation of wave patterns reminiscent of the Faraday waves in a liquid (Melo et al. 1994;
Moon et al. 2001; Faraday 1831; Cross and Hohenberg 1993).
The stroke and frequency of vibration are essential factors that affect the speed of a bed along a screen, and consequently the residence time on the screen (Hilden 2007). Further, because the stroke enables stratification of the bed, it controls the extent to which particles peg or blind the screen aperture. Clearly, vibration should be optimised to prevent mixing and the ejection of particles from the apertures while they attempt to pass through, while providing repeated chances for particle passage.

2.2 Kinematics of granular flow down inclined planes

As discussed in Chapter 1, modelling granular flows on inclined planes still poses some challenging problems. Depending on the nature of the flow regime, granular flow can be frictional, collisional or intermediate (see Figure 1.1). In a dilute and highly sheared medium, the particles interact via collision and a constitutive law similar to the kinetic theory for dense gases can be deduced. In the case of a dense granular medium, the particles are sheared slowly and are in constant contact. They dissipate energy by friction and the constitutive law is plastic-like (Berton et al. 2003).

In inclined chute flow, no distinct flow regime can be attributed to the nature of the flow in the system due to the anomalous behaviour of the flow, and both particle friction and collision play important roles. A lot of work has been reported in the literature with regards to the flow on an inclined chute, but no constitutive law has been proposed to capture the various regimes of flow. Researchers have investigated the transition between solid, liquid and kinetic regimes using numerical simulation and theoretical models of disks in plane shear (MiDi 2004; Lois et al. 2006; Da Cruz et al. 2003; Roux and Radjai 1998).

A pile of sand on an inclined plane assumes a solid-like position until it is inclined above a critical angle. At the onset of flow, the tangent of the slope of the pile, which is the ratio of the shear stress to the normal stress, has to reach a critical value called the friction coefficient.
in order for the material to deform (Daerr and Douady 1999).

Scientists have attempted to model the deformation that occurs in the transition from solid to liquid granular regimes by proposing a plastic constitutive law (MiDi 2004; Roux and Radjai 1998; Daerr and Douady 1999) and trying to relate the microstructure to the macroscopic behaviour (Roux 2002). However, this model does not predict continuous quasi-static granular flow; it only focuses on the initiation of the deformation. Further, it cannot describe the hysteresis observed in a stress-driven system. For instance, granular materials on an inclined plane will only start flowing when the angle of inclination is above the critical value and will stop flowing below this angle. This analysis shows that a balance of energy input and energy dissipation is relevant to granular hysteresis (Forterre and Pouliquen 2008).

In addition to the solid-to-liquid transition, when granular media is strongly agitated as in the case of a vibrating screen, the granular medium becomes dilute and behaves like a gas. Many researchers have developed a kinetic theory of granular gases (Goldhirsch 2003; Forterre and Pouliquen 2002; Swinney and Rericha 2004; Da Cruz et al. 2003; Lois et al. 2006) for this regime. Particles in this regime interact by binary collision analogous to classical gases but there is a difference in that kinetic energy is lost during collisions. Collisions are characterized by the restitution coefficient ($e$) which is the measure of the ratio between the velocities of the particles before and after collision.

The kinetic approach provides a set of constitutive equations which combines the average density, the mean velocity and the fluctuation velocity, (which is a function of the granular temperature). Some authors have investigated the transition between the liquid and kinetic regimes using numerical simulation of disks in plane shear (Da Cruz et al. 2003; Lois et al. 2006). According to Forterre and Pouliquen (2008), most researchers agree that the coefficient of restitution, ($e$), is essential to the transition from the liquid to the kinetic regime. As shown in Figure 2.4, the range of the volume fraction in the liquid regime increases when the
coefficient of restitution decreases. Beyond the critical volume fraction, the uniform liquid regime becomes deformed and a transition occurs.
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Figure 2.4: Phase diagram for volume fraction and the coefficient of restitution. Adapted from Forterre and Pouliquen (2008)

### 2.3 Measurements in inclined planes

Work has been done on various techniques to measure the different flow properties of granular material down rough inclined planes (Pouliquen 1999a; Azanza et al. 1999; Aney 2002; MiDi 2004; and references therein). Most measurements are taken in steady state flow along a line similar to the $y$-axis in Figure 2.5. The principal observations from these measurements reveal a constant volume fraction across the layer, and that the Bagnold scaling of velocity varies with depth to the power of $3/2$ for thick layers of flow and almost linearly for a thin flow (Rajchenbach 2003; Silbert et al. 2003; Forterre and Pouliquen 2008).
2.4 Granular flow modelling of vibrating screens

A comprehensive review of screening models and approaches to screen modelling can be found in Hilden (2007). The approaches include the empirical or factor method (Kelly and Spotiswood 1982; King 2001), the use of efficiency curves (mathematical models) which include probability and kinetic models (Hilden 2007; Dehghani et al. 2002; Abdel-Aziz 1971; Whiten and White 1979; Grozubinsky et al. 1998; Kaye and Robb 1979), physical models using dimensional analysis (Hilden 2007), and discrete element method (DEM) modelling (Cleary and Sawley 2002; Yanhua and Xin 2010; Chen and Xin 2009; Djordjevic 2003a;b).

Factor models have been developed by screen manufacturers to enable screen users to estimate screening area requirements. These models express screening capacity in tonnes per screen area as a function of aperture size. Adjustments are made for various factors related to the screen design and material properties. According to Hilden (2007), the methods used to derive these factors are not available in published literature but they are derived from large data-bases of screening data which are confidential to the manufacturers of screening machines. There are different versions of these models with various factors, and efforts to develop a standard empirical model have not been successful.
Extensions to the standard empirical factor models by Karra (1979) are considered to be specific to the system he studied, and do not apply to all screening applications (Hess 1983). Although these models are easy to apply, and are popular especially with aggregate producers, interactions between variables are assumed not to exist and little insight is given into the mechanics of the process (Roberto 1992). It is therefore recommended that factor models be used as a guide to estimating screening requirements (Hilden 2007).

While the factor method to modelling screening is still relevant in industrial practice, especially in the aggregate industry, much work has been done on semi-empirical or mathematical modelling of screens, usually based on a probability or kinetic hypothesis. The following are some available screen models in the literature: Gaudin et al. (1939); Shigeo (1960); Whiten and Herbst (1984); Whiten and White (1979); Hilden (2007); Batterham et al. (1980); Ferrara and Preti (1975); Ferrara et al. (1988); Subasinghe et al. (1990; 1989); Soldinger (1999; 2000; 2002).

The Gaudin formula is expressed as:

\[ P(x) = \left( \frac{x_a - x}{x_a + x_w} \right)^2. \]  

This is a probability model, where \( P(x) \) is the probability that a spherical particle of diameter \( x \) will pass through a square aperture \( (x_a) \) of size \( x_w \). The probability that a particle will not pass through the screen in \( n \) times is given as:

\[ P'(x) = (1 - P(x))^n \]  

Other probability approaches are mostly modifications of Gaudin’s model, e.g Miwa (1960):

\[ E(x) = exp \left[ -nL \frac{(x_a - x)^2}{x_a^2} \right] \]  
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where $E(x)$ is the same as $P(x)$, $n_L$ refers to the number of attempts of passage per unit length, $L$ is the length of the screen, and $x_a$ is the aperture size.

Whiten (Hilden 2007) developed a similar model:

$$E(x) = n_t \exp \left( \frac{x_a - x}{x_a - x_w} \right)^2$$

(2.4)

As in Miwa’s model, $n_t$ is a fitted parameter that corresponds to the number of attempts, $x_w$ is the diameter of the wire, and $x_a$ is the screen aperture.

Batterham et al. (1980) developed a probability model (different from the Gaudin’s model) from the empirical efficiency curve model of Mular and Bhappu (1978):

$$E(x) = \frac{1}{1 + \exp \left( \frac{x_{50} - x^3}{k} \right)}$$

(2.5)

This model, according to Dehghani et al. (2002), is more accurate than models developed from Gaudin’s expression. The parameter $x_{50}$ is the cut-size (where screen efficiency is 0.5), which Batterham’s results describe as a function of screen aperture.

Ferrara and Preti (1975) and Ferrara et al. (1988) developed a kinetic model for the rate of screening. Passage is assumed to be zero order process when the screen is crowded and a first order process when the bed depth is small. The model does not consider stratification because the materials on the screen are assumed to be perfectly mixed. The zero-order kinetic equation for crowded conditions is given as:

$$E(x) = \exp \left[ -k_i \int_0^L \frac{dL}{F} \right]$$

(2.6)

while for the low depth, the first order equation is:

$$E(x) = \exp(-s_i L)$$

(2.7)
where \( L \) is the length of the screen, \( F \) is the rate of flow of particles per unit width on the screen, and \( k_i \) and \( s_i \) are the kinetic constants for each size interval. Subasinghe et al. (1990) and Soldinger (1999; 2000; 2002) derived a screen performance model using first-order kinetic parameters from a range of empirical data. Their model describes both passage and stratification as simultaneous and interrelated processes. Soldinger (2002) incorporated a velocity transport model that relates the bed velocity to the vibration characteristics and the screen slope. This model is very useful, but it requires kinetic experimental data from the actual industrial screen being modelled, for fitting purposes.

### 2.5 Discrete Element Method (DEM) modelling

Initially pioneered by Cundall and Strack (1979) to study soil mechanics, DEM has since been adapted to study systems such as vibrating screens, tumbling mills and other mineral processing systems. The macroscopic behaviour of particulate flow can be determined by the microscopic interactions between particles and between particles and a boundary. It is a very useful tool that can provide detailed insight into screening processes such as the frequency of collision, the average velocity of flow, and the duration of inter-particle contacts, as well as information on the collective flow of granular materials on a screen. A typical visualization of DEM application in screening is given in Figure 2.6.
DEM gives insights into parameters that are difficult to obtain empirically, such as solids concentration, shear rate, inter-particle friction coefficient, etc. (Vidyapati et al. 2012). Shimomosaka et al. (2000) were the first to apply DEM to screening - they derived a phenomenological model of screening from a three-dimensional simulation on a batch-operated screen with 400 particles. Li et al. (2002; 2003) investigated the influence of near-aperture-size particles and the depth of the particle layer on screening efficiency in a continuous screen. Other studies (e.g. Cleary (2004); Dong et al. (2009); Alkhaldi and Eberhard (2007); Chen et al. (2010)) have used DEM to investigate several sub-processes of screening, on small-scale as well as large-scale screens.

Generally, granular systems are composed of discrete particles which can be described by Newton’s laws of motion. For instance, the translational motion of particle $i$ under the influence of gravity, $g$, and the resultant force for every particle $i$ in a system is described as follows:

$$\nu = \frac{dx_i}{dt}$$ (2.8)
where $m_i$, $\nu_i$ and $x_i$ are the mass, velocity and position of the particle at time $t$, and $n$ is the number of particles in contact with particle $i$. The total force on the particle can be calculated as the sum of four likely forces that could act on the particle. These forces are the contact force, $F_{c,i}$; the damping force, $F_{d}$; the gravity force, $g$; and force $F_i$, which is calculated in the event of other forces like drag, magnetic field or cohesion acting on the particle. Equation 2.10 is used to determine the rotational force on each particle where $L_i$ is the moment of inertia and $\omega_i$ is the rotational velocity of the particle.

2.5.1 Contact model

The contact model describes the interactions and behaviour of particles when in contact with each other and the system geometry. Interaction models are chosen to accurately represent the physical system. The common contact-model approaches used for DEM simulation are: linear spring and dashpot; Walton and Braun (Walton and Braun 1986) and Hertz-Mindlin (Hertz 1886) contact model. Although many contact models have been used in the literature for DEM simulations, the majority are slight variations of these three approaches (Bbosa 2013; Zhu et al. 2007).

Generally, the most intuitive models used are the linear models, the most common of which is the spring and dashpot model proposed by Cundall and Strack (1979). In this model, shown in Figure 2.7, the spring explains the elastic deformation during collision, while the dashpot describes the viscous dissipation. This model has been widely used in DEM analysis of granular flow and in screening (Tsuij et al. 1993; Govender et al. 2004; Li et al. 2002; 2003;
Equations 2.11 and 2.12 show the two components of the contact force between colliding particles in a spring and dashpot model:

\[ F_n = -k\psi_n - \varsigma\nu_n \]  \hspace{1cm} (2.11)

\[ F_t = -k\psi_t - \varsigma\nu_t \]  \hspace{1cm} (2.12)

where \( \psi_n \) and \( \psi_t \) are particle displacement in the normal and tangential directions, while \( \nu_n \) and \( \nu_t \) are the corresponding relative velocities; \( K \) is the spring stiffness of a material; and \( \varsigma \) is the viscous dissipation or the damping force (Li et al. 2003). As depicted in Figure 2.7, particles slide over each other when the tangential force, \( F_t \), exceeds the limiting frictional force: the tangential force is calculated using the frictional coefficient, \( f \), i.e.

\[ F_t = -fF_n \]  \hspace{1cm} (2.13)

However, according to Mohr-Coulomb’s law, the shear force cannot exceed the product of the frictional coefficient and the frictional force. While the spring and dashpot model represents the contact force by a linear spring damping element, Hunt and Crossley (1975) argued that a linear damping model does not truly reflect the physical nature of the energy transfer process, i.e. the contact force is discontinuous because of the damping term. They proposed a non-linear damping force model based on Hertz (1886) theory of contact (Gilardi and Sharf 2002).
The spring and dashpot model depicted in Figure 2.7 describes the interaction of particles when they come into contact with each other or with the physical geometry defined in DEM simulation. Here, the contact forces between two particles A and B are decomposed into normal $F_n$ and tangential $F_t$ components. The impact of these forces and the resulting motion of the particles at different time steps are numerically integrated for all the particles in the system in three dimensions, and exported as a text file for further analysis using a mathematical tool like MATLAB.

The application of Hertz-Mindlin model to DEM was proposed by Di Renzo and Di Maio (2004; 2005) and Peng (2014). This contact model has also been used in the DEM simulation of screening processes to provide an accurate representation of the screening collision environment (Chen and Xin 2009; Li et al. 2002; Xiao and Tong 2012). Other screening models are discussed by Kruggel-Emden and Elskamp (2014), who published a detailed review of different phenomenological models available for the design and optimization of the operating parameters of screening. These models address different complexities that provide information on the screening rate or efficiency, but not from a rheological perspective.
2.6 Granular rheology

While the models described in Section 2.4 essentially capture the qualitative features of vibrating screen efficiency, the absence of a clear rheological description has limited their value. Fortunately, progress has been made towards a constitutive law for dense granular flow in the last decade (Pathmathas 2015). MiDi (2004) observed from different flow geometries that the relevant parameters for the flow of cohesionless rigid spheres in which boundary effects are negligible are the shear rate, $\dot{\gamma}$, pressure $P$, and bulk density, $\rho$, expressed as:

$$\rho = \phi \rho_p$$  \hspace{1cm} (2.14)

where $\phi$ is the solids concentration (volume fraction) and $\rho_p$ represents the particle density of the spheres. From dimensional analysis of numerical data, Da Cruz et al. (2005) and Iordanoff and Khonsari (2004) claimed that the only significant dimensionless control parameter is the Inertial number ($I$):

$$I = \frac{|\dot{\gamma}|d}{\sqrt{P/\rho_p}}$$  \hspace{1cm} (2.15)

which singly controls the flow. $|\dot{\gamma}|$ is the norm of the shear rate and $P$ is the confining pressure. Physically, the inertial number $I$ represents the ratio between the microscopic (rearrangement) time scale $\frac{d}{\sqrt{P/\rho_p}}$ (where $d$ is the diameter of the particle) and the macroscopic (deformation) time scale $1/\dot{\gamma}$. It ($I$) describes the relative importance of inertia and confining stresses. A schematic representation of the physical meaning of the two time scales is shown in Figure 2.8. For a layer of shearing particles (grains), $T_\gamma$ is the macroscopic time needed for one layer to move a distance $d$ over the layer below it. $T_p$ corresponds to the time needed for the top layer to push back to its original position after having to climb over the next particle.
From the description of $I$, in equation 2.15, we can characterise the type of flow in a granular system. For instance, in a slow (quasi-static) flow, $I$ has a small value because the movement between layers of particles is slow, and particles’ inertia has little effect. Conversely, in dilute or agitated flows with large shear rates, the particles’ inertia overcomes the confinement force in the system, and, hence, the value of $I$ is large (Holyoake 2012).

An important consequence is that the solids concentration ($\phi$) and the dimensionless stress ($\tau$) must be functions of the inertial number ($I$) such that the resulting granular flow is given by an effective friction coefficient ($\mu$), i.e.

$$\phi = \phi(I)$$

(2.16)

and

$$|\tau| = \mu(I)$$

(2.17)

Within a homogenous state, the volume concentration ($\phi$) and effective friction coefficient
(μ), vary linearly with the initial number \( I \) as:

\[
\phi(I) = \phi_{\max} - aI, \tag{2.18}
\]

\[
\mu(I) = \mu_{\min} + bI \tag{2.19}
\]

where \( \phi_{\max}, \phi_{\min}, a, \) and \( b \) are constants (Savage 1984; Ancey et al. 1999; Pathmathas 2015).

Consistent with the dimensional analysis of Da Cruz et al. (2005), the solids concentration \( \phi \) and dimensional stress \( \mu = |\tau| \) should be slaved to the inertial number \( I \) such that the resulting granular flow is determined by \( \mu(I) \) and \( \phi(I) \). By assuming that this essential local rheology applies throughout the bed, Jop et al. (2005) showed compatibility between the constitutive equations for granular flow and their experimentally determined basal friction (resistance to the flow on the surface) law by choosing the effective friction coefficient of the form:

\[
\mu(I) = \mu_{\min} + \frac{\mu_{\max} - \mu_{\min}}{I/I_0 + 1} \tag{2.20}
\]

where \( I_0 = 0.279 \) is a constant determined by Jop et al. (2005) and \( \mu_{\min} \) and \( \mu_{\max} \) are respectively the friction coefficients that bound the steady flow. The corresponding expression for \( \phi(I) \) was a linear function fitted as:

\[
\phi(I) = \phi_{\max} + (\phi_{\min} - \phi_{\max})I \tag{2.21}
\]

with typical values taken as \( \phi_{\max} = 0.6 \) and \( \phi_{\min} = 0.4 \) (Pouliquen et al. 2006; MiDi 2004).

Taken together, equations 2.16 to 2.21 are the constitutive laws for characterising dense granular flow.

In the case of granular flow on a vibrating screen, a dense flow and a liquid-like regime are
observed in the bulk of the flow, while the region close to the surface behaves more like a gaseous regime. However, the roughness of the surface of the screen created by the apertures causes resistance to the flow along the screen. This resistance is similar to the basal friction in equation 2.20. The choice by Jop et al. (2006) to extend the local rheology description to the entire bed is based on the measurements obtained by MiDi (2004) who suggested that the volume fraction $\phi$, which remained nearly constant across the flowing layer, should be a function of the inertial number $I$. Based on this premise, the effective friction coefficient proposed by Jop et al. (2005) allows for the successful characterisation of the granular rheology across a wide range of granular flow configurations.

An interesting phenomenon is the transitions that must exist between the three flow regimes, and the hysteresis between the solid and the liquid layer, which this essentially empirical rheology does not capture. Lee and Huang (2012) employed rate-independent and rate-dependent components for the static and kinetic contributions of the shear stress, respectively, to address these limitations. The granular kinetic theory proposed by Jenkins and Savage (1983) was used for the kinetic contribution while the static contribution conformed to the friction law of Jop et al. (2006) and the dilatancy law of Hatano (2007).

Lee and Huang (2012) observed that there exists a kinetic stress in the flow, which results from the transition from liquid-like to gas-like flow (Figure 2.8). The first turning point in Figure 2.8 is the hysteresis at flow initiation while the second turning point is the transition from liquid-like flow to gas-like flow. Lee and Huang (2012) acknowledged that the discontinuity at the transition to the inertial flow regime (second turning point) warranted further study.
2.7 Summary

Although simple in concept, the modelling of screen performance for better efficiency is not trivial. A review of the different factors influencing the performance of industrial screens has been presented above. Previous researchers have employed different modelling methods ranging from empirical to numerical and mathematical analysis to tackle screening problems. Although these have had varying degrees of success, much work still needs to be done in order to accurately predict the efficiency of industrial screens.

To go beyond the current state-of-the-art in screen modelling, a clear understanding of the particle motion along an inclined vibrating screen is required. To this end, the present work takes the step in the study of the rheological behaviour of granular materials on vibrating inclined screens. This work acknowledges that much has already been done to improve screening efficiency but, to the best knowledge of the author, little or no work has been done from a rheological perspective.
Generally, granular systems exhibit unique rheology that is not akin to fluids - i.e neither Newtonian nor non-Newtonian. This unique rheology makes the study of granular behaviour difficult, as particles exhibit a range of complex phenomena such as mixing, segregation and percolation. (These phenomena occur during screening and different parameters are varied in order to influence or inhibit them to achieve maximal efficiency. For instance, while mixing is not important in screening, segregation and percolation are essential for effective screening performance.) In order to study this unique rheology, efforts have been made to quantify granular rheology in different media with the aim of developing a universally accepted model for granular rheology. MiDi (2004) compiled the list of these studies and more efforts are being made towards developing this model.

This review has identified key elements relevant to quantifying granular rheology on vibrating screen, including the depth of the particle bed along the screen, the solids concentration, and the average velocity of the granular avalanche on the screen. Further, it was established from previous relevant studies that granular flow exhibits three different flow regimes: a dense quasi-static regime, in which particles are very slow and interact by frictional contacts; an intermediate liquid regime, in which the material is dense but still flows like a liquid with the particles interacting both by collision and friction; and a gaseous regime, in which the flow is very rapid, dilute, and the particle interact by collision.

To begin developing a phenomenological model for granular flow on an inclined vibrating screen, there is a need to develop a constitutive stress model that will capture all the stresses in the flow that cause different flow regimes, and the transition between one regime and another. The different constitutive behaviours depend on microscale properties (such as particle friction and coefficient of restitution) as well as macroscale properties (like shear rate and solids concentration). The rheology is governed by a local friction law that relates the effective friction coefficient, $\mu$, to a single dimensionless variable parameter, the inertial number, $I$. Among all methods of screening modelling discussed in this review, DEM is
considered most appropriate for this study because of its ability to simulate by combining both the microscale and the macroscale properties of screening needed for this work.
Chapter 3

Modelling and Data Analysis

The numerical program and the analysis schemes undertaken in this thesis are reported in this chapter. Continuum models need to be calibrated and validated with available discrete empirical or numerical data. To achieve this, an efficient micro-macro transition method is required to obtain continuum fields such as momentum, density, stress, pressure, etc., from discrete individual particle data such as position, orientation, velocity, forces on individual particles, etc. This chapter presents the approach that was employed to address the objectives set out in the introduction. The continuum models formulated in this work were validated using numerical data from computational simulations.

3.1 Numerical modelling

To simulate a screening process, the key boundary is a woven mesh which provides apertures for undersize particles to fall through. To ensure better performance, additional parameters such as mechanical vibration and screen inclination are also employed. The 3-D DEM model shown in Figure 3.1 was set up to simulate granular flow on an inclined vibrating screen. The screen geometry was designed using computer aided design (CAD) in solidworks software and imported into the commercial package EDEM, developed by DEM solutions. EDEM is based on the Cundall and Strack (1979) algorithm and the appropriate contact model DEM-
Simulations were conducted to model the separation of a mixture of dry, spherical, glass beads consisting of an equal volume of two differently sized particles. The modelling conditions employed in the simulations are listed in Table 3.1. The screen was 450 mm long and 308 mm wide, with square apertures of 3.5 mm. Simulations were performed using the conditions on Table 3.1 in order to build a data base from which the rheology of flow could be characterised. The selection of the screen vibration is based on the analysis of Chen and Xin (2009).

In each simulation, the binary mixture of particles was fed onto the screen by gravity, via the particle factory (feed hopper). At the moment of generation, the velocity was assumed to be \( v_x = v_z = 0 \) and \( v_y = -0.05 \, m/s \). From thereon, the velocities of the particles in all three dimensions changed with time, due to their contact with each other and the screen surface. The numbers of particles created, their creation rate, their spatial position and their material properties were specified in the particle factory, positioned above the feeder. For even mixing
and avoidance of packing complications, the dynamic particle option was selected (in EDEM) as it is more efficient than the static method (Bbosa 2013).

Table 3.1: DEM modelling conditions

<table>
<thead>
<tr>
<th>Material properties</th>
<th>Poisson’s ratio</th>
<th>Shear modulus</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particles</td>
<td>0.3</td>
<td>23 MPa</td>
<td>2678 kg/m³</td>
</tr>
<tr>
<td>Screen</td>
<td>0.29</td>
<td>79.92 GPa</td>
<td>7861 kg/m³</td>
</tr>
<tr>
<td>Collision properties</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Particle-particle</td>
<td>0.1</td>
<td>0.545</td>
<td>0.01</td>
</tr>
<tr>
<td>Particle-screen</td>
<td>0.2</td>
<td>0.5</td>
<td>0.01</td>
</tr>
<tr>
<td>Particle diameter</td>
<td>3 mm and 5 mm</td>
<td>Particle generate rate</td>
<td>7000 particles/s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Test Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen aperture (mm)</td>
<td>3.5</td>
</tr>
<tr>
<td>Angle of declination (deg)</td>
<td>25</td>
</tr>
<tr>
<td>Vibration amplitude (mm)</td>
<td>1.0, 1.5, 2.0, 2.5</td>
</tr>
<tr>
<td>Vibration frequency (Hz)</td>
<td>4, 6, 8, 10, 12</td>
</tr>
<tr>
<td>Screen vibration</td>
<td>Sinusoidal translation</td>
</tr>
<tr>
<td>Particle size (mm)</td>
<td>Binary size distribution (50% by volume of oversize and undersize) for each type of screen</td>
</tr>
</tbody>
</table>

The Hertz-Mindlin (no slip) contact model (Mindlin and Deresiewica 1953) discussed in section 2.5.1 was employed to simulate particle-particle and particle-geometry interactions. This model is based on Hertz’s theory and Mindlin’s no-slip improved model in the normal and shear directions, respectively. The amount of time between successive iterations (time step) in the simulation was carefully chosen to avoid incorrect calculation of particle contact forces and interactions. To ensure stability in the system, the time step was set to at least half of the critical time step as suggested by DEM-Solutions (2006) and Bbosa (2013). According to DEM-Solutions (2006), the critical time step (also known as the Rayleigh time) is the time taken for a shear wave to propagate through a solid particle. The time step employed in this work was $1.83 \times 10^{-6}$ s (DEM-Solutions 2006). Analysis of the flow was done at an accumulated average time intervals of 0.5 s. The snapshots of the flow at this time interval are shown in Figure 3.2.
Figure 3.2: Particle motion on the screen at 0.5s intervals.  
a shows when $t = 0$ s and positions where average values of flow where calculated. 
$b − d$ show particle motion from 0.5s to 3s at 0.5s intervals

3.2 Data processing

3.2.1 Statistics: Coarse-graining

The use of a proper and accurate micro-macro transition method helps to transfer a discrete particle system to a corresponding continuum model (Zhu et al. 2007). To formulate an accurate continuum model, numerical or experimental data are required to calibrate and validate the model. In this work, discrete particle simulation data were extracted both to confirm the
assumptions of and provide the required closure rules for the rheological model to characterise the granular flow on a vibrating inclined screen. The averaging method employed in this study was the coarse-graining method. This method has been employed to study the constitutive behaviour of granular matter, and the micro-dynamical behaviour of granular flow (Zhu et al. 2007; Glasser and Goldhirsch 2001; Zhu and Yu 2002). The combined approach of discrete and averaging procedures gives a better understanding of the basic mechanisms of granular flows. Global assumptions are not required as the combined approach takes into account the discrete nature of the granular materials. This is a convenient way of analysing DEM simulation results to achieve continuum modelling suitable for engineering application.

In order to extract continuum fields from the discrete particle data, the coarse-graining approach described by Tunuguntla et al. (2015), Weinhart et al. (2012) and Glasser and Goldhirsch (2001) was employed. According to Weinhart et al. (2012), this approach is appropriate to analyse the continuum model in this work because the fields produced automatically satisfy the equations of continuum mechanics, even near the base of the flow. Compared to other methods described in the literature Luding and Alonso-Marroquín (2011), Weinhart et al. (2012), and the cited references therein, the coarse-graining method is most suitable because:

(i) the resulting macroscopic fields satisfy the continuum mechanics equation even close to the boundaries; and

(ii) no averaging over several time steps is required, i.e. the resulting field is valid even for a single time step.

Furthermore, other methods apply essentially to a homogenous and steady situation, because an ensemble-averaging is required to obtain accurate results (Tunuguntla et al. 2015). The coarse-graining method on the other hand, uses a smoothing kernel (coarse-graining function), which automatically generates fields satisfying the continuum equations. In this work, the coarse-graining approach of Tunuguntla et al. (2015) was applied to bi-disperse spherical glass beads on a vibrating screen system. From Figure 3.3, the two constituents are seen to appear simultaneously at every point on the screen. Hence, at each point in space and time,
the particle velocities associated with each constituent overlap.

![Figure 3.3: A snapshot of bi-disperse particle flow on an inclined vibrating screen from a simulation carried out in this work. The screen is inclined at 25° to the horizontal. The red and green particles are the two particle constituents \( i \) considered in this work. \( S \) is the bulk constituents of the flow, \( S^1 \) and \( S^2 \) are bulk constituents type 1 and 2 respectively, where \( i \in S \) and \( S = S^1 \cup S^2 \).](image)

For spherical particles of radius \( a_i \), the centre of mass is represented as \( \vec{r}_i \), the mass as \( m_i \) and the velocity as \( \vec{v}_i \). Figure 3.4 depicts two particle constituents \( i \) and \( j \) in contact with each other. For each constituent pair, the contact vector \( \vec{r}_{ij} = \vec{r}_i - \vec{r}_j \), and the unit vector \( \vec{n}_{ij} = \frac{\vec{r}_{ij}}{|\vec{r}_{ij}|} \) (pointing from \( j \) to \( i \)). Further to this, the overlap between the two particle constituents is expressed as \( \delta_{ij} = \max(a_i + a_j - \vec{r}_{ij}, \vec{n}_{ij}, 0) \), and the contact point and branch vector as \( \vec{c}_{ij} = \vec{r}_i + (a_i - \delta_{ij}/2)/\vec{r}_{ij} \) and \( \vec{b}_{ij} = \vec{r}_i - \vec{c}_{ij} \) respectively.

For a set of centre-of-mass coordinates \( \vec{r}_i(t); \vec{v}_i(t); m_i \), the statistical mechanical definitions for microscopic mass density and momentum are expressed as:

\[
\rho^{\text{mic}}(\vec{r}, t) \equiv \sum_i m_i \delta[\vec{r} - \vec{r}_i(t)] \tag{3.1}
\]

and

\[
\varrho^{\text{mic}}(\vec{r}, t) \equiv \sum_i m_i \vec{v}_i(\vec{r}, t) \delta[\vec{r} - \vec{r}_i(t)] \tag{3.2}
\]
where $m_i$ denotes the mass of particle $i$, and the corresponding position of the centre of mass of the particle at time $t$ is denoted by $\vec{r}_i(t)$. The corresponding centre-of-mass velocity is $\vec{v}_i(t) \equiv \vec{r}_i(t)$. The relative positions of the centres of mass of two particles is $\vec{r}_{ij} \equiv \vec{r}_i(t) - \vec{r}_j(t)$ and the corresponding relative centre-of-mass velocities is $\vec{v}_{ij}$. For a bi-disperse system of type 1 and 2, and bulk constituents set $S^1 \cup S^2$, equation 3.1 is expressed as:

$$\rho_{\text{mic},\beta}(\vec{r},t) \equiv \sum_{i \in S^\beta} m_i \delta[\vec{r} - \vec{r}_i(t)] \quad (3.3)$$

where $\beta$ is type 1 and 2. According to Glasser and Goldhirsch (2001), the delta-function is a Dirac function defined in 3-dimensional Euclidean space $\mathbb{R}^3$. Since the summation of the mass density of a volume in space equals the mass of all the particles in the volume, equation 3.3 can be convoluted with a spatial grain function $\psi(r)$ also known as a smoothing function. Hence,

$$\rho^\beta(\vec{r},t) = \sum_{i \in S^\beta} \int_{\mathbb{R}^3} \rho_{\text{mic}}^\beta(\vec{r} - \vec{r}')d\vec{r}' = \sum_{i \in S^\beta} m_i \psi[\vec{r} - \vec{r}_i(t)]. \quad (3.4)$$

The smoothing function $\psi(r)$ possesses the following properties:
(i) It is non-negative semi-definite, i.e. \( \psi(\vec{r}) \geq 0 \) (as such, the density field is positive).

(ii) The integral over space is normalized, i.e. \( \int_{\mathbb{R}^3} \psi(\vec{r}) \, d\vec{r} = 1 \), guaranteeing the conservation of mass and momentum.

The smoothing function \( \psi(r) \) possesses a predetermined width \( w \) which is the coarse-graining scale. The value chosen for \( w \) in this work was 0.005 m which was the diameter of the bigger particle. The goal was to obtain a kernel density estimation of a finite data sample within the probe region, including where no data are observed. The contribution of each data point was smoothed out and the aggregate of the individual smoothed contributions gives an overall picture of the structure of the data. In this work, \( \psi \) was taken as a Gaussian of width \( w \). The choice of a Gaussian allows for a smoother resulting field, similar to the observation of Goldhirsch (2010).

In Figure 3.5, the probe point \( r \) is highlighted in red. The probe point is tilted such that it is perpendicular to the flow and cuts across the width of the screen. The position of particles is not stationary, but changes with time \( t \) as particles move along the screen. The movements of particles are tracked in 3D as vector \( \vec{r}_i \) where \( i \) is in \([x, y, z]\). A single probe position is enough (MiDi 2004; Tunuguntla et al. 2015) as all particles pass through this point provided readings are taken from time \( t = 0s \). Data exported from the simulation results to models in equations 3.4 and 3.9 include the positions \( \vec{r}_i \) and velocities \( \vec{v}_i \) of individual particle constituents at different time steps (Figure 3.2). Other parameters are mass \( m_i \), and average particle diameter \( d \). From these primary data, analyses are carried out in MATLAB for the derivation of the partial density and the partial momentum density.

An essential parameter to quantifying the rheology in this work is the volume fraction \( \phi \), which was calculated for the two constituents separately and jointly. Measurements were taken at steady flow, in line with MiDi (2004) and Tunuguntla et al. (2015). The total volume fraction is represented by \( \phi^\beta \) where \( \beta \) represents large and small particles and the interstitial fluid (air). These particle types can be expressed as a bulk constituent of set \( S^1 \cup S^2 \) where each
Figure 3.5: Kernel density estimate. The red line is the depth at which readings were taken at different time steps in this work. The inset shows particles movements from the reference point \( r \) and the flow of particles in 3- dimension \( r_i \), where \( i = x, y, z \).

constituent \( i \in S \). The smoothing kernel function is applied to calculate the volume fraction, the depth of flow at point \( x \), and time \( t \). The granular flow in a vibrating screen is divided into a mixture of large and small particles, whose interstitial fluid is air in the case of dry screening. At the initial stage when particles are fed to the screen, every point is simultaneously occupied by the three phases, i.e. small and large particles and the passive fluid (air). As screening begins, segregation and percolation of the small particles occurs along the screen, leaving a higher concentration of the large particles.

Given each constituents \( \beta \), we define the overlapping partial density, partial velocity and partial pressure as \( \rho^\beta \), \( \bar{u}^\beta \), and \( P^\beta \) respectively. Constituent \( \beta = l + s + a \), where \( l \) represents large particles, \( s \) represents small particles, and \( a \) is the passive fluid (air). Each constituent
occupies a volume fraction $\phi^\beta$ per unit volume and

$$\phi^l + \phi^s + \phi^a = 1 \quad (3.5)$$

Ignoring the passive fluid, the volume fraction of grains per unit mixture is

$$\phi^g = \phi^l + \phi^s \quad (3.6)$$

The volume concentration of large and small particles per unit volume are

$$\phi^\Upsilon = \phi^\Upsilon / \phi^g \quad (3.7)$$

where $\Upsilon = l, s$ which also sum up to unity. i.e $\phi^l + \phi^s = 1$

The corresponding volume fractions are calculated as follows:

$$\phi^\beta = \frac{\rho^\beta}{\rho_p^\beta} \quad (3.8)$$

where $\rho_p^\beta$ is the material density of constituent type $\beta$ and $\phi^\beta$ is the bulk volume fraction.

The methodology described above was applied to analyse the results from the simulations of the flow of binary mixtures of two particle sizes 3 mm and 5 mm, on a vibrating screen with square apertures. The near-size problem was factored in (i.e. when the particle size is close to that of the screen aperture) to see how this affects the particle flow on the screen and the percolation of undersize particles. This started with the flow on the screen and the resulting Eulerian fields that form the basis for developing continuum-type modelling.

Further to obtaining the volume concentrations as discussed above, the velocity fields which are arguably the most important quantities for continuum modelling were obtained from the ratios of the partial momentum and mass density fields (equations 3.11-3.12), as explained below.
For constituents type $\beta$, the coarse-grained partial momentum density is given by:

$$\vec{\vartheta}^\beta(r, t) = \sum_{i \in S^\beta} m_i \vec{v}_i \psi_i$$ (3.9)

$$\bar{u}^\beta = \frac{\vec{\vartheta}^\beta(\vec{r}, t)}{\rho^\beta(\vec{r}, t)}$$ (3.10)

where $u^\beta$ is the average velocity.

### 3.2.2 Scaling relations

Well formulated scaling laws will help to unravel the governing mechanisms of multi-directional flows on and through a vibrating screen. In an attempt to describe experimental results quantitatively, Jop et al. (2006) showed that the depth-averaged velocity varies as the thickness of the granular layer to the power of $3/2$. This scaling, otherwise known as Bagnold’s scaling, comes naturally from dimensional analysis in the absence of basic time scales. One might expect that most studies would observe this kind of rheology; however, results strongly depend on the experimental procedure (Silbert et al. 2003).

In the case of a vibrating screen, the boundary conditions, which involve the vibrational intensity of the geometry, complicate a direct quantitative comparison with the experiments. For instance, the average velocity along the screen, the depth of granular flow, and the solids concentration behave differently along a vibrating inclined plane.

In fluid dynamics, the Froude number, $F_r$, is the ratio of two dominant forces, the inertial force and the weight force, i.e. $F_r = \frac{v}{\sqrt{gL}}$, where $L$ and $v$ are the characteristic length dimension and characteristic velocity of the system, respectively (Hilden 2007). In granular flow, an analogous expression can be used to describe the bed velocity in dimensionless terms (MiDi...


For a vibrating screen surface,

\[
F_r(\text{vibration}) = \frac{(\text{peak velocity of vibrating surface})^2}{g.(\text{amplitude of vibration})} = \frac{(R\omega)^2}{g.R} = \frac{R\omega^2}{g} = \frac{R.(2\pi f)^2}{g} = \Gamma
\]  

(3.12)

where \( R \) and \( \omega \) are the vibration amplitude and angular frequency, respectively. \( R \) can be replaced by the depth of flow of particles on the screen, \( h \), or particle diameter, \( d \) (Meinel 1998). The measure of the vibratory motion characteristics is the throw value (intensity of vibration, jump index, or \( g \)-force), \( \Gamma \), which is the peak acceleration of the screen.

\( \Gamma \) is a dimensionless number combining the acceleration due to gravity, \( g \), the vibration frequency, \( f \), and the amplitude of vibration, \( R \). Other dimensionless parameters include the scaled average depth, \( \frac{h}{d} \), defined above, and the scaled flow rate, \( Q \), of the particles on the screen, given as:

\[
Q = \int \langle v \rangle \delta(h).
\]  

(3.13)

For an inclined plane geometry, the parameter \( I \) is constant everywhere across the system; likewise, the shear rate \( \dot{\gamma} \) is uniform and the predicted velocity profile is linear (MiDi 2004). At the wall, the effective friction coefficient obeys the rheological law, i.e \( \frac{\tau_w}{p_w} = \mu(I) \) (see details in Chapter 2). While this law applies favourably to a dense flow, it tends to change when the flow becomes collisional. (In Chapter 4, a stress model is formulated that classifies the flow in an inclined vibrating screen geometry into three regimes, each dominated by a corresponding stress (contact, collisional, and turbulence stress). The transition between the regimes is investigated through the dimensionless parameter \( I \).)

The flow layer is essential to developing a scaling relation between the flow rate and the flow.
depth in a free surface flow system. The velocity as a function of position in an inclined plane geometry is:

\[ V(y) = \int_0^h \dot{\gamma}(y) dy \]  \hspace{1cm} (3.14)

and the stress distribution is:

\[ P = \rho g (h - y) \cos(\theta), \]  \hspace{1cm} (3.15)

with

\[ \frac{\tau}{P} = \tan(\theta) \]  \hspace{1cm} (3.16)

where \( \theta \) is the angle of inclination of the screen (see Figure 2.5).

The shear rate \( \dot{\gamma} \) is defined by the relationship:

\[ \dot{\gamma}(y) = \frac{1}{d} \sqrt{\frac{P(y)}{\rho}} \mu^{-1}(\tan(\theta)) = \frac{1}{d} \sqrt{g(h - y) \cos(\theta) \mu^{-1}(\tan(\theta))}. \]  \hspace{1cm} (3.17)

Integrating equation 3.14 over the depth of flow, and scaling with the factor \( \sqrt{gd} \), gives a velocity profile in the form:

\[ \frac{V(y)}{\sqrt{gd}} = A(\theta) \frac{3}{2} \left[ h^{3/2} - (h - y)^{3/2} \right] \]  \hspace{1cm} (3.18)

where

\[ A(\theta) = \frac{2}{3} I(\theta) \sqrt{\cos(\theta)} = \frac{2}{3} \mu^{-1}(\tan(\theta)) \sqrt{\cos(\theta)} \]  \hspace{1cm} (3.19)

The average velocity \( \langle V \rangle \) can be analysed as:

\[ \frac{\langle V \rangle}{\sqrt{gd}} = \frac{1}{h} \int_0^h \frac{V(y)}{\sqrt{gd}} dy = \frac{9}{10} A(\theta) \left( \frac{h}{d} \right)^{3/2} \]  \hspace{1cm} (3.20)

The velocity in this case scales with the depth of flow to the power 3/2, and is otherwise called the Bagnold profile. It is important to note that the Bagnold profile relies on dimensional reasoning and not on collisional arguments.
Much empirical work has been done to investigate the scaling relation between the velocity of flow and the depth of flow in an inclined plane configuration. These experiments essentially focus on how changing flow parameters can affect the scaling ($\langle V \rangle$ versus $h$) in the system. These parameters range from changing the bed conditions to the influence of material types on the flow. However, no unified scaling description emerges from the different experiments (Pouliquen 1999b; Pathmathas 2015).

Silbert et al. (2001) observed that the velocity in the direction of flow ($V_x$) scales with the depth of flow according to $V_x(y) \propto h^n$ where $n = 1.52 \pm 0.05$. The shear rate $\dot{\gamma}$ in these cases depends on the flow rate $Q$. In this work, the flow rate was re-scaled as:

$$Q^* = \sqrt{\frac{\langle V \rangle}{d \sqrt{gd}}}$$  \hspace{1cm} (3.21)

### 3.2.3 Scaling relations obtained in this work

Figures 3.6 and 3.7 reveal a different scaling relation for this work, which is not surprising as the configuration of an inclined vibrating screen is different from that of an inclined plane. The granular flow in this system is influenced by both the angle of inclination ($\theta$) and the vibration intensity ($\Gamma$). Due to the vibrating surface, the particles do not flow steadily down the screen hence the scaling relation will be different from the Bagnold’s profile in other free surface flow (such as inclined planes, heap flow, and rotating drums). Further, the screening effect (i.e., percolation of undersize particles through the aperture of the screen) and the binary flow of particles are additional factors that determine the depth and the average velocity of the flow.
In Figures 3.6 and 3.7, the re-scaled flow rate and the scaled average velocity are plotted against the scaled depth \((h/d)\) for different intensities of vibration of the screen. The best fitting power law for the re-scaled flow rate \(\sqrt{Q^*} = a(h/d)^n\) yields \(n = 0.239 \pm 0.03\), while for the scaled average velocity \(\frac{\langle V \rangle}{d\sqrt{gd}} = a(h/d)^n\), \(n = 0.4017 \pm 0.03\). The scaling allows for the testing of the underlying scaling relation. While these results are different from those of inclined plane free surface flow, they are similar to those of rotating drums. Table 3.2 summarises different scaling relations obtained for different geometries of flow. A comparison with flow in a rotating drum is probably more appropriate for a vibrating inclined screen since they are both free surface flow and are both affected by the motion of the geometry (MiDi 2004).
Table 3.2: Scaling laws for the variation of scaled flow rate with scaled flowing layer depth for open surface flow geometry

| Author                        | Scaling: \( \langle V \rangle \) versus \( h \) | Estimated \( |\dot{\gamma}| \) | Comments/Definitions                      |
|-------------------------------|-----------------------------------------------|---------------------------------|-----------------------------------------|
| Parker et al. (1997)          | \( \langle V \rangle \propto h^0 \)          | \( \approx 0 \)                | excessive wall slip                      |
| Orpe and Khakhar (2001)       | \( \langle V \rangle \propto h^3 \)          | \( \sqrt{\frac{g_\infty}{M a \cos(\theta)}} \) | \( M \equiv \) fit parameter; \( \theta \equiv \) repose |
| MiDi (2004)                   | \( \langle V \rangle \propto h \)            | \( \dot{\gamma} \approx 0.5 \sqrt{\frac{g}{h}} \) | wide range of data                      |
| Jop et al. (2006)             | \( \langle V \rangle \propto h^{3/2} \)     | depends on \( Q^* \)            | based on heap flows                     |
| Felix et al. (2007)           | \( \langle V \rangle \propto h^n \)          | variable                        | \( n = 5.5 \pm 0.5 \) for \( \frac{T}{T} = 100 \) |
| Pignatel et al. (2012)        | \( \frac{h}{d} = 2.86 (\langle V \rangle h \sqrt{g/d})^{0.41} \) | variable                        | best fitted power law (all data)        |
| Pathmathas (2015)             | \( \langle V \rangle \propto h^{0.86} \)     | \( \dot{\gamma} \approx 0.25 \sqrt{\frac{g}{\langle d \rangle}} \) | \( n = 0.86 \pm 0.04; \langle d \rangle = 6.5 \) mm |
| In this work                  | \( \langle V \rangle \propto h^{0.40} \)     | \( \text{variable} \ \dot{\gamma} \text{ at constant fit of } \approx 1.7 \sqrt{\frac{g}{\langle d \rangle}} \) | \( n = 0.40 \pm 0.03 \) for \( \langle d \rangle = 4 \) mm |

### 3.3 Summary

This chapter reported the conditions for simulations using DEM and the micro-macro transition method employed in this work. This method is otherwise called coarse-graining. Granular mixtures of two particle constituents were simulated on an inclined vibrating screen using the commercial DEM package EDEM, developed by DEM solutions.

The modelling conditions and geometry parameters have been discussed in this work. The information extracted from the discrete particle simulation was used both to confirm the assumptions of and provide the required closure rules for a rheological model to characterise the granular flow on an inclined vibrating screen. While microscopic properties were employed for the simulation, the properties extracted from the simulation are macroscopic fields which are consistent with the continuum equations of mass, momentum, and energy balance.

From the continuum equations, the volume fraction and the tangential velocity as a function of the depth of flow along the inclined surface were derived. Data were extracted when the system attained a steady flow. The velocity and volume fraction distribution delineate different flow
regimes in the flow. These flow regimes make it difficult to obtain a clear constitutive choice for the shear stress. By fitting the average scaled flow rate and the tangential velocity data to the normalised depth, scaling relations of the form $\sqrt{Q^*} \propto (h/d)^n$, where $n = 0.239 \pm 0.03$, and $\langle V \rangle \propto (h/d)^n$, where $n = 0.4017 \pm 0.03$, were obtained for the flow rate and velocity respectively. These values were the closest when compared to similar results in the literature (Table 3.2) for free surface flow. Although, these values are not exactly the same as the Bagnold’s profile, a similar relationship occurs between the average flow velocity and the depth of flow. The Bagnold’s profile value of $3/2$ is for an ideal case of a steady flow down and inclined plane without vibration. In this geometry (vibrating screen), granular flow is influenced by both vibration and the inclination of the screen hence, the difference in the scaling relations from the Bagnold’s profile.
Chapter 4

Vibrating Screen Rheology

4.1 Introduction and motivation

The need to identify the dominant stresses in a vibrating screen has informed the decision to characterise the granular flow during screening in this work. This chapter presents the development of an effective frictional coefficient model that is based on frictional, collisional-kinetic, and turbulent stresses. The quasi-static regime is dominated by frictional stress, and corresponds to low inertial number, $I$ ($\text{Jop et al. 2005; Taberlet et al. 2003}$). In this work, the frictional stress is divided into internal and wall shear stress. Beyond the quasi-static regime, the frictional stress chains break and the collisional-kinetic and the turbulent stresses begin to dominate.

In section 2.6 above, it was shown how the combination of the kinetic and static stresses yields an effective friction coefficient $\mu(I)$ that captures the hysteresis from the start of flow down an inclined plane to the end of the steady state, and the transition that must occur from the dense (liquid-like) regime to a gaseous-like regime. Lee and Huang (2012) observed a kinetic stress in the flow as a result of the transition from liquid-like flow to gas-like flow. Their model successfully captures the hysteresis at the flow initiation and the transition from liquid-like to gas-like flow (Figure 2.9). However, a sharp discontinuity in the model suggests
a deficiency which the authors suggested should be investigated. Intuitively, the transition from the liquid-like to the gas-like regime should correspond to a net decrease in the effective friction coefficient because of the dilute nature of the flow. Lun et al. (1984) and Jop et al. (2006), using kinetic theory and visco-plastic rheology, agree that the effective friction coefficient decreases or should break down for high values of the inertial number, \( I \).

While the model of Lee and Huang (2012) is able to capture the crucial transitions in the system, the hypothesis in this work will test if the inclusion of a turbulent regime in the flow, and an appropriate solids concentration \( (\phi) \) that varies with inertial number \( (I) \), can correct the deficiency in the system. Further, a model of the effective friction coefficient should capture the transition between three phases, namely: solid-like, the liquid-like, and the gas-like regimes which are described in this work as the quasi-static, kinetic, and turbulent regimes. To characterise the flow, this work notes that each regime of flow is dominated by a corresponding stress. Further to this, different regimes of flow are identified by their solids concentration.

### 4.2 Model formulation

As discussed in Chapter 3, the flow behaviour of granular materials can be predicted by solving the average balance equations obtained from the continuum mechanics approach. Due to their discrete nature, the microscopic interactions of individual particles are used to describe the bulk flow in DEM. As shown in Figure 4.1, for a fully developed granular flow down an inclined plane, \( u_1 \) denotes the velocity in the direction of flow, and \( u_2 \) is the velocity perpendicular to the direction of flow, where \( x_1 \) and \( x_2 \) are the parallel and the perpendicular axes to the plane, respectively, and \( \theta \) is the angle of inclination of the bed. The dotted line represents the maximum depth of flow across the screen. \( P \) and \( \tau \) are the normal stress (pressure) and the shear stress, respectively.
The conservation of mass for the flow is given by:

\[
\frac{D(\rho_p \phi^2)}{Dt} + \rho_p \phi^2 \frac{D u_i}{Dx_1} = 0 \tag{4.1}
\]

where \(i\) is the direction of velocity. The momentum equations are given by:

\[
\frac{D(\rho_p \phi^2 \vec{u}_1)}{Dt} = -\frac{D(\rho_p \phi^2 \vec{u}_1 \vec{u}_2)}{Dx_2} + \frac{D \tau_{1,2}}{Dx_2} + \rho_p \phi g \sin \theta \tag{4.2}
\]

and

\[
\frac{D(\rho_p \phi^2 \vec{u}_2)}{Dt} = -\frac{D(\rho_p \phi^2 \vec{u}_2 \vec{u}_2)}{Dx_2} - \frac{DP}{Dx_2} - \rho_p \phi g \cos \theta \tag{4.3}
\]

The flow regimes observed in this system are characterised by the volume fraction and velocity. At low velocity and high solids concentration, when the particles deform slowly, the flow is dominated by frictional force and contact stress (static stress). As particles gain momentum, they move faster, and collide randomly with each other and with the wall. This motion causes dilation in the flow such that the particles begin to behave like a molecular gas. At this point, the kinetic stress is dominant. As in kinetic theory, the particle velocity
can be decomposed into time-averaged and fluctuating velocity components (Clement and Rajchenbach 1991). Analogous to the thermodynamic temperature is the granular temperature \( T \) which represents the energy associated with the random motion in the kinetic regime. In addition to the volume fraction \( \phi^\beta \) and the velocity \( \vec{w}^\beta \), in the momentum equations 3.2 and 3.3, the granular temperature, given as \( T = \frac{1}{3}(\langle \dot{u}_1^2 \rangle + \langle \dot{u}_2^2 \rangle + \langle \dot{u}_3^2 \rangle) \), can also characterize the local state of the granular material, where \( \dot{u}_i \) is the fluctuating velocity with a zero time average and \( \langle \rangle \) represents an ensemble average.

As previously discussed in sections 2.6 and 4.1, the order of the inertial number \( I \) from small to large values corresponds to the change in flow behaviour from the quasi-static regime to the kinetic-collisional regime, and the turbulent regime. To capture the effects of the quasi-static (\( \tau_s \)), the kinetic-collision (\( \tau_c \)) and the turbulent (\( \tau_t \)) shear stresses, this work assumes that the shear stresses obey the additive rule (Lee and Huang 2012; Shuyan et al. 2009) such that the total stress can be expressed as:

\[
\tau = \tau_s + \tau_c + \tau_t. \tag{4.4}
\]

\( \tau_s \) can be substituted with the sum of the internal shear stress \( \tau_i \) and the side wall frictional shear stress \( \tau_w \), so

\[
\tau = \tau_i + \tau_w + \tau_c + \tau_t. \tag{4.5}
\]

Similarly, the pressure is made up of the quasi-static, kinetic-collision, and the turbulent pressure, i.e.

\[
P = p_s + p_c + p_t, \tag{4.6}
\]

where \( p_s \), \( p_c \) and \( p_t \) are the quasi-static, the collisional-kinetic, and the turbulent normal stress (pressure) respectively. Corresponding to the quasi-static shear stress, the quasi-static normal stress can be expressed as the sum of \( p_i \) and \( p_w \). \( \tau \) and \( P \) are thus derived to capture the essential flow regimes observed in the system. The frictional stress essentially relies on
the internal shear stress between particles and the side wall frictional stress. All possible contact frictions in relation to the flow are considered in order to derive a total effective friction between the flowing layer and the geometry.

MiDi (2004) and Jop et al. (2006) observed that the flow of granular materials on an inclined plane depends on the angle of inclination. In their systems, the inclination angle determines the effective frictional coefficient between the flowing layer and the rough bottom. In an inclined vibrating screen geometry, other factors such as vibration intensity, size of particles, and aperture size contribute to granular flow. Although the model developed in this work does not factor in all screening parameters, the effect of each parameter on the volume concentration and the shear rate determines the flow regime. The influence of each parameter will affect the effective frictional coefficient as $I$ changes.

### 4.2.1 Pressure, volume fraction and bulk density

The inertial number $I$ is defined as $I = \frac{d\dot{\gamma}}{\sqrt{P/\rho_p}}$, where $d$ is the average particle diameter, $\dot{\gamma}$ is the shear rate, and $\rho_p$ is the particle density. From the inertial number $I$, the confining pressure $P$ can be expressed as:

$$P = \rho_p \left( \frac{d\dot{\gamma}}{I} \right)^2. \quad (4.7)$$

$I$ is an essential dimensionless parameter that controls the transition from one regime of flow to another. In fact, $I$ controls the flow (see section 2.6). As $I$ increases, the flow evolves from a quasi-static regime to a dilute regime and then to a collisional regime. Equation 4.8 expresses the total pressure $P$ as inversely proportional to $I$ which implies that high values of $I$ correspond to low $P$ and vice versa. As discussed in section 4.1, low values of $I$ correspond to the quasi-static regime. If $p_s \to 0$ as $I$ increases, it implies that $p_c + p_t$ should increase.

In a vibrating screen geometry, the granular flow exhibits an intermittent behaviour as transitions in the flow depend on the effect of the screening variables. While a quasi-static regime is
possible on a vibrating screen (as depicted in Figure 3.4), transition to collisional and possibly turbulent flow is inevitable. To achieve a total pressure $P$ on a vibrating screen, $I$ should be expressed in a way that spells out the effect of the transition on $P$. This pressure, which is pertinent only to moving media, also depends on the solids fraction of the media. During screening, periodic tapping and percolation of undersize particles vary the solids concentration and the bulk density along the screen. As discussed in section 3.2.1, and expressed by equation 3.8, the relationship between the bulk density $\rho_\beta$, the material density $\rho_p^\beta$, and the volume concentration $\phi^\beta$ is given by:

$$\rho_\beta = \phi^\beta \rho_p^\beta$$  \hspace{1cm} (4.8)

Lee and Huang (2012) propose that $p_s$ (the normal stress in the static regime) depends on the volume fraction $\phi$ and obeys the scaling law $p_s \sim p_o (\phi - \phi_{min})^\alpha$ at high loading \(^1\) on an inclined plane without vibration. $p_o$ and $\phi_{min}$ depend on the properties of the material while the value of $\alpha$ varies depending on the contact forces. Josserand et al. (2006) proposed $\alpha = 3/2$ for the Hertzian contact force employed in this work. This expression applies to a fully loaded (high and constant depth) granular flow on an inclined plane; the chances of achieving a fully loaded flow on an inclined vibrating screen are limited. Thus, in this work, another means of investigating the static normal stress for an inclined vibrating screen is derived. From equation 4.7,

$$p_s = P - p_c - p_t$$  \hspace{1cm} (4.9)

From equation 4.9, it is important to first calculate $P$ and subsequently $p_c$ and $p_t$ because at high values of $p_c$ and $p_t$, $p_s$ will vanish and negative values of $p_s$ are not relevant (Lee and Huang 2012). In equation 4.7, the total pressure is expressed as a function of the shear rate and the inertial number, which implies that when $I \rightarrow 0$, the pressure will increase infinitely, which is not supported in literature. To overcome this dilemma, a more convenient approach adopted in this work is the dilatancy law\(^2\) where the inertial number $I$ is a function of the

\(^1\)when particles are closely packed  
\(^2\)the variation of the mean volume fraction $\phi$ as a function of the inertial number $I$
Different relationships apply to relating the volume fraction to the inertial number depending on the geometry and the conditions of flow. Hatano (2007) suggests a power law for the dilatancy such that $\phi(I) = \phi_{\text{max}} - aI^\delta$ for closely packed granular materials. The discrete element simulation was performed on granular layers subjected to isobaric plane shear. Jop et al. (2005) expressed dilatancy as a linear relationship where $\phi(I) = \phi_{\text{min}} + (\phi_{\text{max}} - \phi_{\text{min}})I$ for steady uniform granular flow on a static pile in a channel. Other forms of the relationships are the linear model of Da Cruz et al. (2005): $\phi(I) = \phi_{\text{max}} - aI$ for steady plane shear flow and the exponential decay function of Pathmathas (2015): $\phi(I) = \phi_{\text{max}} \exp(-bI^c)$ for rotating drum. In the present study, an exponential decay function was employed because it captures the flow from the surface to the base. As explained by MiDi (2004), the rheological properties of free surface flow which include inclined plane shear flow, heap flow and rotating drum flow are similar. This study classifies vibrating screen flow as a free surface inclined flow. Further, granular flow down the screen decreases down the depth of flow despite the influence of vibration on the flow (see Figure 3.2).
volume fraction increases slightly from the screening surface to point A. The region between points A and B describes a static or plug-flow regime where the material velocity and the screen surface velocity are the same (Figure 4.3). In the quasi-static region, the solids concentration appears to increase slightly and then decreases when transforming from points C to D. Within the quasi-static region is the maximum solids concentration ($\phi = \phi_{max}$). This corresponds to Jop et al. (2005)’s observations for inclined plane geometry.

Intuitively, one would expect point A to be fluidized as well, but the concentration of particles in this region is due to the segregation of the smaller particles finding their way to the screening apertures. Between points C and D, the particles are free to move around a little and hence behave like a liquid. Within this region, segregation occurs, but because of the screening process, the concentration decreases along the direction of flow. Between points D and E is the inertial regime\(^3\) where the flow is dominated by both the inertial and collision forces. Above point E, some particles bounce off the screen at high vibration intensity which is an indication that there is turbulent stress in the inertial regime.

The quasi-static regime is dominated by frictional interaction. In this system, this regime is characterised by $\phi = \phi_{max}$ and is transient compared to the kinetic and the turbulent regimes. The value of $\phi_{max} = 0.58$ obtained in the base case (Figure 4.3) is very close to $\phi_{max} = 0.6$

\(^3\)An instantaneous collisional regime observed in the flow in which collisions are binary and the flow is rapid. This regime is governed by both inertial and collisional effects and occurs close to the surface
Figure 4.3: Solids concentration $\phi$ as a function of normalised depth ($h/d$). The profile is an expansion of points A - E in Figure 4.2. Figure 4.3a shows solids concentration at different time steps. The measurements employed in this work were taken at a steady flow when $t = 1.5s$. The various flow regimes are delineated in Figure 4.3b observed by other workers in dense granular flow (Jop et al. 2006; Forterre and Pouliquen 2008). The choice of $\phi_{\text{min}} \approx 0.4$ is consistent with the original work of Bagnold (1954a). The region between $\phi_{\text{max}} < \phi < \phi_{\text{min}}$ is expected to be dominated by kinetic stress, as the stress chain of frictional interactions is expected to have broken within this region (Shuyan et al. 2009).

To estimate $p_s$ in equation 4.9, the exponential decay function $\phi(I) = \phi_{\text{max}} \exp(-bI^c)$ is employed to determine the total pressure in the flow. This model is considered most appropriate because the bulk of the flow spans $0.2 < \phi \leq 0.58$ (Figure 4.4) for the inertial range of $10^{-3} \leq I \leq 1$. From the expression

$$\phi(I) = \phi_{\text{max}} \exp(-bI^c) \quad (4.10)$$

the total pressure $P$ is derived as

$$P = \rho_p \left[ \frac{d^2}{(\ln \phi_{\text{max}} - \ln \phi)^{1/c}} \right]^2 \quad (4.11)$$

The derivation of equation 4.11 satisfies $I$ in equation 4.7 and, hence, the expression for the granular pressure $P$ employed in this study. This work favours this pressure (equation 4.11)
over the hydrostatic pressure because the pressure beyond the quasi-static regime cannot be hydrostatic-like.

4.2.2 Stress components

After obtaining the expression for $P$, this section is concerned with developing an expression for the stress components. The stress components are essential for characterising the effective frictional flow. The rheological behaviour of the flow is characterised by the inertial number $I$ and the effective friction $\mu(I)$. The effective friction is the ratio of the total shear stress $\tau$ to the total normal stress $P$ (total pressure) i.e. $\frac{\tau}{P} = \mu(I)$. The total shear stress given by equations 4.4 and 4.5 is divided according to the flow regimes observed on the screen. The following expressions and analysis discuss the derivation of different stress components and the model for the rheological behaviour on the screen. As stated earlier in section 4.2, the quasi-static shear stress $\tau_s$ is composed of two contributions:

$$\tau_s = \tau_i + \tau_w$$ (4.12)
which are due to contact forces between particles and collisions with the wall. The first term \( \tau_i \) is the internal frictional shear stress and the second term \( \tau_w \) is the wall frictional shear stress (Jop et al. 2005; 2006; Taberlet et al. 2003). Jop et al. (2006), Orpe and Khakhar (2007), Lee and Huang (2012) and Pathmathas (2015) employed different rheological expressions for different geometries to argue that the internal frictional stress dominates the dense regime.

In this work, the internal shear stress description of Jop et al. (2006):

\[
\mu_i(I) = \mu_1 + \frac{\mu_2 - \mu_1}{I_0/I + 1}
\]  

(4.13)

was applied, where \( I_0 = 0.279 \), and \( \mu_2 \) and \( \mu_1 \) are constants that depend on the granular material. In the static region, \( \tau_c + \tau_i = 0 \), which implies that the only stress component evident in this regime is the static stress (\( \tau_s \)). Likewise, the total pressure \( P = p_s \) for the static regime. Since \( \mu_i(I) = \frac{\tau_i}{p} \),

\[
\tau_i = \left[ \mu_1 + \frac{\mu_2 - \mu_1}{I_0/I + 1} \right] p_s.
\]  

(4.14)

For the wall frictional shear stress, Holyoake (2012) proposed \( \frac{h}{w} \) as the relevant parameter to characterize the effect of the side wall on the flow, where \( h \) is the depth of the flowing layer, and \( w \) is the width of the screen. Similarly,

\[
\tau_w = \mu_w \left( \frac{h}{w} \right) p_s
\]  

(4.15)

where \( \mu_w \) is the frictional coefficient of the side walls.

Appropriately,

\[
\tau_s = \left[ \mu_1 + \frac{\mu_2 - \mu_1}{I_0/I + 1} \right] p_s + \mu_w \left( \frac{h}{w} \right) p_s
\]  

(4.16)

Using this representation, it is observed that as the flow accelerates, the friction decreases and hence the stress.

Jenkins and Richman (1985) developed a granular kinetic theory for three-dimensional spheres to model the kinetic stress in granular flow. This model has been validated both experimen-
tally and numerically. Using collisional arguments, Lee and Huang (2012) and Pathmathas (2015) expressed the region captured by the kinetic regime as:

\[ \tau_c = k\rho_p(\lambda d)^2 \left( \frac{Du_1}{Dx_2} \right)^2 \]  

(4.17)

where \( \rho_p \), \( d \), and \( \lambda \) are the material density, the grain diameter, and the linear grain density, respectively; \( \frac{Du}{Dx_2} \) is the stress rate perpendicular to the depth of flow; and \( k \) is the proportionality constant which is approximately equal to 1. The linear grain density \( \lambda \) is expressed in terms of the radial distribution \( (g_0) \) (measure for the probability of inter-particle contact) and volume concentration \( (\phi) \) as:

\[ \lambda = g_0 - 1, \]  

(4.18)

and

\[ g_0 = \left[ 1 - \left( \frac{\phi}{\phi_c} \right)^{1/3} \right]^{-1} \]  

(4.19)

where \( \phi_c \) is the maximum particle packing (Bagnold 1954b; Savage and Hutter 1998).

The corresponding normal stress \( (p_c) \) is \( \approx (1/3)\tau_c \) from the granular flow investigations of Bagnold (1954b), Armanini et al. (2005), and Roufail et al. (2012). \( p_c \) can therefore be expressed as:

\[ p_c = \frac{1}{3} \rho_p(\lambda d)^2 \left( \frac{Du_1}{Dx_2} \right)^2 \]  

(4.20)

To derive the turbulent stress, Prandtl’s mixing theory which postulates that

\[ \mathbf{u} \sim \ell \left| \frac{Du}{Dy} \right| \]  

(4.21)

was applied, where \( \mathbf{u} \) is the turbulent velocity and \( \ell \) is the mixing length. From equation 4.17 Takahashi (2009) expressed turbulent stress as:

\[ \tau_t = \rho\ell^2 \left( \frac{Du_1}{Dx_2} \right)^2 \]  

(4.22)
where $\rho$ is the bulk density of the granular particles, expressed as $\rho = \phi \rho_p$. Ashida et al. (1985) and Hotta (2012) define $\ell$ as:

$$\ell = k_t \rho d^2 \left( \frac{1 - \phi}{\phi} \right)^{2/3}$$ (4.23)

$k_t$ depends on the nature of the flow and space. In this work the value of $k_t$ was obtained from simulation by choosing a mixing length of $\ell \sim 20d$ within the region of steady flow. The choice of $\ell$ is inspired by the findings of Hotta (2012) who worked on debris flow on an inclined channel. In his work, Hotta (2012) observed an excess pressure beyond the hydrostatic pressure as debris sediments increase along the channel. The increasing pressure is attributed to turbulence in the system and is expressed by equation 4.25. The choice of $\ell$ and the subsequent derivation of $k_t = 2.2$ is based on the results for steady flow from the base case simulation. Substituting $\rho$ in equation 4.22, the turbulent shear stress is expressed as

$$\tau_t = k_t \rho_p d^2 \phi^{1/3}(1 - \phi)^{2/3} \left( \frac{D u_1}{D x_2} \right)^2$$ (4.24)

In the turbulent regime, the expression for the normal turbulent stress $p_t$ and the turbulent shear stress $\tau_t$ are identical according to Hotta (2012) i.e.

$$p_t = k_t \rho_p d^2 \phi^{1/3}(1 - \phi)^{2/3} \left( \frac{D u_1}{D x_2} \right)^2.$$ (4.25)

The normal stress in the static regime can be obtained by subtracting the turbulent normal stress and the kinetic-collisional normal stress from the total normal stress, i.e.

$$p_s = p - p_c - p_t$$ (4.26)

The total shear stress $\tau$ and the total pressure $p$ are respectively obtained by adding their constituents as described above, i.e. $(\tau_s, \tau_c, \tau_t)$ and similarly $(p_s, p_c, p_t)$.

Thus:

$$\tau = \mu_i(I)p_s + \mu_w \left( \frac{h}{w} \right) p_s + k p_p(\lambda d))^2 \gamma^2 + \rho \ell^2 \gamma^2$$ (4.27)
where the shear rate \( \dot{\gamma} = \frac{Dn_1}{Dx_2} \).

By applying equations 4.26 and 4.27, the total stress \( \tau \) can be expressed as

\[
\tau = \left[ \mu_i(I) + \mu_w \left( \frac{h}{w} \right) \right] (p - p_c - pt) + \rho_p(\lambda d)^2 \dot{\gamma}^2 + k_t \rho d^2 \phi \frac{1}{3} (1 - \phi) \frac{2}{3} \dot{\gamma}^2
\]

(4.28)

Taking the ratio of the total shear stress \( \tau \) and total pressure \( p \) gives the effective friction coefficient \( \mu(I) \) for the vibrating screen flow. Thus:

\[
\frac{\tau}{p} = \mu(I) = \left[ \mu_i(I) + \mu_w \left( \frac{h}{w} \right) \right] \left[ 1 - \frac{3}{p} \rho_p(\lambda d)^2 \dot{\gamma}^2 - \frac{1}{p} k_t \rho d^2 \phi \frac{1}{3} (1 - \phi) \frac{2}{3} \dot{\gamma}^2 \right] + \frac{1}{p} \rho_m(\lambda d)^2 \dot{\gamma}^2 + \frac{1}{p} k_t \rho d^2 \phi \frac{1}{3} (1 - \phi) \frac{2}{3} \dot{\gamma}^2
\]

(4.29)

However, the model is difficult to use in this form; a further re-arrangement makes it easier to apply. Given that:

\[
I^2 = \frac{\dot{\gamma}^2 d^2}{p/\rho_p},
\]

equation 4.29 can be expressed as:

\[
\mu(I) = \left[ \mu_i(I) + \mu_w \left( \frac{h}{w} \right) \right] \left[ 1 - 3\lambda^2 I^2 - k_t \phi \left( \frac{1 - \phi}{\phi} \right) \frac{2}{3} I^2 \right] + \lambda^2 I^2 + k_t \phi \left( \frac{1 - \phi}{\phi} \right) \frac{2}{3} I^2.
\]

(4.31)

To assess if the model can give the expected effective friction coefficient, the parameters in Table 4.1 (which were extracted from simulation results) were inserted into equation 4.31 to plot a graph of the variation of effective friction coefficient with inertial number:
Figure 4.5: A plot of the variation of effective friction coefficient with inertial number using the base case of 1mm amplitude and 4Hz Frequency. The model is a plot of equation (4.32) using the average values from Table (4.1). The model captures the phase transitions from a quasi-static flow (where $I = 0.018$) to a dense liquid-like flow, and to a gas-like flow (where $I = 0.5$). The phase transitions are captured at inertial numbers that correspond to the solids concentration measurements for different regimes of flow. The inset on the left corner of the Figure 4.5 (b) shows the transition from the quasi-static flow.

The model described in Figure 4.5 captures the flow transition from a quasi-static phase to a
dense-flow regime. The inset in Figure 4.5 (b) shows the hysteresis effect and the transition to a dense-like regime. The value of $I$ at the point of transition is 0.018 i.e. the quasi-static regime occurs at $I \leq 0.018$. The model also captures the transition from a dense-like regime to a turbulence or gas-like regime. This transition occurs at the value of $I = 0.5$ i.e. the dense flow regime occurs at $0.018 < I < 0.5$. Beyond the dense-flow regime is where the inertial regime occurs. As shown in Figure 4.3, the region close to the surface is where the transition to the inertial and the turbulent regime is experienced. This transition is the limitation that Lee and Huang (2012) suggested warranted further study (see section 2.6).

4.3 Summary

In order to understand the dynamics of particulate flow on an inclined vibrating screen, a constitutive stress model of granular flow on an inclined vibrating screen was developed in this chapter. Key parameters in the granular flow model (velocity, shear rate and volume fractions) were extracted from DEM simulations. The data were utilized to calculate the shear stress distribution from the developed model. An important dimensionless parameter that was used to determine the flow transition and the different regimes of flow is the inertial number. It was established that the variation of the effective friction coefficient with the inertial number controls the flow on the screen.
Chapter 5

Energy Dissipation, Results and Discussion

5.1 Introduction

The previous chapter reveals that granular flow on an inclined vibrating screen exhibits different flow regimes and that these regimes have been successfully captured by a rheological mesoscopic model. The model developed in Chapter 4 shows the transition from one regime to another and the variation of the effective friction coefficient with the inertial number $I$. In this chapter, the focus is on how this phenomenological model can be applied to screening. The screening application used here is limited to the bulk behaviour of particles on an inclined vibrating screen. The granular flow is a dry mixture of two particle constituents of diameters 3 mm and 5 mm. The aperture size is 3.5 mm square and the angle of inclination is set at $\theta = 25^\circ$.

The base case condition discussed in Chapter 3 was employed for the analysis of the different flow regimes. Subsequently, the effect of the intensity of vibration on the flow regimes was examined by varying the amplitude and the frequency of vibration as stated on Table 3.1. The
transition from one regime to another in the case of an inclined vibrating screen is controlled by the inclination of the screen \((\theta)\), and the dimensionless acceleration \(\Gamma\) of the bed.

\[
\Gamma = \frac{a\omega^2}{g}
\]  

(5.1)

where \(a\) is the amplitude of vibration, \(\omega\) is the angular frequency and \(g\) is the acceleration due to gravity, and

\[
\omega = 2\pi f
\]

(5.2)

where \(f\) is the frequency of vibration. In this work, a sinusoidal vibration of the form:

\[
y(t) = asin(\omega t)
\]

(5.3)

was employed for the shaking of the screen, where \(y(t)\) is the vertical displacement of the screen at time \((t)\).

Under sufficient mechanical agitation or shear stress, granular media yield and flow occur. In this work, both mechanical agitation (in the form of vibration) and the inclination of the screen are responsible for the granular flow down the screen surface. The energy input by the sinusoidal vibration of the screen is not evenly distributed, hence the different regimes of flow. Naturally, the flow of particles itself can induce mechanical agitations (Longhi et al. 2002). This agitation in the absence of an external vibration can be attributed to shear-induced agitation. In an inclined vibrating screen, both stress and mechanical agitation play a crucial role. The angle of inclination (or declination) must not be too high, otherwise the screen becomes too steep, reducing the residence time of granules on the screen and the chances of undersized particles falling through the screening aperture. At the same time, if the mechanical agitation during screening is too high, particles will bounce off the screen. In this work, the mechanical agitation and the sheared-induced agitation were maintained at a level suitable for screening (Chen and Xin 2009).
5.2 Energy input and dissipation

The vibration of the screen is the main source of energy supply to the granular flow along the screen. Despite a constant supply of energy to the flowing granules, the high rate of energy dissipation in the system does not permit an even distribution of the energy. The energy at the base is transmitted directly to the particles and the influence of vibration is high, but as the impact wave travels through the flow depth, there is a significant dissipation of energy. The primary aim of introducing vibration into an inclined screen configuration is to ensure the repositioning of particles as they travel along the screen. When they are repositioned, the chances of undersize materials falling through will increase. Largely, their behaviour in response to vibration is governed by the following dimensionless parameters: the dimensionless acceleration $\Gamma$, the energy input parameter $\Omega$, and the dissipative parameter $\Theta$:

$$\Omega = \frac{a^2 \omega^2}{gd}$$  \hspace{1cm} (5.4)

$$\Theta = N_l (1 - e)$$  \hspace{1cm} (5.5)

where $N_l$ is the number of particle layers and $e$ is the normal coefficient of restitution.

Warr et al. (1995) developed a simple model by relating the energy input by a vibrating wall and the energy dissipation in collisions under gravity, isothermal condition and with mean velocity of all particles. Further, Luding, Herrmann and Blumen (1994) studied the energy input by a vibrating wall and the energy dissipation in relation to the coefficient of restitution. In relation to screening, the focus of this work is limited to the effect of the vibration on the different regimes of flow. It is observed that despite varying the intensity of vibration within a reasonable level applicable to screening, the energy input both by induced shear and the vibration of the screen are not evenly distributed. While some particles are almost static, some flow rapidly. Details of modelling the energy input by a vibrating wall can be found in Luding, Clément, Blumen, Rajchenbach and Duran (1994). The effects of the intensity of
vibration on the model developed in Chapter 4 will be discussed later in this chapter. From this investigation the dominant stress and the regime that is favourable for screening can be identified.

5.3 Analysis of different flow regimes

This work assumes that the energy dissipation through particle-particle collisions is responsible for the different regimes. These regimes are discussed in this section with respect to the base case of $f = 4 \, Hz$ and $a = 1 \, mm$. The model presented in Chapter 4 can be disintegrated into three flow constituent stresses and effective frictional regimes. This makes it possible to study the extent to which each constituent regime affects screening.

5.3.1 The quasi-static regime

In this work, despite the vibration of the geometry, results from simulation show a regime that is almost stationary. This regime is referred to in this work as the quasi-static regime. Many reasons could be responsible for this phenomenon, ranging from inter-locking of particles due to uneven distribution of the mechanical agitation to the upward and downward movement of the oversize and undersize particles (segregation). Further, some particles get stuck inside the aperture of the screening surface while the roughness of the surface caused by the screening aperture opposes the flow of particles (wall friction - as discussed in the previous chapter).

Intuitively, one would expect particles flowing on a vibrating surface to be fluidized but sometimes they bounce into each other and the frictional force between colliding particles tends to retard their free flow. This regime is dominated by friction and the mesoscopic analysis performed in this work captures a quasi-static regime. Figure 5.1 shows the variation of static pressure and shear stress at different scaled depths. The quasi-static regime dominates the region between scaled depth $0 - 0.5$. Beyond this depth, a transition to a dilute regime
occurs, as the quasi-static regime decreases towards the surface i.e. $\tau_s, p_s \to 0$. This further alludes to the observation from the graph of solids concentration versus scaled depth (Figure 4.3) that the solids concentration decreases towards the surface which implies a rapid flow.

![Graph showing Variation of the static stress and pressure with the scaled depth of flow](image)

Figure 5.1: Variation of the static pressure and stress with the scaled depth of flow

At depth 0 in Figure 5.1 (which corresponds to point A in Figure 4.3), the volume fraction is high ($\phi = 0.58$) (readings are taken from this point to the surface 0-5) which confirms the presence of many particles. At this point, the particles are locked into stress chains, and interact with each other through persistent contacts. As particles gain the energy to break
the stress chain, a collisional regime gradually sets in. At depth 1.7, the stresses intersect confirming that, occasionally, a portion of the particle flow can be stationary. Moreover, as the depth increases towards the surface, both stresses reduce until they both vanish. The static shear stress is higher before the intersection because the tendency of particles to move toward the flowing direction is higher. However, the static pressure extends beyond the static stress because as long as particles exist on the screen, they will experience gravitational force acting parallel to the depth. The model developed in Chapter 4 captures the quasi-static regime and its gradual transition into a collisional regime (see the inset in Figure 4.5). The hysteresis effect and the transition from the quasi-static regime occurs at \( I \leq 0.018 \).

### 5.3.2 The kinetic regime

Figure 5.2 shows the variation of collisional pressure and shear stress with scaled depth of particle flow along the screen. It can be seen that at this sampling point, both the collisional shear stress and pressure increase sharply from the scaled depth of 0 to 1.0. The maximum value for \( \tau_c \) is 0.33 and for \( p_c \), 0.46. These values are within the quasi-static regime i.e. the dominant regime within this depth of flow is the quasi-static regime. In other words, despite the sharp increase in \( \tau_c \) and \( p_c \), \( \tau_s > \tau_c \) and \( p_s > p_c \) within this depth (\( 0 \leq h/d \leq 1.0 \)). A drop was noted in \( \tau_c \) from scaled depth 0.68 to 2.7. likewise, a drop was noted in \( p_c \) from depth 1.1 to the surface at depth 4.6. The drop in both \( \tau_c \) and \( p_c \) is due to the co-existence of both the static effect, resulting from enduring contact, and the kinetic effect, comprising both collision and inertial effects, in this region.

The kinetic regime in this work could otherwise be described as the dense, liquid-like regime where frictional and collisional effects are active. At the depth where \( \tau_s \to 0 \ (h/d = 2.7) \), \( \tau_c \) begins to rise towards the surface (compare Figure 5.1 and Figure 5.2). The increase in the kinetic stress is not surprising, because towards the surface the particles move rapidly and contacts are by collisional effects. However, despite the co-existence of the static and the
kinetic effects, the kinetic regime is dominated by collisional-kinetic stress. This regime was captured by the model in Chapter 4 as the region corresponding to $0.018 < I < 0.5$.
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**Figure 5.2:** Variation of collisional pressure and stress with the scaled depth

### 5.3.3 The turbulent regime

The chaotic interactions of particles which lead to the bouncing of some particles off the screen surface facilitate the introduction of a turbulent regime. From the simulation video, a chaotic interaction was noted towards the surface, with some particles occasionally bouncing off the
Figure 5.3 reveals the turbulence within the flow. It can be seen that between $0 \leq h/d \leq 1$, some degree of turbulence is observed ($\tau_t, p_t \approx 0.1$) albeit negligible. As discussed in sections 5.3.1 and 5.3.2, $\tau_s$ and $p_s$ dominate the depth $0 \leq h/d \leq 1$, and hence the level of turbulence within this region is expected to be $\approx 0$. Beyond depth $h/d = 1$, a sharp increase is noted in $\tau_t$ towards the surface of the flow while $p_t$ increases as well, $\tau_t >> p_t$. Although some degree of turbulence is seen within the flow, the region closer to the surface and the surface are significantly affected. The normal turbulent stress (turbulent pressure) is expected to decrease towards the surface in an open surface flow because the chaotic flow at the surface is essentially caused by the turbulent shear stress $\tau_t$.

The turbulent pressure ($p_t$) towards the surface depends on the gravitational force as the normal stress. Within the bulk of the flow, $p_t$ is developed by interactions with particles in the normal direction. However, towards the surface there is no confinement since the system geometry is an open surface. Although the values of the turbulent pressure are low compared to the turbulent shear stress towards the surface, they are essential to determining the effective frictional co-efficient and the corresponding inertial value for the turbulent regime. The shear turbulent stress $\tau_t$ dominance at the surface is due to the bumpy flow experienced by some particles as a result of the agitation from the vibration of the screen. From Figure 5.3, both the turbulent shear stress and turbulent pressure can be expressed mathematically as an exponential functions of the form $\tau_t$,

$$p_t = a_t \exp \left( b_t \left( \frac{h}{d} \right) \right), \quad (5.6)$$

where $a_t$ and $b_t$ are constants whose values depend on the level of turbulence in the flow. The model in Chapter 4 successfully captures the transition to the gas-like regime which is dominated by both the inertial and the turbulence effects.
5.4 Velocity and fluctuation velocity

In Chapter 3, the continuum velocity field \( \bar{\mathbf{u}}^\beta \) is expressed as \( \bar{\mathbf{u}}^\beta = \bar{\mathbf{\theta}}^\beta(\mathbf{r},t) \) where \( \bar{\mathbf{u}}^\beta \) is the average velocity. The fluctuating part of the velocity of particle \( i \) (with respect to the coarse graining center \( r \) and time \( t \)) is

\[
\bar{u}^\beta(r,tt') \equiv \bar{u}^\beta(t') - \bar{u}^\beta(r, t)
\]  

(5.7)
Figure 5.4 shows the variation of the velocity profile in the direction of flow with the scaled depth at steady state. Figure 5.4 (a) shows the velocity profile of each constituent particle (3 mm and 5 mm) and the average velocity of the flow. The average velocity in Figure 5.4 (b) was employed to describe the velocity of the flow in this work. As highlighted in the figure, the velocity is almost linear except for two zones within the dense liquid-like regime and towards the surface, where mechanical agitation causes a gas-like flow. Further, in Figure 5.4, the error bars denote the fluctuating parts of the velocity.

The fluctuating velocity $\hat{u}$ (discussed in section 4.2) can also be expressed as a function of the granular temperature $T$ with respect to the mean velocity $\langle v \rangle$, i.e $\hat{u} = v - \langle v \rangle$ (Babic 1997). This implies further that the error bars in Figure 5.4 show the negligible thermal fluctuations in the system. As discussed earlier in section 4.2, the granular temperature $T$, which is analogous to the thermodynamic temperature, represents the energy associated with the random motion in the kinetic regime. This energy, however, dissipates within the granular flow along the screen. While the thermal fluctuation in the system is negligible, the results
(Figure 5.4) show a slight increase in thermal fluctuation close to the surface where the kinetic and turbulent regimes are prominent.

Further analysis of Figure 5.4 reveals that for oversize particles, at the depth where percolation of undersize particles occurs, the particles are more loose and collide rapidly with each other and with the walls of the geometry - hence, the higher fluctuation in the velocity of the oversize particles and the average velocity values close to the surface. Furthermore, close to the base where percolation of particles occurs and where the impact of vibrational energy is transmitted to the bulk of the flow, a slight increase in thermal fluctuation is noticed. Although the granular temperature $T = 1/3(\dot{u}_i^2)$, velocity fluctuation has been used in this work to describe the thermal fluctuation in the flow. The model in Chapter 4 was developed on the assumption of an athermal flow in the system of study. The reason for this assumption can be seen in the above analysis, where $1/3$ of the fluctuating velocity $\langle \dot{u} \rangle$ is negligible.

5.5 Shear rate

In Figure 5.5 the shear rate delineates the three flow regimes. In the quasi-static regime, the shear rate increases linearly with depth until it reaches a point where $\dot{\gamma} = 10.99s^{-1}$. At this point, there is a transition to an intermediate regime where the volume fraction is relatively constant (Figure 5.5). Another transition occurs at $\dot{\gamma} = 14.76s^{-1}$, which corresponds to the depth where the inertial regime begins. The granular velocity perpendicular to the depth of flow at this point increases, and hence the change in the shear rate. The average shear rate value for the flow is $\approx 13s^{-1}$ at a constant fit value of $\dot{\gamma} \approx 1.7 \left( \sqrt{\frac{g}{\langle d \rangle}} \right)$ using the same scaling magnitude as the results obtained in section 3.2.3.
5.6 The effects of vibration intensity on the effective friction coefficient variation with the inertial number

In the model developed in Chapter 4, readings were taken from the simulation result of the base case where the frequency of vibration and amplitude were 4 Hz and 1 mm respectively. In Figure 5.6, the intensity of vibration is varied by increasing the frequency of vibration as shown in Table 3.1 while the amplitude is fixed at 1 mm. It can be seen that an increase in frequency affects essentially the static regime. The quasi-static regime vanishes as the frequency of vibration increases. The gradual disappearance of this regime shows the effect of vibration on the flow. Although the focus of this work is limited to granular flow on an inclined vibrating screen, much work has been done on the impact of vibration on the efficiency of a screen (Hilden 2007; Kelly and Spottiswood 1982; Williams 1963; 1976; Chen and Xin 2009): an increase in the frequency of vibration will increase the level of energy supply to the flow and consequently the chances of undersize particles falling through.

Ideally, the purpose of vibration in screening is to reposition particles in order to present them in the best position to penetrate the screening aperture. In this work, the effect of the increase in vibration suggests a regime that is dominated by kinetic and turbulent effects. At high vibration intensity, when the turbulent regime dominates the system, particles may
bounce off the screen which is not good for screening efficiency. In order to maintain a normal screening condition, frequency should be maintained at a level where turbulence is reduced significantly. The variation of the effective friction coefficient with the inertial number will help to monitor the flow regime. The transitions to different regimes occur at different inertial numbers. Further to this, the inertial number will help to determine the effects of different screening parameters on the flow. The vibration intensity $\Gamma$ in Figure 5.6 was calculated from the increase in frequency. Similarly, Figure 5.7 shows the effect of an increase in amplitude on the flow regimes when the frequency of vibration was fixed at 4 Hz. A similar effect to the increase in frequency of vibration was observed but the figure shows that the model is more sensitive to changes in amplitude than changes in the frequency of vibration.
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Figure 5.6: A plot of the variation of effective friction coefficient with inertial number at a fixed amplitude of 1 mm and different frequencies. The effects of the frequency of vibration on the flow are seen in the variation of the inertial number at transitions to different flow regimes (see details in Table 5.1).
Figure 5.7: A plot of the variation of effective friction coefficient with inertial number at a fixed frequency of 4 Hz and different amplitudes. The effects of the amplitude of vibration on the flow are seen in the variation of the inertial number at transitions to different flow regimes (see details in Table 5.2)

Table 5.1: Inertial values for regimes transitions as frequency increases

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Values of I at transition from a quasi-static regime to a dense liquid-like regime</th>
<th>Values of I at transition from a dense liquid-like regime to a turbulent regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.018</td>
<td>0.490</td>
</tr>
<tr>
<td>6</td>
<td>0.012</td>
<td>0.494</td>
</tr>
<tr>
<td>8</td>
<td>0.009</td>
<td>0.498</td>
</tr>
<tr>
<td>10</td>
<td>0.004</td>
<td>0.498</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0.510</td>
</tr>
</tbody>
</table>

Table 5.2: Inertial values for regimes transitions as amplitude increases

<table>
<thead>
<tr>
<th>Amplitude (mm)</th>
<th>Values of I at transition from a quasi-static regime to a dense liquid-like regime</th>
<th>Values of I at transition from a dense liquid-like regime to a turbulent regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.018</td>
<td>0.490</td>
</tr>
<tr>
<td>1.5</td>
<td>0.013</td>
<td>0.493</td>
</tr>
<tr>
<td>2.0</td>
<td>0.001</td>
<td>0.502</td>
</tr>
<tr>
<td>2.5</td>
<td>0</td>
<td>0.508</td>
</tr>
</tbody>
</table>
Chapter 6

Conclusions and Recommendations

After analysis of relevant literature on computational modelling of granular flow, this work applied the Discrete Element Methods (DEM) to study the rheological behaviour of granular flow on a vibrating screen. It was established that, if correctly implemented, DEM can accurately generate data for granular flow on an inclined vibrating screen. A review of different methods for modelling screening efficiency was discussed in this thesis; however, these models largely apply to the impact of the machine (screen) variables on the flow. To go beyond the current state-of-the-art in screen modelling, an understanding of the particle motion along an inclined vibrating screen is required. To this end, this work took the initiative to study the rheological behaviour of granular materials on vibrating inclined screens.

6.1 Conclusions

It is acknowledged that much study has been done to improve screening efficiency, but to the best knowledge of the author, little or no work has been done from a rheological perspective. A model of screening was developed in this work to model the mechanisms (not the machine) of granular flow on an inclined vibrating screen. DEM was employed to perform simulations for studying the granular flow of a mixture of 3 mm and 5 mm glass beads on an inclined
vibrating screen. The aperture size and the angle of inclination were fixed at 3.5 \( mm \) and \( 25^0 \), respectively. The frequency and the amplitude of vibration were fixed at 4 \( Hz \) and 1 \( mm \), respectively for the base case used to study the rheological behaviour. Subsequently, the intensity of vibration (comprising the frequency and amplitude) was varied to see the effects on the dynamics of the flow.

A micro-macro transition method in the form of the coarse-graining method of Tunuguntla (2015) was employed in this work. It was applied both to calibrate and validate continuum models from discrete data obtained from DEM simulations. The information extracted from discrete particle simulations was used both to confirm the assumptions of and provide the required closure rules for a rheological model that characterises the granular flow on an inclined vibrating screen. While microscopic properties were employed for the simulation, the properties extracted from the simulation are macroscopic fields which are consistent with the continuum equations of mass, momentum, and energy balance.

From the continuum equations, the volume fraction and the tangential velocity were determined as a function of the depth of flow. Data were extracted when the system attained a steady flow. The velocity and volume fraction distribution delineate different flow regimes in the flow. These flow regimes make it difficult to obtain a clear constitutive choice for the shear stress. By fitting the average scaled flow rate and the tangential velocity data to the normalised depth, scaling relation of the form \[ \sqrt{Q} \propto (h/d)^n \], where \( n = 0.239 \pm 0.03 \), and \[ \langle V \rangle \propto (h/d)^n \], where \( n = 0.4017 \pm 0.03 \), were obtained for the flow rate and velocity respectively. These values were the closest when compared to similar results in the literature (Bagnold 1954b; MiDi 2004; Jop et al. 2006; Felix et al. 2007).

Similar to the Bagnold profile, a relationship occur between the average velocity and the depth of flow \( \langle V \rangle \propto (h/d)^n \). For this profile, the scaling relation of \( n = 0.4 \) was observed which is used in place of Bagnoldian \( n = 3/2 \) for inclined plane geometry in Bagnold (1954b).
and Jop et al. (2006). This variance is associated with inclined vibrating screen geometry in which granular flow is influenced by the intensity of vibration, segregation and the percolation of particles. Further, under a linear scaling condition, the associated average shear rate is given by \( \dot{\gamma} \) at constant fit of \( \approx 1.7 \left( \sqrt{\frac{g}{\langle d \rangle}} \right) \).

A constitutive stress model of granular flow on an inclined vibrating screen was developed which provide key mechanism of the dynamics of particle flow on an inclined vibrating screen. Key parameters to the granular flow model (velocity, shear rate and volume fractions) were extracted from DEM simulations. The data were utilized to calculate the shear stress distribution from the developed model. An important dimensionless parameter that was used to determine the flow transition and the different regimes of flow is the inertial number. It was established that the variation of the effective friction coefficient with the inertial number controls the flow on the screen. A critical examination of the volume concentration revealed the existence of the following:

(i) A static and quasi-static regime dominated by frictional stress, where \( \phi = 0.58 \).

(ii) A dense (liquid-like regime), where \( 0.4 < \phi < 0.58 \). This regime allows both frictional and collisional-type stresses.

(iii) An inertial and turbulent regime, where \( \phi < 0.4 \). This regime has negligible stress chain and it is dominated by a chaotic flow. The introduction of a turbulent regime was informed by the chaotic behaviour at the surface of the screen. This turbulence was pronounced whenever the frequency of vibration was increased.

This work investigated the most appropriate relationship between the solids concentration (\( \phi \)) and the inertial number (\( I \)) by comparing results from similar studies on open surface flow. The most appropriate relationship that describes the flow on an inclined vibrating screen was \( \phi(I) = \phi_{max} \exp{-bI^c} \). The values of \( b \) and \( c \) that captured the flow were found to be 1.84 and 0.60, respectively. Subsequently, an effective frictional coefficient model that is based on frictional, collisional-kinetic and turbulent stress was developed in this work. This model
captured the following:

(i) The inertial frictional stresses (local rheology) in the densely flowing regions cf. Jop et al. (2006)

(ii) The kinetic-collisional stresses of Bagnold (1954b) in the dense regime, and

(iii) The inertial regime dominated by turbulent stress. The turbulent stress is supported by Hotta (2012), Suzuki et al. (2003), Ashida et al. (1985) and Pathmathas (2015).

The main stresses observed in the flow and the transitions between the flow regimes were successfully captured by this model. Of note is the transition beyond the dense-flow regime and the inertial regime which Lee and Huang (2012) suggested warranted further study.

In applying the granular flow model to screening, similar conditions to those which Chen and Xin (2009) suggested were appropriate for efficient screening were employed for the simulations in this work. The intensity of vibration was varied to see the effects on granular dynamics on the vibrating screen. It was observed that the model was sensitive to variations in the vibration intensity parameters. It was observed that increasing the vibration intensity could lead to the disappearance of the quasi-static regime and increase the turbulence in the system. The inertial values at which transitions occur are $I = 0.018$ and $I = 0.5$, respectively for the transitions to the kinetic and to the inertial regimes in the base case (where frequency is $4 \, Hz$ and amplitude is $1 \, mm$). The values of $I$ at which transitions occur varied in response to the variation of the vibration intensity. At high vibration intensity, the value of $I \to 0$ for the transition to the kinetic regime (since the quasi-static regime disappeared at this point). On the other hand, the values of $I$ increases as the flow becomes fluidized (Table 5.1 and 5.2). The inertial values at which transitions occur can be recorded and used to monitor the flow.

The work described in this thesis is confined to developing a granular flow model for an inclined vibrating screen. In developing the model, this work established the dominant stress on the screen determines the dominant regime and hence the granular behaviour on the screen.
Further, the dynamics of the granular materials can be controlled by means of the model relating the variation of the effective frictional coefficient with the inertial number.

6.2 Recommendations and future work

A model for an inclined vibrating screen was developed using a granular flow approach specifying granular flow in the system. However, further work is required to:

(i) Increase the particle fraction that can be considered so that interactions of the range of particles in the screen feed can be determined

(ii) The work was limited to a 2-dimensional flow behaviour, a fully 3-dimensional model utilizing a full tensorial formulation of granular flow via DEM simulation should be explored.

This work has taken the initiative to study granular flow on an inclined vibrating screen, future work should extend the phenomenological model developed in this work to calculating screening efficiency. To successfully integrate this model into calculating screening efficiency, a wide range of data (both discrete and empirical) must be tested to validate the model further. The impact of the DEM data on particle stratification and the screen performance, and how the model affects the performance of screens should also be investigated. Finally, the discrete micro-scale information from DEM needs to be recast into the continuum descriptions of the full stress tensor. The continuum schemes described by Goldhirsch (2003) will be useful to achieve this. A full tensorial formulation will interrogate the validity of the constitutive relations developed in this work.
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