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The thesis begins, in chapter 1, with an overview of recent debates concerning the merits of randomised programme evaluations and a detailed review of the literature on the extrapolation of treatment effects ('external validity'). Building on the insights of Cook and Campbell (1979) and a result by Hotz, Imbens, and Mortimer (2005), I then argue that the fundamental challenge to external validity may be interactive relationships between the treatment variable and other covariates.

The empirical relevance of this claim is developed through two contributions to the economics of education literature, using data from the Tennessee class size experiment known as 'Project STAR'. Chapter 2 contributes to the literature on teacher quality, describing and implementing a novel method for constructing a value-added quality measure that uses a single cross-section of data in which students and teachers are randomly assigned to different-sized classes. The core insight is that constructing the value-added measure within treatment categories creates a plausible measure of quality that is simultaneously independent of treatment. The analysis of chapter 3 concerns the literature on class size effects. I argue that the effect of class size on educational achievement may be dependent on other class-level factors and that this should be considered when estimating educational production functions. Using the variable constructed in chapter 2, I estimate interaction effects between class size and teacher quality and find a number of statistically and economically significant effects. Specifically, higher quality teachers are associated with more beneficial effects of smaller classes.

Those results suggest a possible unification of the class size and teacher quality literatures, with the policy problem being one of finding an optimal combination of these two factors. The broader contribution, further to the analysis of chapter 1, is to illustrate an obstacle to external validity: class size effects are unlikely to be the same across contexts where the teacher quality distribution differs. The experimental estimation of class size effects therefore serves as an empirical case study of the challenges to external validity that arise from interaction.
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Summary

The basic concern of this thesis is with the use of treatment effects estimated from randomised evaluations to address policy questions or inform policy decisions. The primary focus of the analysis is on the challenge of extrapolating experimental estimates to contexts or populations besides those in which the original experiments were conducted ('external validity'). Chapter 1 of the dissertation presents an original review of the literature on external validity. The first component discusses contributions in medicine and philosophy, as well as four different sub-disciplines of economics: experimental economics, structural econometrics, time-series forecasting and the experiment-focused programme evaluation literature itself. The second component of the review argues that the problem of external validity can be usefully seen - as suggested by Cook and Campbell (1979) - as a problem of interacting causal relationships. That analysis, building on key contributions to the evaluation literature, such as Hotz et al. (2005), shows that the set of assumptions required to guarantee external validity is, in statistical terms at least, equivalent to the set of assumptions that would allow non-experimental identification of causal effects; belief in the prospect of obtaining unconfounded non-experimental effects may therefore be no less plausible than belief in the simple external validity of experimentally-identified effects. I argue, in addition, that this change of perspective leads to a focus on the causes of interaction, as opposed to the 'treatment heterogeneity' literature which focuses on the consequences of such underlying relationships. That in turn draws attention to the fact that the major empirical obstacles to external validity may be researchers' lack of knowledge of these relationships, the incomparability of interacting factors across contexts, and the likelihood that many such factors may not be observable.

Chapters 2 and 3 attempt to provide empirical substance to the abstract arguments of Chapter 1 by examining the extensively studied case of interventions to reduce school class sizes and their effects on test scores. The starting point is the insight that the effect of class size on educational outcomes may not be independent of factors that determine the quality of students' classroom experience. Most notably, there are reasons to expect that the effect of class size, as well as a re-
duction in that variable, will depend to some extent on *teacher quality*. To obtain empirical evidence on this question I utilise the well-known, publicly available, Tennessee Project STAR dataset. A major challenge is that there does not appear to be any dataset in the literature that contains information on an experimental class size intervention and direct information on teacher quality. In an attempt to circumvent this problem, Chapter 2 proposes a novel version of a value-added teacher quality measure, the construction of which is made possible by exploiting the random assignment of students and teachers to classes - as was the case in Project STAR. The measure differs from the standard value-added measures in that it uses a single cross-section of teacher information rather than a series of observations over time, but compensates for this by virtue of random matching of students and teachers within schools. In that chapter, I construct the measure using the STAR data, provide results on the veracity of some of the underlying assumptions required and compare the resultant variable to two alternative measures of class quality - including that used by Chetty et al. (2011) in their analysis of STAR.

Chapter 3 expands on the motivation for examining the case of class size interventions through a discussion of the broader literature on educational production. It discusses alternative specifications of the production function that explicitly account for the role of class size if indeed this variable does interact with class-level factors. That serves as a basis for the subsequent empirical analysis. I then estimate - using a least-squares regression based on the preceding model of the education production function - the marginal effects of class size at different quartiles of the teacher quality distribution and the marginal effects of one standard deviation change in quality at different class sizes. These estimates are obtained for Grades 1 to 3, for mathematics as well as reading scores. Some statistically and economically significant results are obtained, suggesting the possibility that there may be meaningful interaction between teacher quality and class size. To examine the possible sensitivity of the results to different specifications, various alternatives are estimated and compared. While robust to some changes, the main sensitivity is in relation to the dependent variable used - test score changes, which is our preferred variable, or test score levels (often used in the literature on STAR).

As an additional check, alternative specifications of the treatment variable are explored, using a treatment dummy instead of actual class size and instrumenting for class size using treatment assignment. The results are found to be robust to these different approaches. The chapter discusses some additional technical issues that are important for the results, such as choice of standard errors, the implications of an interactive production function for the proposed quality variable, reflection effects and the possible sensitivity of interaction estimates to functional form as-
sumptions. There are a number of caveats to the empirical findings and these cannot be seen as definitive, but rather a first attempt at examining the issue of class size-teacher quality interactions - an issue that has not been previously explored in the economics of education literature.

In conclusion, I argue - in agreement with other authors - that the usefulness of estimates from randomised evaluations for policy remains an open question if we employ the same econometric standards that are used to advocate for the priority of experimental methods in identifying causal effects. Given this, it would seem appropriate that researchers explicitly recognise the limitations of existing results for policy, as well as the prospective usefulness of future experimental studies. The present study is a contribution, therefore, both to the economics of education literature and a small, but growing, literature on the external validity of treatment effects and the policy relevance of econometric work.
Chapter 1

Randomised trials for policy: a review of the external validity of treatment effects

In the last decade some researchers in economics have taken the view that randomised trials are the 'gold standard' for evaluating policy interventions and identifying causal effects. This has led to controversy and a series of exchanges, including not only econometricians but philosophers, statisticians and policy analysts, regarding the uses and limitations of different econometric methods. Much of this debate concerns reasons why randomised evaluations may not, in practice, identify the causal effect of interest or, alternatively, may not identify a causal effect that is of relevance to policy. These concerns are broadly of three types: whether many questions of interest can be even notionally addressed via experimentation, reasons why identification of the causal effect in the experimental sample ('internal validity') may fail; and, limitations of the extent to which such an effect is informative outside of that sample population ('external validity').

While the literature on experimental and quasi-experimental methods deals extensively with threats to internal validity, and despite the popularisation of randomised evaluations due to their apparent usefulness for policy, the literature on external validity is remarkably undeveloped. Work on the subject has increased in recent years but there remains little guidance - and no consensus - on how estimated treatment effects can be used to estimate the likely effects of a policy in

1The term 'quasi-experimental' is not uniformly used in the literature. For our purposes here we use it to refer to methods that are not structural, but rather claim to use or identify variation that is exogenous without in fact using data from deliberate, randomised experiments. Examples are: analysis based on 'natural experiments'; interrupted time series design; regression discontinuity design; and various forms of instrumental variable analysis.
a different, or larger, population. The vast majority of empirical studies, including in top journals, contain no formal analysis of external validity. The concern of this chapter is to provide a survey - the first of its kind to our knowledge - of the literature on external validity, including contributions from other disciplines. This provides a motivation for, and direction to, the contributions of subsequent chapters.

Section 1.1 details the broader debate about randomised trials in economics, provides formal notation and an outline of some key results, and lists specific criticisms of experimental methods. Section 1.2 reviews the existing literature on external validity, including some contributions from outside the programme evaluation literature. It draws out a number of common themes across these literatures, focusing in particular on the basic intuition that external validity depends on similarity of the population(s) of interest to the experimental sample. The final contribution, in section 1.3, develops a perspective on external validity based on the role of variables that interact with the cause of interest to determine individuals’ final outcomes. This, we suggest, provides a framework within which to examine the question of population similarity in a way that allows for some formal statements - already developed by other researchers - of the requirements for external validity. These, in turn, have close resemblance to requirements for internal validity, which provides some basis for comparing and contrasting these two issues for empirical analysis. The chapter concludes by arguing that it is not coherent to insist on formal methods for obtaining internal validity, while basing assessments of external validity on qualitative and subjective guesses about similarity between experimental samples and the population(s) of policy interest. Insisting on the same standards of rigour for external validity as for obtaining identification of causal effects would imply that much of the existing applied literature is inadequate for policy purposes. The obstacles to econometric analysis that underlie this conclusion are not limited to randomised evaluations and therefore consideration of external validity suggests more modesty, in general, in claiming policy relevance for experimental and non-experimental methods. This conclusion, along with our linkage of interactive functional forms and external validity, provides a foundation for the empirical analysis of subsequent chapters.

1.1 The credibility controversy: randomised evaluations for policymaking

The possibility of using econometric methods to identify causal relationships that are relevant to policy decisions has been the subject of controversy since
the early and mid-20th century. The famous Keynes-Tinbergen debate (Keynes, 1939) partly revolved around the prospect of successfully inferring causal relationships using econometric methods, and causal terminology is regularly used in Haavelmo’s (1944) foundational contribution to econometrics. Heckman (2000, 2008) provides detailed and valuable surveys of that history. Randomised experiments began to be used in systematic fashion in agricultural studies (by Neyman (1923)), psychology and education, though haphazard use had been made of similar methods in areas such as the study of telepathy.2 Although some studies involving deliberate randomisation were conducted in, or in areas closely relating to, economics the method never took hold and economists increasingly relied on non-experimental data sources: either cross-sectional datasets with many variables (‘large N, small T’) but limited time periods, or time series datasets with small numbers of variables over longer time periods (‘small N, large T’). The former tended to be used by microeconometricians while the latter was favoured by macroeconometricians and this distinction largely continues to the present day. Our concern in this study is the use of microeconometric methods to inform policy decisions and thus, although an integration of these literatures is theoretically possible, we will focus on data sources characterised by limited time periods.

For much of that era econometricians relied on two broad approaches to obtaining estimates of causal effects: structural modelling and non-structural attempts to include all possibly relevant covariates to prevent confounding/bias of estimated coefficients. The latter relied on obtaining statistically significant coefficients in regressions that were robust to inclusion of (‘conditioning on’) plausibly relevant covariates, where the case for inclusion of particular variables and robustness to unobserved factors was made qualitatively (albeit sometimes drawing on contributions to economic theory). The structural approach involves deriving full economic models of the phenomena of interest by making assumptions about the set of relevant variables, the structure of the relationship between them and the behaviour of economic agents. The rapid adoption of approaches based on random or quasi-random variation stems in part from dissatisfaction with both these preceding methods. Structural methods appear to be constrained by the need to make simplifying assumptions that are compatible with analytically producing an estimable model, but that may appear implausible, or at the least are not independently verified. On the other hand, non-structural regression methods seem unlikely to produce estimates of causal effects given the many possible relations between the variables of interest and many other, observed and unobserved, fac-

2Herberich, Levitt, and List (2009) provide an overview of randomised experiments in agricultural research and Hacking (1988) provides an entertaining account of experiments relating to telepathy.
tors. This seeming inability to identify causal effects under plausible restrictions led to a period in which many econometricians and applied economists abandoned reference to causal statements - a point emphasised in particular by Pearl (2009), but see also Heckman (2000, 2008).

In this context, the further development and wider understanding of econometric methods for analysis using experimental, or quasi-experimental (Angrist and Krueger, 2001), data presented the promise of reviving causal analysis without needing to resort to seemingly implausible structural models. Randomisation, or variation from it, potentially severs the connection between the causal variable of interest and confounding factors. Many expositions of experimental methods cite LaLonde’s (1986) paper showing the superiority of experimental estimates to ones based on various quasi-structural assumptions in the case of job market training programmes. As a result, Banerjee (2007) has described randomised trials as the “gold standard” in evidence and Angrist and Pischke (2010) state that the adoption of experimental methods has led to a “credibility revolution” in economics. Such methodological claims have, however, been the subject of a great deal of criticism. Within economics, Heckman and Smith (1995), Heckman and Vytlacil (2007a), Heckman and Urzua (2010), Keane (2005, 2010a,b), Deaton (2008, 2009, 2010), Ravallion (2008, 2009), Leamer (2010) and Bardhan (2013), among others, have argued that the case for experimental methods has been overstated and that consequently other methods - particularly structural approaches (Rust, 2010) - are being displaced by what amounts to a fad. See also the contributions in Banerjee and Kanbur (2005). The more extreme proponents of these methods have sometimes been referred to as ‘randomistas’ (Deaton (2008), Ravallion (2009)).

Some of the concerns raised by Deaton are based on detailed work in the philosophy of science by Cartwright (2007, 2010). There also exists an active literature in philosophy on the so-called ‘evidence hierarchies’ developed in medicine; the notion that some forms of evidence are inherently superior to others. In standard versions of such hierarchies randomised evaluations occupy the top position. This is primarily due to the belief that estimates from randomised evaluations are less likely to be biased (Hadorn, Baker, Hodges, and Hicks, 1996) or provide better estimates of ‘effectiveness’ (Evans, 2003). Nevertheless, a number of contributions have critically addressed the implicit assumption that the idea of a ‘gold standard’ - a form of evidence unconditionally superior to all others - is coherent. Concato, Shah, and Horwitz (2000), for example, question whether this view of evidence

---

3 We refer to these as ‘quasi-structural’ since in most cases they are not based on full structural models but rather specific assumptions on underlying structural relationships that, theoretically, enable identification using observational data.
is conceptually sound and whether it is confirmed empirically. Most of these references come from the medical literature in which randomised trials have been a preferred method for causal inference long before their adoption in economics. The generic problem of integrating different forms of evidence has not yet been tackled in any systematic fashion in economics, though studies delineating what relationships/effects various methodological approaches are identifying (Angrist (2004), Heckman and Vytlacil (2005, 2007b), Heckman and Urzua (2010)) may provide one theoretical basis for doing so. Nevertheless, some advocates of these methods continue to argue strongly that, "Randomized experiments do occupy a special place in the hierarchy of evidence, namely at the very top" (Imbens, 2010: 10).

1.1.1 Randomised evaluations

The great advantage of randomised evaluations is that they offer the prospect of simple estimation of causal effects by removing the risk of bias from confounding factors that plagues analysis using observational data. Introducing some formal notation, $Y_i$ is the outcome variable for individual $i$, which becomes $Y_i(1) = Y_{1i}$ denoting the outcome state associated with receiving treatment ($T_i = 1$) and $Y_i(0) = Y_{0i}$ denoting the outcome state associated with not receiving treatment ($T_i = 0$). The effect of treatment for any individual is $\Delta_i = Y_{1i} - Y_{0i}$. This formulation can be seen to be based on a framework - the more complete version of which is known as the Neyman-Rubin model after Neyman (1923) and Rubin (1974) - of counterfactuals, since in practice the same individual cannot simultaneously be observed in treated and non-treated states. Holland (1986) is a key early review of this framework.

Assume we are interested in the average effect of treatment ($E[Y_{1i} - Y_{0i}]$). To empirically estimate this, one might consider simply subtracting the average outcomes for those receiving treatment and the untreated. One can rewrite this difference as:

$$E[Y_{1i}|T_i = 1] - E[Y_{1i}|T_i = 0] = \{E[Y_{1i}|T_i = 1] - E[Y_{0i}|T_i = 1]\} + \{E[Y_{0i}|T_i = 1] - E[Y_{0i}|T_i = 0]\}$$

4 In subsequent analysis, following a notational convention in some of the literature, $\Delta$ is used to signify a treatment effect and is subscripted accordingly if that is anything other than $Y_{1i} - Y_{0i}$.

5 Note that in some approaches - see for instance Imbens (2004) - the 'i' subscript is used to denote sample treatment effects as opposed to those for the population. This distinction is not important for the above discussion but in later analysis we, instead, distinguish between populations using appropriately defined dummy variables.
The second term, representing the difference between potential outcomes of treatment recipients and non-recipients in the non-treated state represents ‘selection bias’, the extent to which treatment receipt is associated with other factors that affect the outcome of interest. An ideal experiment in which individuals are randomly allocated into treatment and control groups, with no effects of the experiment itself beyond this, ensures that on aggregate individuals’ potential outcomes are the same regardless of treatment receipt so \( E[Y_{0i}|T = 1] = E[Y_{0i}|T = 0] \). A randomised evaluation can therefore estimate an unbiased effect of treatment on those who were treated, which is the first term above, not because it removes selection bias but because it balances it across the treatment and control groups (Heckman and Smith, 1995). Therefore, provided that the treatment of one individual does not affect others, randomisation enables estimation of the average treatment effect. As various authors have pointed out, this result need not hold for other properties of the treatment effect distribution, such as the median, unless one makes further assumptions. For instance, if one assumes that the causal effect of treatment is the same for all individuals \( (\Delta_i = \Delta, \forall i \) and \( j) \), then the median treatment effect can also be estimated in the above fashion. That assumption, however, appears excessively strong and allowing for the possibility that treatment effect varies across individuals raises a host of other - arguably more fundamental - concerns, which we discuss in somewhat more detail below.

Nevertheless, the average effect is often of interest. To connect the above to one popular estimation method, least squares regression, one can begin by writing the outcome as a function of potential outcomes and treatment receipt:

\[
Y_i = (1 - T)Y_{0i} + TY_{1i} = Y_{0i} + T(Y_{1i} - Y_{0i})
\]

Writing the potential outcomes as:

\[
Y_{0i} = \alpha + u_{0i} \quad \quad Y_{1i} = \alpha + \tau + u_{1i}
\]

where \( u_{0i} = Y_{0i} - E[Y_{0i}] \), and similarly for \( u_{1i} \), and \( \tau \) is then the average treatment effect \( (\Delta) \). We can then write the previous equation as:

\[
Y_i = \alpha + (1 - T)u_{0i} + T(\tau + u_{1i})
\]
\[ Y = \alpha + \tau T + [T(u_1 - u_0) + u_0] \]

Taking expectations:
\[ E[Y|T] = \alpha + \tau T + E[T(u_1 - u_0)] + E[u_0] \]

We have \( E[u_0] = 0 \) by definition and randomisation ensures that the second last term is zero, so:
\[ E[Y|T] = \alpha + \tau T \] (1.1)

Equation 1.1 is just a conditional regression function, meaning that we can obtain an unbiased estimate of the average treatment effect through a least squares regression of \( Y \) on \( T \). If there was selection bias then \( E[T(u_1 - u_0)] \neq 0 \), the regressor would be correlated with the error and a least squares estimate of \( \tau \) would be biased.

### 1.1.2 Estimating average treatment effects conditional on covariates

The above discussion provides the basic rationale for the popular use of regression-based estimates of average treatment effects using data from randomised trials. One can extend the analysis to somewhat weaker assumptions regarding random assignment that explicitly account for covariates. These in turn are the basis for contributions on non-parametric estimates of treatment effects. As we will see, some of the critical issues in that literature extend naturally to the question of external validity, so we briefly discuss these as a basis for subsequent analysis of that issue. Imbens (2004) and Todd (2006) are valuable surveys of these and related issues, providing extensive additional detail including on estimation of statistics of treatment effect distributions besides the mean.

A more general analysis includes the use of covariates. In the case mentioned above where there is some selection bias, the weaker condition \( E[T(u_1 - u_0)|X] = 0 \) may hold. Rather than assuming that randomisation ensures simple independence of potential outcomes from treatment \( (Y_{0i}, Y_{1i}, T_i) \) it may be more plausible to assume that independence exists conditional on some covariates \( (X) \):

**Assumption 1.1.1. Unconfoundedness**

\[ (Y_{0i}, Y_{1i}) \perp T_i|X \] (1.2)
Unconfoundedness ensures that we can write the average treatment effect in terms of expectations of observable variables (rather than unobservable potential outcomes) conditional on a vector of covariates. The probability of receiving treatment given the covariates \((X)\) is known as 'the propensity score', written: 

\[ e(x) = \Pr(T = 1|X = x) \]

where \(e(x) = E[T|X = x]\). For a number of purposes it is useful to know a result by Rosenbaum and Rubin (1983) that unconfoundedness - as defined above conditional on \(X\) - implies unconfoundedness conditional on the propensity score. This has the advantage of reducing the 'dimensionality' of the estimation problem by summarising a possibly large number of relevant covariates into a single variable (Imbens, 2004), albeit by assuming a parametric form for the propensity score.

In order to then obtain the preceding, desirable results under this weaker assumption, one also requires sufficient overlap between the distributions of covariates in the treated and non-treated populations:

**Assumption 1.1.2. Overlapping support**

\[ 0 < \Pr(T = 1|X) < 1 \]  

(1.3)

This condition states that no covariate value, or combination of covariate values where \(X\) is a vector, perfectly predicts treatment receipt.

Three points about the above approach are particularly important for our later discussion of external validity. First, to implement it in practice a researcher must be able to accurately estimate the conditional average treatment effect for every realisation of \(X\) and \(T\) (denoted \(t\) and \(t\)), which in turn requires that these be represented in both treatment and control populations (the 'overlapping support' assumption) and with large enough sample size to enable accurate estimation. Second, the unconditional average treatment effect is estimated by averaging over the distribution of \(x\) but that is often unknown and therefore requires further assumptions to make the approach empirically feasible. Finally, it is possible that

---

6 Heckman, Ichimura, and Todd (1997) show that a weaker assumption can be used if the interest is in the effect of treatment on the treated, though Imbens (2004) argues that it is hard to see how this weaker form can be justified without also justifying the stronger unconfoundedness assumption - see also the discussion in Todd (2006).

7 In other words, the dimensionality problem is 'shifted' to estimation of the propensity score where various arguments are deployed to justify particular functional forms.

8 As various authors (Imbens, 2004, Heckman and Vytlacil (2007a, Todd (2006)) have noted, where there is inadequate overlap in the support, identification can be obtained conditional on limiting the sample to the relevant part of the support. The substantive rationale for this is that it allows identification of some effect, but with the caveat that the restriction is otherwise ad hoc.
both the above assumptions could be satisfied subject to knowledge of, and data on, the relevant conditioning variables even without experimental variation. In that case, which as a result is also often referred to as 'selection on observables', observational data is enough to secure identification of the average treatment effect. The experimental literature proceeds from the assumption that unconfoundedness, conditional or not, is - at the very least - more likely to hold in experimental data, a position which has some support from the empirical literature but is also contested. For instance, the previously mentioned paper by LaLonde (1986) is often cited to support this claim. In contrast, Smith and Todd (2005a,b) argue that the issue is not the uniform superiority of experimental or non-experimental methods, but rather the appropriateness of particular non-experimental methods given the quality of the data available.

1.1.3 Randomised evaluations: specific criticisms and defences

In its conditional formulation the formal case for experimental methods appears somewhat more nuanced, with experimental assignment increasing the likelihood of an unconfoundedness condition being satisfied. That in turn depends on a number of implicit assumptions about successful design and implementation of experiments as well as the broader applicability of such methods. Unsurprisingly, these are the issues on which many criticisms have focused. Table 1.1 summarises limitations to randomised evaluations that have been identified by critics and, in some cases, acknowledged by proponents of these methods.
Table 1.1 – Criticisms of randomised or quasi-random evaluations

<table>
<thead>
<tr>
<th>Criticisms of randomised or quasi-random evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Limited applicability of method</strong> (Deaton (2010), Rodrik (2008), Ravallion (2008))</td>
</tr>
<tr>
<td>Randomised control trials (RCTs) cannot address ‘big questions’</td>
</tr>
<tr>
<td>Many variables of interest are not amenable to deliberate randomisation</td>
</tr>
<tr>
<td>The question of interest is determined by method, rather than vice versa</td>
</tr>
<tr>
<td>Policies often involve a combination of different interventions</td>
</tr>
<tr>
<td><strong>Factors likely to confound experiments</strong> (Heckman and Smith (1995), Duflo, Glennerster, and Kremer (2006a))</td>
</tr>
<tr>
<td>Selection into the experimental sample</td>
</tr>
<tr>
<td>The use of randomised assignment affects ex ante entry into the sample (‘randomisation bias’)</td>
</tr>
<tr>
<td>Individuals in the control group respond to knowledge that they are not receiving treatment (‘John Henry effects’, may overlap with the above)</td>
</tr>
<tr>
<td>Individuals’ outcomes are affected simply by virtue of being observed (‘Hawthorne effects’)</td>
</tr>
<tr>
<td><strong>Absence of ideal experiment means the ATE is not estimated</strong> (Heckman and Vytlacil (2005, 2007a))</td>
</tr>
<tr>
<td>Only identifies a ‘local average treatment effect’ (LATE) which is affected by the proportions of ‘compliers’ and ‘non-compliers’</td>
</tr>
<tr>
<td>The effect identified is a function of the ‘marginal treatment effect’ (MTE) which is affected by behavioural factors and treatment level</td>
</tr>
<tr>
<td><strong>Limited relevance to other domains</strong> (Cartwright (2010), Keane (2010b,a), Manski (2013a))</td>
</tr>
<tr>
<td>Implementation details matter and in practice often vary</td>
</tr>
<tr>
<td>There is an inherent trade-off between the use of experiments and generalisability of results</td>
</tr>
<tr>
<td>The causal effect may differ for interventions implemented at a larger scale (‘scale-up problem’)</td>
</tr>
<tr>
<td>We do not know why an intervention worked/did not work (experiments are a ‘black box’)</td>
</tr>
<tr>
<td>Experiments do not, on their own, allow for welfare analysis</td>
</tr>
<tr>
<td>The treatment effect may be non-linear and therefore differ when the magnitude, or initial level, of a continuous treatment variable is different</td>
</tr>
<tr>
<td><strong>RCTs are not conducive to learning</strong> (Heckman and Smith (1995), Rodrik (2008), Keane (2010b), Deaton (2010))</td>
</tr>
<tr>
<td>Provide information only on specific interventions</td>
</tr>
<tr>
<td>Are inadequate for learning the underlying mechanism(s)</td>
</tr>
<tr>
<td>No clear procedure for accumulating knowledge across experimental studies</td>
</tr>
</tbody>
</table>

1 References are not intended to be exhaustive but rather to indicate particularly influential authors or those associated with specific criticisms.
To represent some of these concerns formally it is useful to distinguish between treated state, participation in a programme \((P \in \{0, 1\})\) and participation in a randomised programme \((R \in \{0, 1\})\), where \(R = 1 \Rightarrow P = 1\) but not vice versa.\(^9\)

Conceptually, an individual could receive treatment \((T = 1)\) without participating in a programme \((P = 0)\). The difference in outcomes from when an individual receives treatment 'independently', and when they receive it as a programme, is used to represent the Hawthorne effect in which an individual responds differently due to being observed.

\[
\text{Scale-up problem: } E(Y_{1i} - Y_{0i}) = \sum_{i=1}^{N} (Y_{1i} - Y_{0i}) = f(N)
\]

\[
\text{Randomisation bias: } E(Y_{1i}|T = 1, R = 1) \neq E(Y_{1i}|T = 1, R = 0)
\]

\[
\text{Hawthorne effect: } E(Y_{1i}|P = 1, T = 1) \neq E(Y_{1i}|T = 1)
\]

\[
\text{John Henry effect: } E(Y_{0i}|P = 1, T = 0) \neq E(Y_{0i}|T = 0)
\]

There have been a variety of responses to the criticisms in Table 1.1 and we briefly survey some of the more important ones here, drawing to a significant extent on Banerjee and Duflo (2009), Imbens (2010) and Angrist and Pischke (2010) who provide some of the most detailed and cited expositions and defences of the use of randomised evaluations in economics.

First, it has been argued that many of the apparent limits on questions that can be meaningfully addressed with RCTs are a function of a lack of imagination. Angrist and Krueger (2001) suggest that creating experiments, or finding natural variation, to answer questions of interest, is "gritty work...[which requires] detailed institutional knowledge and the careful investigation and quantification of the forces at work in a particular setting" (Angrist and Krueger, 2001: 83). In a somewhat similar vein, Banerjee and Duflo (2008: 9) state that "experiments are...a powerful tool...in the hands of those with sufficient creativity". Second, the claim that experimental methods are particularly vulnerable to a trade-off between internal and external validity has been disputed. Banerjee and Duflo (2009) argue with reference to matching methods for observational data - which we discuss further below - that the same trade-off exists in such studies and without the advantage of a well-identified effect in a known population (as in experimental studies). Taking a stronger position, Imbens (2013) has argued, in disagreeing with Manski (2013a), that "studies with very limited external validity...should be

\(^9\)Here we partly follow the analysis by Heckman and Smith (1995).
A partly complementary position has been to emphasise the existence of a continuum of evaluation methods (Roe and Just, 2009).

A popular position among RCT practitioners is that many concerns can be empirically assuaged by conducting more experimental and quasi-experimental evaluations in different contexts. Angrist and Pischke (2010), for instance, argue that “A constructive response to the specificity of a given research design is to look for more evidence, so that a more general picture begins to emerge” (Angrist and Pischke, 2010: 23). The idea being that if results are relatively consistent across analyses then, for instance, this would suggest that the various concerns implying confounding or limited prospects for extrapolation are not of sufficient magnitude to be empirically important. This counterargument is particularly relevant for issues relating to external validity and we give it more detailed consideration in section 1.3.

Another response has been to note that a number of the challenges to experimental work also affect non-experimental approaches. The effects of observation on outcomes - such as John Henry and Hawthorne effects - may equally arise in the collection of survey data.

A final point, made by critics and advocates, is that the use of randomised evaluations and formulation and estimation of structural models need not be mutually exclusive. The relevance of theory for randomised evaluations was subject of the contributions to Banerjee and Kanbur (2005). More recently, Card, DellaVigna, and Malmendier (2011) classify experiments - evaluations (‘field experiments’) and lab-based experiments - into four categories based on the extent to which they are informed by theory: descriptive (estimating the programme effect); single model (interpreting results through a single model); competing model (examining results through multiple competing models); and, parameter estimation (specifying a particular model and using randomisation to estimate a parameter/parameters of interest). They argue that there is no particular reason why experiments need be ‘descriptive’ and therefore subject to criticisms (Heckman and Smith (1995), Deaton (2010)) that they do little to improve substantive understanding. Those authors do, however, show that in practice a large proportion of the increase in experiment-based articles in top-ranked economics journals is due to descriptive studies. Ludwig, Kling, and Mullainathan (2011) make a related argument, that more attention should be directed to instances where economists feel confident in their prior knowledge of the structure of causal relationships so
that randomised evaluations can be used to estimate parameters of interest.\textsuperscript{10}

Many of the above criticisms of randomised trials can, in fact, be delineated by the two broad categories of internal and external validity. The former affect researchers' ability to identify the causal effect in the experimental sample and the latter the prospects of using estimated treatment effects to infer likely policy effects in other populations. While internal validity is the main concern of the experimental programme evaluation literature, in economics and elsewhere, the issue of external validity is largely neglected. And yet by definition the usefulness of any estimate for policy necessarily depends on its relevance outside of the experiment. This concern is the focus of the present chapter and the next section reviews the cross-disciplinary literature on the external validity of estimated treatment effects from randomised evaluations.

1.2 External validity of treatment effects: A review of the literature

The applied and theoretical econometric literatures that deal explicitly with external validity of treatment effects are still in the early stages of development. Here we provide an overview of the concept of external validity and contributions from different literatures. As noted above, there are currently two broad approaches to the evaluation problem in econometrics, albeit with increasing overlap between them. In what follows, in this and subsequent chapters, our focus will be on critically engaging with the literature that builds on the Neyman (1923)-Rubin (1974) framework of counterfactuals and advocates the use of experimental or quasi-experimental methods in economics; Angrist and Pischke (2009) provide an accessible overview of this framework as applied to econometric questions, while Morgan and Winship (2007) use it for a broader discussion of causal inference in social science particularly in relation to the causal graph methods advocated by Pearl (2009). The alternative to this approach would be the framework of structural econometrics, but a correspondingly detailed assessment of that literature would go well beyond the scope of the present work. We will, however, note relevant insights from that literature in the analysis that follows.

\textsuperscript{10}It is worth noting that while usefully expanding on the ways in which experiments can be employed, neither of these two analyses acknowledges the historical limitations of structural methods, "the empirical track record [of which] is, at best, mixed" (Heckman, 2000: 49). In short, while the claims made for descriptive randomised evaluations may be excessive, relating these more closely to theory simply reintroduces the concerns with structural work that partly motivated the rise in popularity of such methods.
Perhaps the earliest and best-known discussions of external validity in social science are in the work of Campbell and Stanley (1966) and Cook and Campbell (1979) on experimental and quasi-experimental analysis and design. Although not formally defined, the basic conception of external validity those authors utilise is that the treatment effect estimated in one population is the same as the effect that would occur under an identical intervention in another population. An alternative, though not mutually exclusive, conception of external validity concerns the extent to which the effect of one policy or intervention can be used to infer the (possibly different) effect of a related policy or intervention in the same population or a different one. In reviewing the extant literature we will note contributions that have made preliminary efforts to address the question of predicting the effects of new policies. However, the problem of extrapolating the effect of the same programme from one context to another is of widespread interest and informative enough to merit exclusive consideration, so that will be the focus of the analysis.

Operating within this conception of external validity, we now provide the first of a number of formal definitions of this concept. Adding to our previous notation, let \( D \) be a dummy equal to one for the population of policy interest and zero for the experimental population. In what follows the focus is confined to the average treatment effect, which has been the focus of most contributions to the experimental literature, though the issues raised also apply to other properties of the treatment effect distribution. Given this we have:

**Definition** Simple external validity

\[
E[Y_i(1) - Y_i(0)|D_i = 1] = E[Y_i(1) - Y_i(0)|D_i = 0] \quad (1.4)
\]

The requirement of identical treatment effects, albeit in the aggregate, across contexts in equation (1.4) is strong and arguably unnecessarily so for many cases of interest. In subsections below we consider alternate approaches to, and formulations of, this concept. Three formal alternatives are suggested by different econometric literatures: external validity as a question of forecast accuracy; external validity as stability in policy decisions across contexts; and, external validity conditional on a vector of covariates. This last definition emerges from recent theoretical and empirical contributions on this subject in the experimental programme evaluation literature. That, in tum, will form a reference point for much of the remaining analysis in this thesis.

### 1.2.1 The medical literature on external validity

One way of framing the debates on randomised evaluations discussed in section 1.1 is as a problem of assigning precedence to certain forms of evidence relative
to others. A related problem is integrating different kinds of evidence. Both issues have been recognised in the medical literature for some time.11 Evans (2003) notes that the so-called 'evidence hierarchy' in medicine, with randomised controls trials at the top, goes back to Canadian guidelines developed in 1979. It is from this literature that the, now controversial, term 'gold standard' emerged. Authors differ on the interpretation of the hierarchy, with some suggesting that it is indicative of a (non-trivial) weighting of different sources of evidence while others see it as guiding a lexicographic process in which evidence only from the method highest on the hierarchy is considered. Given this, and that medical analogies are popular in methodological debates on RCTs in economics, it is somewhat instructive to consider developments in the medical literature.

Mirroring some of the methodological debates in economics, two contributions to the medical literature by McKee, Britton, Black, McPherson, Sanderson, and Bain (1999) and Benson and Hartz (2000) caused controversy for suggesting that estimates from observational studies were not markedly different from experimental evaluations. This, in turn, prompted an editorial asserting that "the best RCT still trumps the best observational study" (Barton, 2000), while recognising that there ought to be some flexibility in relation to different kinds of evidence. Within these contributions, however, the reasons for the similarity across the different methods could only be the subject of speculation: the observational studies may have been successful in controlling for confounding factors, the randomised trials may have been poorly conducted or the problems studied may not have had the sources of bias that randomisation is traditionally used to avoid. This reflects a broader problem that has perhaps been addressed more systematically in the econometrics literature: understanding conceptually what parameter a given randomised trial is estimating and why, therefore, it may differ from a parameter estimated in an observational study.

Parallel to such studies, in recent decades medical scientists and practitioners have increasingly expressed concerns about the external validity of randomised experiments. One particular area of interest has been selection of participants into the experimental sample. Unlike many of the experiments considered in the economics literature medical RCTs often have strong, explicit exclusion and inclusion criteria. Falagas, Vouloumanou, Sgouros, Athanasioud, Peppasa, and Siempos (2010), for instance, review thirty RCTs relating to infectious diseases and argue, based on the authors' expertise, that many of these experiments exclude a significant proportion of patients that are treated by clinicians. That is

11I am grateful to JP Vandebroucke for drawing some of the references and arguments in this literature to my attention.
problematic because such studies typically say little about external validity and it is left to clinicians to make a qualitative judgement as to whether and how the published results may be relevant for a given patient whose characteristics are not well-represented in the experimental sample. In statistics and econometrics this issue of 'adequate representation' of characteristics is dealt with formally via assumptions on the 'support' of relevant variables - an issue we address in the next section.

In addition to explicit criteria, a number of studies have examined other reasons why patients and clinicians are hard to recruit into experimental samples. Ross, Grant, Counsell, Gillespie, Russell, and Prescott (1999) provide a survey of those contributions, noting that reasons for non-participation relate to decision-making by both the clinician and the patient. The decisions of both clinician and patient are affected by, among other factors: attitudes to risk; the possible costs (time, travel, etc) imposed by the trial; preferences over treatment; perceived probability of success of the proposed intervention; and, experiment characteristics such as information provided and even the personality of the researcher or recruiter. The authors advocate gathering more information on reasons for non-participation. As Heckman and Smith (1995) note, such concerns go at least as far back as Kramer and Shapiro (1984), who noted markedly lower participation rates for randomised as opposed to non-randomised trials.

Besides selection problems, there are a variety of other factors that have been identified as likely to affect external validity of medical trials. Rothwell (2005a,b, 2006) has provided a number of influential discussions of the broader challenge where external validity is defined as, "whether the results [from randomised trials or systematic reviews] can be reasonably applied to a definable group of patients in a particular clinical setting in routine practice" (Rothwell, 2005a: 82). He notes that published results, rules and guidelines for designing and conducting clinical trials, treatment and medicine approval processes all largely neglect external validity, which is remarkable since ultimately it is external validity - here by definition - that determines the usefulness of any given finding (at least for clinicians). Besides the selection problem, he notes the following additional issues: the setting of the trial (healthcare system, country and type of care centre); variation of the effect by patient characteristics, including some that are inadequately captured and reported; differences between trial protocols and clinical practice; reporting of outcomes on particular scales, non-reporting of some welfare-relevant outcomes (including adverse treatment effects) and reporting of results only from short-term follow-ups. In relation to the debate regarding the merits of RCT's, Rothwell is strongly in favour of these over observational studies because of the likelihood of
bias (failed internal validity) with the latter approach. Rather his view is that a failure to adequately address external validity issues is limiting the relevance and uptake of results from experimental trials.

Dekkers, von Elm, Algra, Romijn, and Vandenbroucke (2010) take a somewhat different approach. Those authors make a number of key claims and distinctions:

- Internal validity is necessary for external validity:

- External validity (the same result for different patients in the same treatment setting) should be distinguished from applicability (same result in a different treatment setting):

- “The only formal way to establish the external validity would be to repeat the study in the specific target population” (Dekkers et al., 2010: 91).

The authors note three main reasons why external validity may fail: the official eligibility criteria may not reflect the actual trial population; there may be differences between the ‘target population’ and experimental population that affect treatment effects; treatment effects for those in the study population are not a good guide for patients outside the eligibility criteria. They conclude that external validity, unlike internal validity, is too complex to formalise and requires a range of knowledge to be brought to bear on the question of whether the results of a given trial are informative for a specific population.

In summary, the medical literature is increasingly moving away from rigid evidence hierarchies in which randomised trials always take precedence. Many studies are raising challenging questions about external validity, driven by the question asked by those actually treating patients: “to whom do these results apply?” (Rothwell, 2005a). Medicine, therefore, can no longer be used to justify a decision-making process that is fixated on internal validity and the effects derived from randomised trials without regard to the generalisability of these results.

1.2.2 Philosophers on external validity

The discussion in section 1.1 noted the contribution by philosopher Nancy Cartwright to the debate in economics on the merits of RCTs. Nevertheless, Guala (2003) notes that, “Philosophers of science have paid relatively little attention to the internal/external validity distinction.” (Guala, 2003: 1198). This can partly be explained by the fact that many formulations of causality in philosophy do not lend themselves to making clean distinctions between these two concepts.
Cartwright, for example, advocates a view of causality that, in economics, bears closest relation to the approaches of structural econometricians Cartwright (1979, 1989, 2007). Structural approaches are more concerned with correct specification and identification of mechanisms rather than effects, whereas the literature developed from the Neyman-Rubin framework orient itself toward 'the effects of causes rather than the causes of effects' Holland (1986). Cartwright (2011a,b) makes explicit the rejection of the internal-external validity distinction, arguing that "'external validity' is generally a dead end: it seldom obtains and...it depends so delicately on things being the same in just the right ways" (Cartwright, 2011b: 14). She also differentiates between the external validity of effect size and external validity of effect direction, arguing that both "require a great deal of background knowledge before we are warranted in assuming that they hold" (Cartwright, 2011a). Broadly speaking, Cartwright is sceptical of there being any systematic method for obtaining external validity and is critical of research programmes that fail to acknowledge the limitations and uncertainties of existing methods.

Nevertheless, not all philosophers take quite so pessimistic a view. Guala (2003), with reference to experimental economics which we discuss next, argues for the importance and usefulness of analogical reasoning, whereby populations of interest are deemed to be 'similar enough' to the experimental sample. Another notable exception is Steel's (2008) examination of extrapolation in biology and social science. Steel's analysis is perhaps closer to Cartwright's in emphasising the role of mechanisms in obtaining external validity. Specifically, Steel advocates what he calls 'mechanism-based extrapolation'. In particular, he endorses (Steel, 2008: 89) a procedure of comparative process tracing: learn the mechanism (e.g. by experimentation); compare aspects of the mechanism where we expect the two populations to be most likely to differ; if the populations are adequately similar then we may have some confidence about the prospect of successful extrapolation.

The above proposals are not formalised in any way that would render them directly useful in econometrics. In relation to Steel's proposals one might note - following Heckman's (2000) review of 20th century econometrics - that there has not been a great deal of success in identifying economic mechanisms. Nevertheless, as in the case of medicine we will see that the themes of similarity and analogies have formal counterparts in the econometric literature. Much of Guala's analysis of the validity issue has referred specifically to the case of experimental economics and it is to that literature that we now turn.
1.2.3 External validity in experimental economics

While the concern of this dissertation is 'experimental programme evaluation' and its role in informing policy, a related area of economics in which the issue of external validity has been explored in more detail is experimental economics. The majority of studies in that sub-discipline to date have been concerned with testing various hypotheses concerning agent behaviour, either of the choice theoretic or game theoretic variety. The motivation may be the testing of a specific prediction of a formal model of behaviour, but could also involve searching for empirical regularities premised on a simple hypothesis (Roth, 1988). The majority of these experiments have been conducted in what one might call laboratory settings, where recruited participants play games, or complete choice problems, that are intended to test hypotheses or theories about behaviour and "the economic environment is very fully under the control of the experimenter" (Roth, 1988: 974). One famous example is the paper by Kahneman and Tversky (1979) in which experimental results revealed behaviour that violated various axioms or predictions of expected utility theory.

The main criticism of such results, typically from economic theorists, has been that the laboratory environment and the experiments designed for it may not be an adequate representation of the actual context in which individuals make economic decisions (Loewenstein (1999), Sugden (2005), Schram (2005), Levitt and List (2007)). One aspect of this emphasised by some authors (Binmore (1999)) is that behaviour in economic contexts contains important dynamic elements, including learning, depending on history and repetition. 'One-shot' experiments may, therefore, not be identifying behaviour that is meaningful on its own. Another is that subjects may not be adequately incentivised to apply themselves to the task, a criticism that has particularly been made of hypothetical choice tasks. Furthermore, participants have traditionally been recruited from among university students and even when drawn from the broader population are rarely representative.

Given our preceding definition of external validity it should come as no surprise that many of the above criticisms have been framed, or interpreted, as statements about the limited external validity of laboratory experiments. Loewenstein (1999: 25), arguing from the perspective of behavioural economics, suggests that this is "the dimension on which [experimental economists'] experiments are particularly vulnerable" and raises some of the above reasons to substantiate this view. By contrast, Guala and Mittone (2005) argue that the failure of external validity as a generic requirement is 'inevitable'. Instead, they argue that experiments should be seen as contributing to a 'library of phenomena' from which experts will draw in order to determine on a case-by-case basis what is likely to hold in a new
environment. A somewhat different position is taken by Samuelson (2005) who emphasises the role that theory can/should play in determining how and to what contexts experimental results can be extended.

One response to the previous criticisms - and therefore indirectly concerns about external validity - has been to advocate greater use of 'field experiments' (Harrison and List (2004), Levitt and List (2009), List (2011)), the argument being that the contexts in which these take place are less artificial and the populations more representative. Depending on the research question and scale of the experiment, some such studies begin to overlap with the experimental programme evaluation literature. Another, related, response is to advocate replication. As Samuelson (2005: 85) puts it, an "obvious observation is that more experiments are always helpful". The argument here is that conducting experiments across multiple, varying contexts will either reveal robustness of the result or provide variation that may assist in better understanding how and why the effect differs. Something like this position underpins the systematic review/meta analysis literature, particularly popular in medicine, in which the results from different studies of (approximately) the same phenomenon are aggregated to provide some overarching finding.12

The nature of the external validity challenge is different for experimental economics because while researchers appear to have control over a broader range of relevant factors, manipulation/control of these can potentially lead to the creation of contexts that are too artificial and therefore the relevance of results obtained become questionable. Perhaps the most relevant point for our purposes is that no systematic or formal resolution to the external validity challenge has yet been presented in the experimental economics literature.

1.2.4 The programme evaluation and treatment effect literature

Although there are a number of alternative formulations within economics that are effectively equivalent to the notion of external validity, the issue - as formulated in the broader statistical literature - has arisen primarily in relation to experimental work. Remarkably, despite Campbell and Stanley (1966) and Cook and Campbell's (1979) work, which itself was reviewed in one of the earliest and most cited

12Note that this form of 'meta analysis' is different to analyses in economics that examine the outcomes of studies of a similar issue, or outcome variable, but arguably distinct parameters. An example of that approach is Card, Kluve, and Weber's (2010) study of active labour market programmes.
overviews of experimental methods in programme evaluation by Meyer (1995), the external validity challenge has not been dealt with in the experimental evaluation literature in any detail. As Rodrik (2008: 20) notes, "considerable effort is devoted to convincing [readers] of the internal validity of the study. By contrast, the typical study based on a randomised field experiment says very little about external validity." More specifically, the lack of formal and rigorous analysis of external validity contrasts markedly with the vast theoretical and empirical literatures on experimental or quasi-experimental methods for obtaining internal validity. This disjunct continues to be the basis for disagreements between contributors to the field; see for instance the recent exchange between Imbens (2013) and Manski (2013b).

From the perspective of practitioners, and guides for practitioners, Banerjee and Duflo (2009) and Duflo, Glennerster, and Kremer (2006b) address the issue of external validity informally. As above, the authors discuss issues such as compliance, imperfect randomisation and the like, which are recognised as affecting external validity because they affect internal validity. In addition, the authors note concerns regarding general equilibrium/scale-up effects (though not the possible non-linearity of effects in response to different levels of treatment intensity). Banerjee and Duflo (2009) deal with the basic external validity issue under the heading of 'environmental dependence', which can be separated into two issues: "impact of differences in the environment where the program is evaluated on the effectiveness of the program"; and, "implementer effects" (Banerjee and Duflo, 2009: 159-160).

Some empirical evidence on the latter has recently been provided by Allcott and Mullainathan (2012) and Bold, Kimenyi, Mwabu, Ngängá, and Sandefur (2013). Allcott and Mullainathan (2012) examine how the effect of an energy conservation intervention by a large energy company (OPower) - emailing users reports of consumption along with encouragement to conserve electricity - varied with the providers across 14 different locations. The first finding is that "there is statistically and economically significant heterogeneity in treatment effects across sites, and this heterogeneity is not explained by individually-varying observable characteristics"(Allcott and Mullainathan, 2012: 22). Exploring this further, the authors find that the sites selected for participation in the programme were a non-random

13For a more recent take on the external validity question from one of these authors, see Cook (2014).
14Angrist and Pischke (2009) provide a guide to obtaining internally valid estimates and complications that arise in doing so and Morgan and Winship (2007) similarly focus on questions of identification using the framework of causal graphs, but with no substantive discussion of the generalisability of results.
selection from OPower's full set of sites based on observable characteristics. In addition, the characteristics increasing the probability of participation were (negatively) correlated with the estimated average treatment effect. They conclude, however, that significant heterogeneity from unobserved factors remains and that therefore it is not possible to predict the effect of scaling-up the intervention with any confidence.

Bold et al. (2013) provide results on an intervention in Kenya that involved the hiring of additional contract teachers. An experiment embedded in a larger government programme randomised 192 schools into three different groups: those receiving a contract teacher via the government programme; those receiving the teacher via an NGO; and, the control group. They find that while the NGO-managed intervention had a positive effect on test scores, the same basic intervention when implemented by government had no significant effect. Using the geographical distribution of schools from a national sampling frame, Bold et al. (2013) also examine the impacts across location. They find no significant variation across space and therefore conclude that "we find no reason to question the external validity of earlier studies on the basis of their geographic scope" (Bold et al., 2013: 5). By contrast, both papers attribute differences in impacts to implementing parties and obviously that constitutes evidence of a failure of external validity broadly defined.

General equilibrium, 'spillover' and 'scale-up' effects are another threat to external validity if they are not accounted for. Despite the well-known analysis by Miguel and Kremer (2004) of positive externalities from a randomized deworming intervention, such effects have only recently begun to be considered in systematic fashion in the programme evaluation literature - see, for instance, the work of Baird, Bohren, McIntosh, and Oztürk (2014) on designing experiments to estimate spillover effects.

In this review our interest lies, more narrowly, with the external validity question abstracting from issues that compromise internal validity or similarity of the intervention across populations. In this regard, Banerjee and Duflo (2009) correctly note that the basic problem arises from the fact that variation/heterogeneity in the treatment effect across individuals means that it may well vary by covariates, which in turn may vary across contexts. How to address this? Those authors argue, in essence, for two approaches. First, researchers could use their expertise, theory or ex ante knowledge of populations to determine whether the population

15 Alcott and Mullainathan (2012) argue that compliance was not likely to be empirically important in the data they consider.
of policy interest is similar enough for the original experimental result(s) to carry-over to this new context. Conceptually this bears a close resemblance to the ‘analogical reasoning’ approach advocated in philosophy by Guala (2005). As they acknowledge, however, this is - by economists’ standards at least - ‘very loose and highly subjective’. The second, more objective, approach is to replicate studies across different contexts. The authors argue that this indicates whether results generalise and allows knowledge to accumulate on specific kinds of interventions. Duflo et al. (2006b) make a similar argument, but in addition recognise that “as we cannot test every single permutation and combination of contexts, we must also rely on theories of behavior that can help us decide whether if the program worked in context A and B it is likely to work in C” (Duflo et al., 2006b).

The relevance of covariates to external validity concerns further reinforces the sense that, as has already been noted, the definition of simple external validity in (1.4) is too strong to be useful. A more subtle statistical definition has been developed in the programme evaluation literature. This states that an estimate has external validity if it can be used to predict the average treatment effect, which may be different, in another population given a set of observable covariates. In econometrics this definition has been formalised by Hotz et al. (2005), who refer to it as conditional external validity. Define the relevant covariate as $W$ and as shorthand let $T_i$ indicate receipt of treatment and $T_{0i}$ non-receipt. Then:

**Definition** Conditional external validity

\[
E[Y_i(1) - Y_i(0)|D_i = 1] = E_{W}[E[Y_i|D_i = 0, W_i] - E[Y_i|D_i = 0, W_i]|D_i = 1] \tag{1.5}
\]

In words, this second definition states that: the average treatment effect in the population of policy interest (on the left-hand side) can be expressed in terms of an expectation of the covariate-varying treatment effect in the experimental sample ($D_i = 0$) taken across the covariate ($W$) distribution in the population of interest ($D_i = 1$).

Hotz et al. (2005) show that given independence of treatment assignment and outcomes in the experimental sample ($T_i \perp (Y_i(0), Y_i(1))|D_i = 0$), two further conditions are sufficient for (1.5) to hold. First, independence of ‘location’ from outcomes conditional on a set of covariates:

**Assumption 1.2.1. Location independence**

\[
D_i \perp (Y_i(0), Y_i(1))|W_i \tag{1.6}
\]
Second, overlapping support of the relevant controls/covariates:

**Assumption 1.2.2. Overlapping support**

\[ \text{For all } w, \delta < \Pr(D_i = 1|W_i = w) < 1 - \delta, \]
\[ \text{for some } \delta > 0 \text{ and for all } w \in W \] (1.7)

Location independence states that potential outcomes (under treatment or control) do not vary across locations except as a result of differences between individuals in values of the covariates in \( W \). Assumption 1.2.2 states that there is a non-zero probability of being in either location for any realised values of the covariates \( (W_i = w) \). Within these two conditions are a number of implicit assumptions, discussed by Hotz et al. (2005), such as the assumption of identical treatment across context and no macro effects (existence of important factors that have little or no variance within the populations).

While (1.5) is simply a formal result, Hotz et al. (2005) make it clear that the intention is to show how a researcher might go about estimating the likely effect of treatment in a population of interest based on estimated treatment effects in an experimental sample. From this perspective, the expression implies that to proceed non-parametrically one would estimate the treatment effect across the distribution of the covariate \( (W) \) in the experimental sample and reweight this to account for the distribution of \( W \) in the population of interest. In the next section we expand on this point and suggest that such an approach provides a set of very clear formal requirements for obtaining external validity, comparable to the well-known sets of alternative assumptions that must be satisfied to obtain internal validity.

A related contribution to the literature is the analysis by Angrist and Fernandez-Viá (2010, 2013), which examines the extrapolation/external validity problem when estimating a local average treatment effect (LATE). What separates that analysis from Hotz et al. (2005) is, following the LATE-ATE distinction - that observed covariates are assumed to capture the characteristics that determine compliance.

While Hotz et al. (2005) and Angrist and Fernandez-Viá (2013) describe some ways in which an empirical analysis can be based on systematic comparisons across populations, no detailed analysis is provided of the implications of the above criteria for empirical practice in general. The next section expands on that question.
1.2.5 The structural approach to programme evaluation

While Samuelson (2005) advocates the use of theoretical models to guide extrapolation of results in experimental economics, within the programme evaluation literature there already exists a well-developed body of work with a similar motivation. This builds on the earlier structural econometrics literature discussed previously. Heckman and Vytlacil (2007a,b) and Heckman and Abbring (2007) provide an unparalleled overview and development of this body of work and therefore we refer primarily to those surveys, which contain extensive references to specific contributions. In doing this it is important to clearly distinguish between using experiments to test theories, as is often the case in experimental economics, as opposed to using theories to inform the estimation and extrapolation of parameters.

Heckman and Vytlacil (2007a) make a number of pointed distinctions. The first is between econometric and 'statistical' approaches to causal inference. They characterise the former as the specification and estimation of structural models, while the latter is described as being oriented towards experimental identification of causal relationships. The authors criticise the experimental literature for: confusing the econometric problems of identification and estimation; not systematically addressing selection into, or compliance with, experiments; largely ignoring the welfare effects of policies; neglecting, or being unable to address, the problem of forecasting policy effects; and, promoting an analytical framework in which knowledge cannot accumulate.

The primary difference between the structural approach and the one based on randomised experiments is that structural econometric models, "do not start with the experiment as an ideal but start with well-posed, clearly articulated models for outcomes and treatment choice where the unobservables that underlie the selection and evaluation problem are made explicit" (Heckman and Vytlacil, 2007a: 4835). It is precisely for this reason that - as alluded to in discussion of philosophical contributions - the conceptual distinction between internal and external validity is not as valuable in the case of structural modelling; if we are prepared to assume the correctness of a full structural model then identifying the parameter(s)

---

16 Heckman and Vytlacil (2005) in fact contrast the approach they develop - discussed further below - with the experimental and structural literatures. It is fairly clear, however, that their approach is essentially an extension of the structural literature and therefore this distinction largely disappears in the later survey papers Heckman and Vytlacil (2007a,b).

17 Duflo et al. (2006b: 70-75), as one example, confute these two issues, so that a discussion which is ostensibly about using theory to extrapolate estimated effects deals primarily with using experiments to test theoretical predictions.
of interest necessarily implies the ability to forecast the effect in other populations given data on the relevant variables. This applies also to causal analysis using directed graphs, as described by Pearl (2009).

There are close conceptual similarities between the view of econometrics advocated in Heckman and Vytlacil (2007a,b) and Cartwright’s (1989) philosophical theory of causal inference. Heckman and Vytlacil (2007a) state, following Marschak (1953), that “The goal of explicitly formulated econometric models is to identify policy-invariant or intervention-invariant parameters that can be used to answer classes of policy evaluation questions” (Heckman and Vytlacil, 2007a: 4789). Cartwright’s theory, going back to Cartwright (1979), is based on a notion of stable ‘capacities’, the identification of which is required for reliable causal prediction. Unsurprisingly, then, there is an appreciable amount of conceptual overlap between criticisms of the randomista approach to causal inference in the philosophy and structural econometrics literatures. Arguably the key difference is that the structural literature almost uniformly proceeds on the assumption that time-, policy- and intervention-invariant parameters exist for questions of interest, whereas this is left as an open question in the philosophy literature.

It is important to note that while the basic rationale for the structural approach is premised on use of full economic models of the phenomena of interest, such models rarely exist and when they do are not - in the form in which theorists specify them - estimable. Structural econometrics therefore typically uses pared-down models of economic relationships and optimising behaviours, which in turn are adapted in such a way as to make them relevant to estimation. The structural econometric approach begins with the specification of an explicit econometric model of individual choice, often referred to as a latent index model - often called ‘the Roy model’ (Roy, 1951). Heckman and Robb (1985) is an important early discussion of this model in the context of programme evaluation. In its full specification that allows, in fact requires, the specification of individual constraints (broadly defined), utility function and characteristics affecting the outcome of interest. This in turn allows, theoretically, analysis of ex ante versus ex post outcomes of an intervention, selection effects, welfare analysis and behavioral responses to interventions.

The general latent index model extends the standard treatment effect framework by simply modelling the participation decision explicitly.18 Note that we now

18There are various ways of presenting this, with minor notational differences and differing levels of generality, but here we follow the presentation of Heckman and Vytlacil (2005).
introduce a set of variables $Z$, such that $X \subseteq Z$. First, assume there exists some cost of receiving treatment: $C = \mu_c(Z) + U_c$. An individual's gain from treatment is then: $Y_1 - Y_0 - C$. They will then select into treatment if this is positive. We can rewrite the potential outcomes as:\footnote{In this literature $Z$ is sometimes referred to as a set, or vector, containing the variables in $X$ and at least one additional variable, while at the same time $Z$ is used to denote the additional variable(s) in question without any change in font or notation. We follow this, occasionally confusing, convention.}

\begin{align*}
Y_1 &= \mu_1(X) + U_1 \\
Y_0 &= \mu_0(X) + U_0
\end{align*}

One can write the generic index model of participation as:

\[ T_i = \begin{cases} 
1 & \text{if } \mu_r(Z) - U_T \geq 0 \\
0 & \text{otherwise}
\end{cases} \quad (1.8) \]

where for the preceding version of the 'Roy model': $\mu_r(Z) = (\mu_1(Z) - \mu_0(Z) - \mu_c(Z))$; and, $U_T = (U_1 - U_0 - U_c)$.

This extension has two significant implications. First, if we allow for the possibility of selection into treatment and control groups, or selective compliance with assignment, then the latent index model provides a basis - in economic theory - for analysing the implications of different kinds of selection for various estimators of treatment effects. Second, explicitly recognising the relationship between individual choice and treatment may lead to a reconsideration of what it is that researchers wish to estimate. As discussed in Heckman and Abbring (2007), such models can - theoretically at least - be extended further to account for social interaction and general equilibrium effects. In contrast, most analysis conducted within the treatment effect framework requires that individual treatment effects are not influenced by the treatment receipt of others (known - following Rubin - as the 'stable unit treatment value assumption' (SUTVA)).

The second point emerges most clearly from the work of Heckman and Vytlacil (2005), described also in Heckman and Vytlacil (2007a,b) and summarised in Todd (2006). Within the latent index framework it is possible to derive representations of the treatment effects estimated through the experimental or quasi-experimental approach that locate these in relation to theoretical representations of individual choice and selection processes.\footnote{Specifically, Heckman and Vytlacil (2007a,b) argue that since randomization is in fact an instrument of a particular sort, from a structural perspective the distinction between random and quasi-random variation is largely unnecessary.} The second point emerges most clearly from the work of Heckman and Vytlacil (2005), described also in Heckman and Vytlacil (2007a,b) and summarised in Todd (2006). Within the latent index framework it is possible to derive representations of the treatment effects estimated through the experimental or quasi-experimental approach that locate these in relation to theoretical representations of individual choice and selection processes.\footnote{Specifically, Heckman and Vytlacil (2007a,b) argue that since randomization is in fact an instrument of a particular sort, from a structural perspective the distinction between random and quasi-random variation is largely unnecessary.}
(2005) propose a new concept they call the 'marginal treatment effect' (MTE):

$$\Delta_{MTE}(X) = E[Y_{10} - Y_{00}|X = x, U_T = u]$$

Heckman and Vytlacil (2005) provide a useful way of thinking about this as representing the mean gain \((Y_1 - Y_0)\) from treatment for individuals with characteristics \(X\) who would be indifferent about treatment receipt if they were exogenously assigned a value \(z\) for some (instrumental) variable such that \(u(z) = u\). The average treatment effect can then be written as:

$$\Delta_{ATE}(X) = \int_0^1 E[Y_{1t} - Y_{0t}|X = x, U_T = u]dU_T$$

The average effect of treatment on the treated, as well as the local average treatment effect, can similarly be written as functions of the MTE. The dependence on unobservable factors \((u)\) affects the interpretation of these effects. The authors argue that this approach unifies the treatment effect and structural econometric literatures, but with the advantage of using somewhat weaker assumptions than the latter. There are notable connections with the assumptions used in the treatment effect literature. The framework developed in Heckman and Vytlacil (2005) also invokes an unconfoundedness assumption - phrased more generically in terms of instrumental variables (of which randomised assignment can be seen as a special case) - and an assumption of overlapping support, mirroring those in (1.2) and (1.3).

As noted by Heckman and Vytlacil (2005), where individuals comply with experimental assignment, either because they do not differ on unobservable factors or because these do not - for whatever reason - affect individuals' behaviour in relation to treatment, all the different treatment effects (ATE, MTE, ATT and LATE) are equal. Since our analysis is interested in external validity absent imperfect compliance, this simply confirms that the MTE - as with the broader literature based on latent index models - is not directly relevant to our concerns here; our interest is in external validity under perfect compliance.

This is not to say that the MTE is irrelevant to the external validity problem in general. To the contrary, it provides the basis for a much more ambitious agenda. Heckman and Vytlacil (2007a) classify the policy evaluation problem into three types:

1. Evaluating interventions that have already taken place;
2. Forecasting the effect of an intervention that has already been conducted in another context;

3. Forecasting the effect of an intervention "never historically experienced".

The authors refer to problems 2 and 3 as relating to external validity. It should be clear, however, that problem 3 is more ambitious than the traditional definition of external validity we have adopted here - characterised by problem 2. Heckman and Vytlacil (2005) and Heckman and Vytlacil (2007a: 4801) take the position of many critics that both questions are effectively "ignored in the treatment effect literature". As Heckman and Vytlacil (2005) point out, the entire treatment effect literature has been oriented toward the problem of internal validity and therefore there is little formal guidance on the assumptions or requirements to obtain external validity. In that framework one needs to make some additional assumptions, beyond those typically invoked in the treatment effect literature, about invariance, exogeneity and autonomy. Policy invariance, loosely speaking, refers to the stability of the causal relationships across contexts. More specifically, it means that a change in policy "does not change the counterfactual outcomes, covariates or unobservables" (Heckman and Vytlacil, 2005: 685). Exogeneity, in this case, concerns independence of the unobservables determining choice from observable characteristics. Autonomy requires that the policy does not affect relative aspects of the environment and essentially invokes a partial equilibrium framework. Although the MTE approach makes clear which theoretical distributions need to be estimated and some of the assumptions required to do so, that literature has yet to give any empirically feasible guidance on obtaining external validity.

Presumably seeing no need to do so, Heckman and Vytlacil (2005) do not provide an actual definition of external validity. For our purposes, and comparison with the other definitions above, we may use the MTE-based definition of the average treatment effect to define what one might call a 'structural' notion of external validity:

**Definition** Structural definition of external validity

\[
\int_0^1 E[\Delta|X = x, U_T = u, D = 1]dU_T = \int_0^1 E[\Delta|X = x, U_T = u, D = 0]dU_T
\]

(1.9)

The notable difference in this definition is the dependence on unobservables across the populations of interest.
Given the above one may wonder why economists, or indeed any researchers, wanting to conduct programme evaluations would adopt anything other than a structural econometrics approach. While possibly the most theoretically comprehensive framework for evaluation, structural econometrics is not without problems. Two in particular stand out. The first is theoretical: formulating a structural model requires extensive theoretical assumptions many of which are not, or cannot be, empirically verified. Manski (2000) notes, in relation to the earlier literature, that latent index models have not been uncontroversial and that "some researchers have regarded these models as ill-motivated imputation rules whose functional form and distributional assumptions lack foundation" (Manski, 2000: 431). The second reason, already noted, is empirical: the information required in order to estimate structural models is often unavailable. Heckman and Vytlacil (2007a: 4810) note four types of data required: private preferences; social preferences; ex ante distributions of outcomes in alternative states; and, ex post information regarding the relevant outcomes. Although the authors note that there exist literatures on the first two, there is little convincing evidence that satisfactory empirical derivation of preferences at any level has been achieved. It therefore remains an open question whether it is feasible to obtain data on all the relevant dimensions since this in itself rests on contested theoretical assumptions. For example, there are now a wide range of competing models of choice in the theoretical microeconomics literature and as yet no consensus on which of these ought to be employed to infer well-ordered preferences (or even whether well-ordered preferences exist for all individuals).

Both issues explain, to some extent, why despite its own limitations the 'design-based' approach to programme evaluation has gained so much popularity in economics in recent decades. The unquestionably valuable contributions of the structural literature are to locate the effects estimated using experiments within a more general model of mechanisms and economic behaviour, as well as revealing the strong implicit assumptions required for treatment effects from randomisation to inform a decision-making process as framed by economic theory. In the analysis of the next section we will essentially ignore the complications that arise from considering choice-based compliance with treatment assignment, not because these are unimportant in general but because our objective is to isolate what are arguably even more basic challenges for external validity.
1.2.6 Decision-theoretic approaches to treatment effects and welfare

A strand of the theoretical literature (Heckman, Smith, and Clements (1997), Heckman and Smith (1998), Manski (2000), Dehejia (2005)) related to structural contributions on treatment effect estimation considers the implications of treatment effect heterogeneity for optimal policy decisions, where a “planner wants to choose a treatment rule that maximizes the population mean outcome” (Manski, 2000: 417). Following Manski (2000: 423-424), an individual $j$ in population $J$ has a treatment response function $y_j(\cdot): T \rightarrow Y$. The policymaker needs to specify a treatment rule for each $j$ but only has at their disposal a set of observable characteristics for each individual, $x_j \in X$. There is then a set of functions/treatment rules, $b \in B$ where $B : X \rightarrow T$, mapping characteristics to treatment assignment. Given the emphasis on the mean outcome, the problem of interest is:

$$\max_{b(\cdot) \in B} E\{y[b(x)]\}$$

An optimal treatment rule, $b^*$, is one that maximises expected outcomes conditional on individual characteristics:

$$b^*(x) = \arg\max_{t \in T} E[y(t)|x], \ x \in X$$ (1.10)

There are perhaps two key considerations in this literature. The first is the nature of the decision maker’s welfare function as defined over the full distribution of treatment effects. The above formulation is most compatible with a utilitarian social welfare function, but others - such as the Rawlsian welfare function in which the well-being of the worst off individual is maximised - will be associated with different optimal treatment rules. Particularly challenging is that some welfare functions depend on the full distribution of outcomes. The second critical issue is the information available to the decision maker from econometric analysis. In this regard, an important consideration - emphasised in particular by Manski (2000) - is the relevance of uncertainty and ambiguity in relation to estimated effects that arises from making, often unverifiable, estimating assumptions. In a constructive vein Manski (2011, 2013a) argues for greater recognition of the salience of identifying assumptions by, where possible, reporting appropriate bounds on estimated effects rather than simple point estimates. In many instances only strong assumptions produce informative bounds.

\[\text{For an alternative approach, see Berger, Black, and Smith (2001) on the use of 'statistical profiling' to allocate individuals to government programmes.}\]
It is interesting, given our preceding discussion of the medical literature, that Manski (2000) gives as a practical example of the generic decision problem, the case of a medical practitioner in possession of reported results from a randomised trial who is considering whether to allocate treatment to specific patients. Dehejia (2005) similarly considers a case in which there is a caseworker with individual-specific information and a policymaker who decides whether to have a uniform treatment rule (all or no individuals given treatment), or to allow the caseworker discretion to decide. Such formulations raise interesting questions about the benefits of decentralisation versus central planning. Another notable aspect of the decision problem is that while the physician in Manski's example "has extensive covariate information...for the patients", the "medical journal articles that report the findings of clinical trials, however, do not usually report extensive covariate information for the subjects of the experiment" (Manski, 2000: 433). Allocation of treatment is most simple when there is no variation in the treatment effect across covariates, but when that is not the case an optimal decision requires covariate-specific information.23 One complication emphasised by Manski is that in the presence of uncertainty regarding individual response functions - in other words, variation in response exists even among individuals with the same observed covariate values - more covariate information is always weakly beneficial; additional information never leads to a less optimal choice of treatment rule. Where there is ambiguity about responses this need not be true.

As with the literature surveyed in the previous subsection, there is much to recommend the logic and theoretical insights of such contributions, even if they are often practically hard to implement or produce bounds on estimated effects that are very wide. In the analysis of the next section it suffices to show how external validity may fail without actually formalising the policymaker's decision process in this manner. If certain factors imply that a given programme simply does not work in the population of interest, then the form of the social welfare function is obviously of secondary concern. This is not in any way to caricature what are thorough and subtle studies: both cited authors have also addressed external validity concerns as distinct from the decision making problem, as is made clear in Manski (2013a), as well as the contributions in Manski (2011, 2013b) and Dehejia (2013).

Where these contributions do have some relevance for our analysis is in framing the idea of external validity. The basic definition provided in 1.4 can be thought

---

23 Relatedly, while exclusion and inclusion criteria can be a downside of medical trials, they can also be (as also noted by Ravallion (2009)) desirable in as much as in some cases they reflect a tailoring of an experiment to the likely recipients.
of as statistical in the sense that it is based on any numerical deviation in the ATE in the target population from that in the experimental sample. From a policy perspective, it may make more sense to utilise an operational definition of external validity in which an estimated effect has external validity if an ex ante decision based on that effect would not change if the policymaker knew the extent to which it would differ in the population of interest. Conceptually one can think of this as a two-stage process: in the first stage a researcher obtains evidence (possibly covariate specific) on the treatment effect in the experimental population \((D = 0)\) and this is used to determine an optimal treatment assignment rule; in the second stage that assignment rule is implemented in the population of interest \((D = 1)\), for which the treatment effect is not known. External validity in this instance means that the rule would not change even if we had evidence on the population of interest. Denote data on the two populations as information sets \(I_D, D \in \{0, 1\}\) and the policies chosen based on this information as \(b_D(x) \in \bar{B}\). We can then represent this as:

**Definition** External validity of policy decisions

\[
\begin{align*}
\bar{b}_1^*(x, I_1) &= \bar{b}_0^*(x, I_0) \\
&= \bar{B} : (I_0, x) \to t \in T
\end{align*}
\]

Arguably the most common empirical case at present is the simple one in which the information obtained is limited to the average treatment effect in the sample population and the policy decision is whether or not to administer treatment to the entire population of interest. The above then reduces to:

\[
\begin{align*}
\bar{b}_1^*(x, I_1) &= \bar{b}_0^*(x, I_0) \\
&= \bar{B} : \Delta_{ATE(D=0)} \to t \in \{0, 1\}
\end{align*}
\]

The weaker definition in (1.11) may be satisfied in many more cases than the stronger one in (1.4), since it is possible - for example - that \(\Delta_{ATE(D=0)} \neq \Delta_{ATE(D=1)}\) but that nevertheless \(\bar{b}_1^* = \bar{b}_0^*\). The former definition also captures the underlying interest in external validity as something more than a statistical artefact.

### 1.2.7 Forecasting for policy?

The basic challenge of external validity - whether an estimate in one population can be used to determine the likely effect in another - appears analogous to the problem of forecasting, which has preoccupied many econometricians working with time series data. Indeed, the conceptual similarity is so striking that it seems
sensible to ask whether there is any meaningful distinction between the two concepts.

In the structural literature, Heckman and Vytlacil (2007a: 4790-4791) in particular have recognised this in their descriptive typology of three policy evaluation questions: evaluating the impact of “historical interventions”; forecasting the impact of interventions conducted in one environment in different ones; and, forecasting the impact of interventions “never historically experienced”. They refer to the first problem as internal validity, and the second and third as external validity, although it is unclear whether the authors intend to thereby assert that external validity can be obtained despite a failure of internal validity (a point discussed further below). The appendix to that review outlines the structural approach to policy forecasting, noting that parameter invariance is necessary for all methods, overlapping support of relevant variables is necessary for non-parametric methods and that additive separability “simplifies the extrapolation problem”. These issues hint at a fundamental obstacle to external validity that we address in the next section. One may also note that the issues of exogeneity, autonomy and invariance that are referred to by Heckman and Vytlacil (2005) and Heckman and Vytlacil (2007a) have been developed in some detail in the time series econometric literature - see for instance the extensive discussion and analysis in Hendry (1995).

The previous review of the optimal policy approach to programme evaluation emphasises that what matters for policy is the accuracy of the estimated treatment effect as an indicator of the likely policy effect, with the importance of deviations depending on the policymaker’s welfare function. Similar considerations apply when using the rather less sophisticated approach of cost-benefit analysis: the question that arises is whether deviation of the effect in the population of interest may be of magnitude large enough to reverse the conclusions reached in a cost-benefit analysis. An identical concern has been investigated in a recent literature concerning forecast optimality and the definition of this relative to loss functions with different properties - see the review by Elliott and Timmermann (2008). Those authors note three key considerations in evaluating forecast success: the relevant (policymaker’s) loss function; the nature of the forecasting model (parametric, semi-parametric or non-parametric); and, what aspect of the outcome of interest is being forecast (point or interval). Given data (Z), an outcome of interest (Y) and a forecasting model/rule (f(Z, θ)) defined over the data and set of parameters one can define the ‘risk’ (R) to a policymaker, with loss function L(f, Y, Z), associated with a particular forecast model as (Elliott and
This representation assumes a point forecast and one way that literature differs from its programme evaluation counterpart is the use of a relatively simple loss function defined over only a single forecast and realisation for a given time period. By contrast, social welfare considerations require that the programme evaluation literature pays more attention to the distribution of outcomes across a population, even if in practice this is typically summarised in an average treatment effect and simple welfare function defined over this. Regardless, the above representation can, in theory, be used to derive an optimal forecast as one that minimises the risk (expected loss).

The most important differences between the forecasting and programme evaluation literatures are not so much related to underlying motivation but rather to data availability and method. The literature on forecast optimality places much less emphasis on identification of causal relationships. Agnosticism about the extent to which successful forecasting models need to capture the underlying causal relationships is a well-established position in time series econometrics (Hendry, 1995). As Elliott and Timmermann (2008: 4) put it: "Forecasting models are best viewed as greatly simplified approximations of a far more complicated reality and need not reflect causal relations between economic variables." While it is often claimed in the randomised evaluation literature that internal validity (unbiased estimation of causal relationships) is necessary for external validity (generalising results to other populations) the forecasting literature suggests that this assertion is not as obvious as is often suggested. Most forecasting models estimate the parameters of a model, in which variables are related across time, using historical data and then use the parameterised model to predict a future outcome even though it is recognised that the parameters are unlikely to represent unconfounded causal effects. Indeed it remains a matter of significant debate whether ‘theoretical’ restrictions make any valuable contribution to the success of forecasting models; see Giacomini (2014) for a very recent discussion.

External validity in the strong sense defined in (1.4) may not be possible with such approaches, but even the most vocal advocates of RCTs do not appear to expect that condition to be satisfied (see for instance Angrist and Pischke (2010)). Weaker versions that resemble minimisation of criteria like (1.13) may, under

\[ R(\theta, f) = E_{Y,Z}[L(f(Z, \theta), Y, Z)] \]  

(1.13)

24 The loss function, \( L(f, Y, Z) \), is envisioned as a function "that maps the data, \( Z \), outcome, \( Y \), and forecast, \( f \), to the real number line".
certain circumstances, allow studies that lack internal validity to outperform those that do in forecasting outcomes in new populations.

As should be evident from the discussion in section 1.1, approaches that neglect the relationship between estimated models and the data generating process ('true structural equation') are considered untenable in microeconometrics. This is quite understandable given that the concern of much of the applied microeconometrics literature has been in identifying the relationships between specific variables, net of confounding by others. That need not, however, provide the best methodological basis for addressing the challenge of predicting the effects of policy interventions and some researchers outside economics (Pearl, 2009) have argued forcefully that a different paradigm is required. However, the contrast with the time series forecasting literature indicates also that the limited time periods available in most microeconometric datasets constrain prospects for a similar approach to developing forecasts; there is too little data available over too widely-spaced intervals to calibrate models based on forecasts. As a partly related issue, one may note that the question of parameter stability has been directly addressed - albeit not resolved - in the forecasting literature, whereas even the most advanced theoretical literatures in microeconometrics have yet to tackle this problem in any substantive way.

This comparison suggests that from a policy perspective there is no meaningful conceptual difference between external validity and forecast accuracy. The academic distinction arises from data availability, the definition of the welfare function over a population rather than a single outcome and the established focus of microeconometrics on identifying causal relationships.

1.2.8 Summary

The approaches to the basic external validity question in the areas surveyed each have their own favoured emphasis and, particularly within economics, formal frameworks for addressing the problem of transporting estimated effects from one population to another. In some instances these differences in emphasis draw attention to different possible definitions of the concept. Nevertheless, a number of common themes are discernible. First, that the vast majority of contributions consider it highly unlikely that simple external validity will hold for most questions and populations of interest. Second, that similarity between populations is fundamental to the extrapolation problem. Such similarities might be determined qualitatively, as in the method of 'analogical reasoning' advocated by some philosophers. What the issue of similarity brings to the fore in formal frameworks is the
relevance of covariates, or characteristics of individuals. The issue can then be associated with assumptions/requirements for overlapping supports of variables across populations. This is particularly interesting because similar assumptions are required for obtaining internal validity, but where the populations are the ‘recipients’ and ‘non-recipients’ of the treatment of interest. A final theme is the importance of structure for extrapolation, whether in the form of fully developed models or, at least, more detailed information on the nature of causal relations besides only estimated mean effects.

In the next section we present a simple framework in which to further consider these issues and attempt to draw some implications for making policy claims using estimates derived within the experimental tradition. By assuming perfect compliance with treatment assignment we remove the many complications introduced in the instrumental variables literature, including new developments there relating to selection and marginal treatment effects, and yet still find substantial barriers to extrapolation. Our analysis builds on Hotz et al. (2005), as do Allcott and Mullainathan (2012) who reach some similar conclusions albeit with a rather more optimistic emphasis.
1.3 Interacting factors, context dependence and external validity

*it is a very drastic and usually improbable postulate to suppose that all economic forces [produce] independent changes in the phenomenon under investigation which are directly proportional to the changes in themselves; indeed it is ridiculous* Keynes (1939: 564)

One particular issue that remains neglected in the empirical literature utilizing random or quasi-random variation to estimate policy-relevant causal relationships, is the connection between functional form and external validity. Theorists and practitioners have been well-aware of the generic challenge posed by ex ante ignorance of the form of the relationship between the explanatory and dependent variables since the founding of econometrics. However, as Heckman (2000: 55) notes, the *convenience* of separable econometric models meant that these have been the predominant focus even of structural econometricians. While important advances have been made in recent decades in understanding non-parametric identification (Matzkin, 2007) and developing associated estimation methods, these address the internal validity issue and have little direct relevance - for reasons we discuss below - to the external validity problem. As we noted in section 1.1, critics of randomised evaluations - see for instance Keane (2010a) - have emphasised the possible importance of functional form for extending estimated treatment effects to instances where either the base level of a non-dichotomous treatment variable, or the magnitude of the change induced by treatment, is different. This is of course an important issue, but falls outside the focus of this study which is on external validity of the same policies across different environments. Holding the policy intervention constant, where does functional form matter for external validity?

The answer is that functional form matters where it connects other variables ('covariates') to the effect of treatment. Specifically, where the treatment variable interacts with other variables in producing variation in the outcome of interest, the values of those variables become important for external validity. Although many of the contributions surveyed in section 1.1 reference Campbell and Stanley (1966) or Cook and Campbell (1979), few - if any - note that those authors conceptualised threats to external validity as problems, first-and-foremost, of interaction. In their words:

Since the method we prefer of conceptualizing external validity involves generalizing across achieved populations, however unclearly defined, we have chosen to list all of the threats to external validity in terms of statistical interaction effects (Cook and Campbell, 1979: 73)
The authors identify three different forms of interaction. The first, which they refer to as 'interaction of selection and treatment', concerns the possibility that the characteristics of those in an experimental sample are affected by the demands of participation. This to some extent captures the intuition of the choice-based latent variable approach discussed above in relation to structural econometric models. The second is 'interaction of setting and treatment', by which the authors seem to mean in particular the institutional environment (contrasting a bureaucracy with a university campus or military camp). The third possibility they consider is that historical context may interact with treatment to affect the outcome. In some sense, each of these 'threats' reflects a different mechanism by which an experimental sample may become unrepresentative along dimensions that have some bearing on the effect of treatment. This is most clear from the fact that the solutions Cook and Campbell (1979) propose to avoid, or remedy, failures of external validity primarily concern sampling methods - an issue we address further in section 1.3.3.

The remainder of this review utilises the idea of interaction between the treatment variable and other factors as a basis for structuring what we believe to be the basic challenges for external validity and providing an alternative perspective on other analyses that have identified these challenges.

1.3.1 Interactive functional forms and external validity

To represent the above concerns in econometric form we might simply extend the standard representation of potential outcomes provided in section 1.1 as follows. A dichotomous treatment variable, \( T \in \{0, 1\} \), is associated with average effects \( \tau_0 \) and \( \tau_1 \) that are independent of covariates. Consider two sets of covariates, \( X \) and \( W \), which we assume for simplicity are independent of treatment assignment. Furthermore, the effect of covariates \( W \) on potential outcomes is itself dependent on treatment.

\[
Y_0 = \tau_0 + X\beta + W\gamma + u_0 \\
Y_1 = \tau_1 + X\beta + W(\delta + \gamma) + u_1
\]

Then we can write the average treatment effect as:

\[
E[Y_1 - Y_0] = (\tau_1 - \tau_0) + E[W|T = 1]\delta \tag{1.14}
\]

\(25\) It is fairly straightforward to extend the analysis to the case where the treatment variable is not dichotomous, taking on values \( T_0 \) in the 'control group' and \( T_1 \) in the 'treatment group'.

\(26\) Note that this is not the same as the unconfoundedness conditions mentioned previously, which assume that assignment is independent of potential outcomes conditional on covariates.
That effect now depends, at least in part, on the mean value of the covariates \((W)\) in the population. Similar formulations have recently been used in the context of discussions of external validity by Allcott and Mullainathan (2012) and Pritchett and Sandefur (2013), although without explicit recognition of the key role played by interactions that we develop below.

As a variation in the econometric model deployed there is nothing particularly remarkable about interactive functional forms. The simple functional form outlined above is a special case of the ‘random coefficients model’ - see Hsiao (1992), Hsiao and Pesaran (2004) for recent surveys, which in turn is related to the ‘switching regression’ approach due to Quandt (1958). Angrist and Pischke (2009) describe the interactive form as “a straightforward extension” of the model in which the treatment effect is constant across individuals. Following the same procedure as in section 1.1.1 we can write a conditional regression function that is simplified by the assumption of random assignment:

\[
E[Y(T) | T] = \tau_0 + T(\tau_1 - \tau_0) + \tau E[W | T] \delta + E[X | T] \beta + E[W | T] (\delta + \gamma)
\] (1.15)

An estimate of the correct average treatment effect can be obtained by regressing \(Y\) on \(T\) and the covariate(s) \(W\).

While the extension itself may be technically straightforward and have no insurmountable, or at least unknown, implications for identification of the average treatment effect, this is not true for extrapolation of such effects. To see this, consider taking the difference in the average treatment effects from the two populations:

\[
E[D | D = 1] - E[D | D = 0] = (E[W | D = 1, T = 1] - E[W | D = 0, T = 1]) \delta
\] (1.16)

The expression in equation (1.16) implies a failure of the simple (non-conditional) definition of external validity in (1.4) if the mean of the covariate differs across the experimental \((D = 0)\) and policy \((D = 1)\) populations. Leamer (2010) makes essentially the same point, referring to \(W\)-type variables as ‘interactive confounders’. In some of the broader social science literature, \(W\) variables are

---

27That model is sometimes referred to as ‘the common effects model’ but this term has a different meaning in the context of panel data models.

28Note that the preceding representation of potential outcomes implicitly assumed a ‘basic’ treatment effect (one that does not vary with values of covariates), \(\tau_1 - \tau_0\), that is independent of population.

29In the philosophy literature related issues have sometimes been referred to as ‘causal interaction’ - see for instance Cartwright (1989) and Eells (1991).
referred to as ‘mediating’ the causal effect of T. For the primary concerns of the two empirical studies mentioned above - Allcott and Mullainathan (2012) and Bold et al. (2013) - one could conceive of the interacting factor as either a dummy for implementer type, or a vector of partner organisation characteristics. And that does not, of course, exclude the possibility that many other factors - including some which are unknown or unobserved - may be relevant.

The basic scenario is therefore not encouraging. Furthermore, where the interactive relationship is more complicated, information will be required on properties of the distribution besides only the mean. In some situations, it may be possible to obtain information on the distribution of the treatment effect across the values of W. Consider the simplest case where there is one, dichotomous interacting variable \( W \in \{0, 1\} \) and the experiment allows us to identify \( E[\triangle|W = 0, D = 0] \) and \( E[\triangle|W = 1, D = 0] \), where:

\[
E[\triangle|D = 0] = Pr(W = 0|D = 0)E[\triangle|W = 0, D = 0] \\
+ (1 - Pr(W = 0|D = 0))E[\triangle|W = 1, D = 0]
\]  

(1.17)

If we then know the distribution of \( W \) in the target population, the average treatment effect of policy interest can be expressed in terms of these estimated values:

\[
E[\triangle|D = 1] = Pr(W = 0|D = 1)E[\triangle|W = 0, D = 0] \\
+ (1 - Pr(W = 0|D = 1))E[\triangle|W = 1, D = 0]
\]  

(1.18)

As some readers may already have noticed, (1.18) is simply a specific case of the result in Hotz et al. (2005), shown previously in (1.5). That result can therefore be seen as proposing a solution to the problem interactive relationships pose for external validity, as originally discussed by Campbell and Stanley (1966) and Cook and Campbell (1979). The specific requirements that emerge from this presentation of the problem and possible solution are listed in Table 1.2.
Table 1.2 - Minimum empirical requirements for external validity (assuming an ideal experiment, with no specification of functional form)

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>The interacting factors (W) must be known ex ante</td>
</tr>
<tr>
<td>R2</td>
<td>All elements of W must be observed in both populations</td>
</tr>
</tbody>
</table>
| R3.1 | Empirical measures of elements of W must be comparable across populations  
Where the interacting variables are discrete, all values and combinations of values of W in the policy population must be represented in the experimental sample* |
| R3.2 | The researcher must be able to obtain unbiased estimates of the conditional average treatment effect (E[Δ|D = 0, W]) for all values of W |
| R4.1 | The size of the experimental sample should be large enough, and the dimension of W small enough, for their to be adequate power to identify the effects in R4.1 |
| R4.2 | The average treatment effect should not vary across populations for any reason not related to observed covariates |

* Where elements of W are continuous there must be a sufficient number and range of observations in the experimental sample to estimate the relevant local densities.

Requirement R3.2 corresponds to the overlapping support condition of Hotz et al. (2005), while R5 refers to their 'unconfounded location' assumption.30

The generic importance of functional form for external validity has been noted by Leamer (2010) and Keane (2010a). In that regard, the most challenging requirements above are arguably R1 and R3.2. As we have seen, the experimental approach is often favoured by researchers who believe it implausible that unconfoundedness conditions can be satisfied simply by judicious covariate selection,

30 The authors also refer to R5 as the 'no macro-effects' assumption, but their explanation of macro effects suggests that these effects are only one reason why unconfounded location may fail rather than being equivalent to that assumption. Most obviously, differences on unobserved components of W would violate the unconfounded location assumption, but that has nothing to do with the variation in such variables within the relevant populations. One might add that Garfinkel, Manski, and Michalopoulou (1992) use the term 'macro effects' differently to refer to issues such as the impact of social interaction on treatment.
or clever structural modeling. However, to know in advance what the interacting factors are must require some reliable theoretical knowledge. Worse, it is widely recognised that there is often no persuasive theoretical reason to choose one functional form over another. This has spurred the literature on non-parametric estimation but, as should be clear from the above framework, non-parametric estimation of the average treatment effect is insufficient for extrapolation. As (Heckman and Vytlacil, 2007a: 4855) put it, "To extend some function...to a new support requires functional structure: It cannot be extended outside of sample support by a purely nonparametric procedure". This point, more than any other, is underemphasised or unacknowledged in contributions to the experimental literature. Relatedly, we must have good reasons to believe that measured variables are comparable across populations. For example, how does one compare racial categories across populations of different countries for the purposes of reweighting treatment effects? There may be theoretical concerns that 'race' is a notion with different meaning in different societies and that therefore there is no common variable across such populations. More obviously, different categorisations may be used in different populations so that the available variables are not comparable.

The availability of information on the treatment effect across the support of interacting variables also has important implications for decision making. Manski summarises the problem as follows:

The physician may have extensive covariate information for his own patients but the journal report of the clinical trial may only report outcomes within broad risk-factor groups...However the available experimental evidence, lacking covariate data, only reveals mean outcomes in the population as a whole, not mean outcomes conditional on covariates. Hence the planner faces a problem of treatment choice under ambiguity. Manski (2000: 419)

Interaction in itself is not an obstacle to estimating the average treatment effect in the experimental sample. In the context of estimating the ATE using a regression, even if the nature of the interactions are unknown a regression on the treatment variable that only conditions on the relevant covariates - but omits interaction terms - will produce an unbiased estimate. This follows from the general result - see for instance Wooldridge (2002: 21) - that \( E[Y|X, W, f(X, W)] = E[Y|X, W] \), provided \( E[Y|X, W] \) is linear in the parameters. However, predicting the average treatment effect in another population using the estimated parameters would require the original functional form to have been correctly specified.
The bottom line is that unless researchers have accurate ex ante beliefs about the factors that interact with the treatment variable and are able to collect data on these, forecasting effects of treatment in new populations will be a matter of luck. The framework based on interactive functional forms suggests that this can take three forms: that the causal effect happens to be approximately the same across individuals; that the causal effect does not actually depend on the values of other variables (additive separability); or, that there is little variation in the mean values of the interacting variables across contexts.

1.3.2 Heterogeneity of treatment effects

Given the above one might expect guides for empirical practice to address the issue in some detail, but discussion of interaction terms is absent from some of the main 'manuals' for conducting analysis based on randomised evaluations (Angrist and Pischke (2009), Duflo et al. (2006b)) - an omission also noted by Gelman (2000). To the extent that these issues have received any widespread attention in the treatment effect literature it has primarily been in relation to studies that examine 'treatment effect heterogeneity' within experimental populations, in other words the extent to which an estimated treatment effect varies across subgroups. In that vein, while Allcott and Mullainathan (2012) and, more recently, Pritchett and Sandefur (2013) both utilise representations of potential outcomes similar to the ones deployed above, those authors place little emphasis on the role of functional form per se, rather simply proceeding from the assumption that - for whatever reason - treatment effects vary with covariate values. We now briefly examine this heterogeneity-premised approach.

If the treatment effect were constant for all individuals in the entire population then external validity would, necessarily, hold. Variation in the treatment effect is sometimes referred to in the literature as 'treatment heterogeneity', but this term is not used consistently. Specifically, it is important for our purposes to distinguish between three conceptions of treatment heterogeneity. The first, and arguably more common use of the term to date, focuses on heterogeneity relating to the presence of compliers and non-compliers in instrumental variable estimation of local average treatment effects - see for instance Angrist (2004) and the discussion in Angrist and Pischke (2009). The second refers to some fundamental level of randomness that produces 'intrinsic' variation in the effect across individuals with identical characteristics. The third concerns the existence of empirical variation in the average treatment effect itself across values of covariates. These obviously need not be mutually exclusive, since if the characteristics of compliers and non-compliers differ then that would manifest as heterogeneity across the covariates.
representing these characteristics. Contributions on external validity have mirrored this distinction: Angrist and Fernandez-Váé (2010, 2013) present an analysis of the extrapolation/external validity problem focused on compliance in the case of estimating LATEs, whereas Hotz et al. (2005), Crump, Hotz, Imbens, and Mitnik (2008) and Crump, Hotz, Imbens, and Mitnik (2009) provide definitions of external validity based only on variation in the treatment effect across covariate values. In part contrast to these, structural approaches distinguish themselves in examining variation in behavioural responses to treatment across different populations - see for instance Heckman and Vytlacil (2005).

Having assumed perfect compliance, assumed-away selection based on choice and having no particular interest in intrinsic heterogeneity, what is relevant to the present review is variation across covariates. The way in which that has been addressed in the literature is largely unsatisfactory. Authors typically conduct heterogeneity analyses across subgroups that are defined after the experiment has been completed, based on covariate data that was collected to establish success of random assignment or to justify a conditional unconfoundedness assumption. "At best, researchers have estimated average effects for subpopulations defined by categorical individual characteristics" Crump et al. (2008: 398), but this is typically ad hoc (see also Deaton, 2008, 2010). In some instances it could quite plausibly be argued that this constitutes specification searching without compensating adjustments for the statistical significance of results. Rothwell (2005b) makes similar points in relation to the medical literature; Schochet (2008) provides a set of guidelines for education evaluations; and, Fink, McConnell, and Vollmer (2013) provide an overview of such practices in development economics along with some, standard, suggestions regarding correction for multiple hypothesis testing. Abadie, Chingos, and West (2013) address a related problem in which researchers examine heterogeneity across subgroups defined by the outcome variable - what these authors refer to as 'endogenous stratification'.

Some more systematic methods have been proposed. Hotz et al. (2005) propose a method for testing the unconfoundedness assumption across two experimental populations by comparing the actual mean outcomes for controls to those predicted using data from the other population. Perhaps most notable is the contribution of Crump et al. (2008) who develop two non-parametric tests: the first is of the null hypothesis of zero average treatment effect conditional on a set of observable covariates in subpopulations (as defined by the covariates); the second is for the null hypothesis that the conditional average treatment effect is the same across subpopulations, in other words a test of treatment heterogeneity across the variable(s) defining the subgroups. Djebbari and Smith (2008) utilise a number
of other methods to test for heterogeneity in data on the PROGRESA conditional cash transfer program implemented in Mexico. The authors make some effort to account for multiple tests and consider various non-parametric bounds of the variance of treatment effects. Allcott and Mullainathan (2012) also suggest a particular F-test of whether treatment effects vary within sub-groups of the experimental population as defined by covariate values. It is essentially a test for joint significance of the parameters on the interaction terms between sub-group dummies and the treatment variable. This would appear to be a version of the more general case proposed by Crump et al. (2008).³¹ The authors discuss potential empirical obstacles to this approach, such as a possible lack of power caused by small samples and the fact that in-and-of itself the test provides no basis for extrapolating to a new population. As they note, the greatest value of such tests is likely to be where the null hypothesis of no sub-group variation is rejected.

In their comment on external validity, Pritchett and Sandefur (2013) examine variation in estimates of the effect of five different kinds of interventions and conclude that this is large enough to call into question the likelihood of external validity of such effects. In addition, they take an approach to heterogeneity that is similar to the previously-cited study by Concato et al. (2000), by comparing the mean squared error in non-experimental and experimental estimates. Their conclusion is that “policymakers interested in minimizing the error of their parameter estimates would do well to prioritize careful thinking about local evidence over rigorously-estimated causal effects from the wrong context” (Pritchett and Sandefur, 2013: 25). Concato et al. (2000) come to a complementary finding, that “summary results of randomized, controlled trials and observational studies were remarkably similar for each clinical topic we examined...Viewed individually, the observational studies had less variability in point estimates (i.e., less heterogeneity of results) than randomized, controlled trials on the same topic”.

Under the assumption of unconfoundedness the heterogeneity of treatment effects across covariates is the consequence of a true causal relationship in which the treatment variable interacts with covariates to produce values of the outcome of interest. As we have seen, such interaction is the major challenge for obtaining external validity of results from ideal experiments. While ex post, data-driven assessment of heterogeneity may be informative about possible threats to extrapolation, the result has been that the experimental literature has largely neglected the question of why interactions would exist and whether incidentally-gathered data is adequate for a rigorous assessment.

³¹ Allcott and Mullainathan (2012) appear to be unaware of the work by Crump et al. (2008).
1.3.3 Selection, sampling and matching

Another way to frame the external validity problem is as a case of sample selection bias: the population being experimented on has come about through some kind of selection process and is therefore importantly different from the population we are interested in.²² That suggests, in turn, two other issues that are relevant to solving, or better understanding, the external validity problem.

Sampling

The first of these concerns the use of deliberate sampling of experimental populations. In their analysis, Allcott and Mullainathan (2012) note the possible advantages, at the experimental design stage, of "RCTs with representative samples of the Target population of interest" (Allcott and Mullainathan, 2012: 32), and replicating experiments in locations where the support of the covariates overlaps with a portion of the support in the target population that does not exist in preceding experiments. Similar views are expressed by Falagasa et al. (2010: 11) that researchers should endeavour to "[match] the population to be included in the RCT to the respective population that is expected to be encountered in general practice".

In fact, all these ideas can be found in Cook and Campbell (1979) who, much as they identify external validity as a problem of interaction, consider solutions as being fundamentally dependent on sampling. Those authors discuss three possible, sampling-based solutions: 'random sampling for representativeness'; 'deliberate sampling for heterogeneity'; and, 'impressionistic modal instance modelling' (Cook and Campbell, 1979: 74-80). The first two solutions are self-explanatory in the context of preceding discussions and correspond exactly to the two suggestions by Allcott and Mullainathan (2012). The third appears to refer to a process somewhat similar to that used when conducting case studies: look for instances that most closely resemble the situation of interest and conduct experiments on these. This bears some similarity to the idea of 'analogical reasoning' proposed in philosophy by Guala (2003) and is suggested by Cook and Campbell only for situations where relatively low generalisability is required.

In as much as representative sampling of the population of interest yields experimental estimates across the support of the relevant covariates in that population, it appears the most likely of the three approaches to lead to external validity. Representative sampling, however, assumes that a target population is known ex ante.

²²This draws attention to the fact that an 'ideal experiment', which we have assumed in the preceding analysis, is defined relative to factors within the experimental sample.
Some empirical studies appear to have the more ambitious objective of estimating effects that are valid across multiple contexts, including populations that are disjoint from the original experimental sample. In that instance, deliberate sampling for heterogeneity will be required to obtain a large enough coverage of the support to be able to reweight conditional average treatment effects in the way envisaged by Hotz et al. (2005) in (1.5). A similar issue has been discussed in a recent paper by Solon, Haider, and Wooldridge (2013), albeit with an emphasis on the uses of weighting in empirical work rather than external validity per se.

Approached from what one might call (à la Keane (2010b)) the ‘atheoretic’ perspective of treatment heterogeneity, the suggestion that researchers sample for heterogeneity seems unobjectionable. However, from the perspective of interactive functional forms this injunction appears to beg the question. Besides the requirement that it be coherent to compare these variables across contexts, a concern noted in Table 1.2, sampling for heterogeneity requires that researchers know in advance which variables play a role in determining the effect of the treatment variable. And yet, as we now briefly discuss, a similar assumption would suffice to justify the use of non-experimental methods to obtain identification of causal effects (internal validity).

Matching
A prominent method for estimating causal effects using non-experimental data are matching estimators; Imbens (2004), Todd (2006) and Morgan and Winship (2007) all provide overviews of the relevant literature. As Rubin (1973) notes, the early matching literature was concerned with improving precision of estimates, whereas his interest - and much of the interest in the literature since Rubin’s contributions - has been concerned with using matching to remove, or mitigate, bias. The basic process is intuitive: to ensure unconfoundedness - as in (1.2) - without experimental assignment, the researcher matches individuals from the ‘treatment’ and ‘no treatment’ groups based on a set of observable covariates.\(^{33}\) If these are covariates that would otherwise confound estimation then it is possible to obtain an unbiased estimate of the average causal effect of interest by summing-up effects across matched individuals (or sub-groups). This is essentially a non-parametric approach which means that matching estimators ‘do not require specifying the functional form of the outcome equation and are therefore not susceptible to bias due to misspecification along that dimension’ (Todd, 2006: 3861).

\(^{33}\)These terms are in quotes to indicate that there need not have been experimental assignment. Matching methods are sometimes employed, as per their original use, even with experimental data in order to improve precision - see Imbens’s (2004) discussion.
The two issues that have preoccupied the theoretical literature are: how to obtain the best matches between individuals or groups; and, how best to weight these individual- or group-specific effects. The criteria by which optimality is assessed are bias reduction and asymptotic efficiency. Empirically a number of other problems arise. The most obvious is how to choose the set of covariates upon which matches are constructed. Todd (2006: 3869) notes that "unfortunately there is no theoretical basis for choosing a particular set". A second problem is that in some datasets there may not exist any matches for some subsets of the population. Strictly speaking this means the effect of interest cannot be estimated. However, some authors have proposed redefining the effect of interest based on the more limited support of the covariates that is used. A final problem is that the dimension of the covariate vector might be large, making accurate estimation with most datasets infeasible. One solution to this problem has been to employ a version of the previously mentioned theorem by Rosenbaum and Rubin (1983) that conditioning on the propensity score is equivalent to conditioning on the covariates directly. Matching is then conducted on the basis of propensity scores. As noted previously, while this resolves the dimensionality of the immediate estimation problem, it does so by shifting this challenge to the estimation of the propensity score.

Our interest in matching is not as an alternative per se to experimental methods, or indeed structural ones. Instead we are interested in how the assumptions required for matching estimators to be unbiased compare to the assumptions required for (conditional) external validity to hold. The key assumption required for cross-sectional matching estimators is that the set of covariates satisfies the unconfoundedness assumption in (1.2). An additional assumption is required to ensure that there exist matches for all individuals in the population (or treatment population of the researcher is estimating the ATE), which corresponds to the assumption of overlapping support in (1.3). Comparing these assumptions to those required for conditional external validity (Hotz et al., 2005) - assumption 1.2.1 and 1.2.2 - indicates that the requirements are identical, with the dummy for treatment receipt/population replaced by a dummy for presence in the experimental or policy population. Absent any other considerations, it would seem that if we

---

34 Some authors in the broader causal inference literature - Spirtes, Glymour, and Scheines (1993) and Pearl (2009) - have developed algorithmic methods for identification of causal relationships and may disagree with this claim. The likely success of these methods remains contested, however, and detailed consideration of them would take us beyond the focus of the present review.

35 This appears to be one reason why many matching studies prefer to estimate the effect of treatment on the treated, which produces an asymmetry in the conditions that must be satisfied; most notably, the key concern becomes finding matches for individuals in the 'treated' population, preferably from a 'large reservoir of controls' - see Imbens (2004: 14).
are to believe in atheoretic external validity we should also be willing to believe in the unbiasedness of non-experimental estimators of treatment effects. That basic idea has been recognised by a number of authors, such as Deaton (2008: 44) who notes the relationship between qualitative arguments for similarities across contexts used by advocates of experimental methods to claim some level of generalisability of their experimental results, with the logic of matching estimators for deriving causal effects from non-experimental data.

The preceding discussion suggests one important caveat to the above conclusion. In comparing the problems of matching and external validity it is useful to distinguish between two kinds of variables that are relevant for matching using non-experimental data: variables that might confound the estimated treatment effect, by being correlated with the causal variable and the outcome variable; and, variables that could be independent of the causal variable of interest, but interact with it and therefore mediate its effect on the outcome. Because matching does not require specification of functional form this distinction is not directly relevant for that theory - though one might expect that it should inform decisions about which variables to use or obtain data on - but it is relevant for external validity from an ideal experiment since that need only be concerned with interacting variables. Given this distinction one could argue that in scenarios where experimental assignment and compliance approximate the ideal, the set of variables required to satisfy unconfounded location is a subset of those required to satisfy unconfoundedness in non-experimental data. Another caveat is that the process by which individuals select, or are selected, into an experimental sample is likely to differ from the process whereby some come to receive a non-experimental intervention and others do not. Such differences, however, would require some level of theoretical modelling to distinguish.

1.3.4 Implications for replication and repetition

As we have seen, a popular position among proponents of randomised evaluations is that the problem of external validity is fundamentally empirical rather than conceptual: to assess if an effect holds across other populations or interventions that are somewhat different we must experimentally test that hypothesis. Duflo et al. (2006b: 71) suggest that “it is a combination of replications and theory that can help generalize the lessons from a particular program”. And (Angrist and Pischke, 2010: 23) state that: “a constructive response to the specificity of a given research design is to look for more evidence, so that a more general picture begins to emerge...The cumulative force of...studies has some claim to external validity”. The implication here is that to simply point out the limitations of experimental
results is ‘non-constructive’ and therefore ought to be disregarded. Even scholars such as Manski (2013a) appear to temper criticism in the face of this dictum. By contrast, Deaton (2010: 30) argues that “repeated successful replications of a [typical randomised evaluation experiment] is both unlikely and unlikely to be persuasive” and Rodrik (2008: 21) states that “Repitition would surely help. But it is not clear that it is a magic bullet.”

As we have already noted, the emphasis on replication emerges from Cook and Campbell’s (1979) suggestion of ‘sampling for heterogeneity’. Those authors advocate an identical position to modern experimentalists, arguing that: “in the last analysis, external validity...is a matter of replication [and]...a strong case can be made that external validity is enhanced more by many heterogeneous small experiments than by one or two large experiments” (Cook and Campbell, 1979: 80). What is striking about the analysis of Dufo et al. (2006b) and Angrist and Pischke (2010) is that the authors provide no systematic framework for determining whether evidence across contexts is ‘similar’ or ‘similar enough’, nor how we ought to cumulate knowledge over multiple experiments in different contexts. This is in marked contrast to the detailed and careful development of arguments illustrating why randomised variation suffices to identify causal effects within a given sample. Indeed, with both proponents and critics of randomised evaluations, little specific justification is given for claims regarding replication.

By contrast, the obstacles to external validity identified in our preceding analysis of functional form and interaction provide a clear indication of the challenges to using replication, as a form of ‘sampling for heterogeneity’, to resolve the extrapolation problem. To aid extrapolation replication should: take place in domains that differ according to the interacting variables, the values of these variables must be observed and, for the final policy prediction, the functional form of the relationship should be known or it ought to be possible to obtain non-parametric estimates. The puzzle, however, is that in the empirically simpler case where the functional form and relevant interacting factors are known ex ante then replication may not be necessary. As per Hotz et al.’s (2005) definition of conditional external validity in 1.5, we need only observe the relevant factors in the experimental and policy populations and reweight accordingly. The only role of replication, in that instance, would be to observe the value of the treatment effect across parts of the support of the vector of interacting variables that is in the

36As per Cook and Campbell’s (1979) sampling-based solutions to the external validity problem, an alternative would be to use replication as a way of obtaining a random sample from the population of interest. This is not, however, the standard justification for replication in the literature.
policy population, but not in previous experimental populations. This is a more subtle point than addressed in the literature and again says nothing about how researchers will come to know which factors mediate the causal effect and which do not. In the absence of knowing what causes heterogeneity one cannot deliberately sample for it.

The closest to an explicit method for using replication to aid prediction is discussed by Imbens (2010, 2013). The former advocates the use of repeated experiments to semi-parametrically estimate the functional relationship between a causal variable and the outcome of interest without estimating causal parameters. That, in tum, relies on the existence of ‘detailed information’ on the characteristics of the relevant populations. It should be clear that this is a direct extension of Hotz et al. (2005), with the exception of assuming that some parametric structure can be imposed on the relationship.\(^37\) The problems implicit in the latter approach therefore carry-over to the replication case. Most obviously, researchers must somehow know and be able to observe all relevant interacting factors in all populations. In addition it must be possible for practically feasible levels of replication to obtain information on the support (joint distribution) of all such interacting factors present in the target/policy population. This, unfortunately, somewhat undermines one of the primary motivations for emphasising randomised evaluations - discussed in section 1.1 - that researchers need not know the underlying model or observe other causal factors in order to identify a causal effect of interest. One may note that there exist no studies in the literature that can claim, or have claimed, to satisfy these requirements. Imbens (2013: 406) makes the more modest proposal of using the differences in average value of covariates to assess the possible difference in average treatment effects across two populations. This, too, relies on the assumption that the relevant variables are observable and says nothing about how to identify these.

1.4 Conclusions and implications for empirical work

Randomised trials have now been utilised in research areas as diverse as physics, biology, medicine, sociology, politics and economics, and as a consequence have become somewhat synonymous with scientific practice. Where they are able to satisfy, or closely approximate, the ideal experiment randomised evaluations allow researchers to estimate the causal effect of the intervention in the experimental population. It is important to recognise that the prospects for success with such\(^{37}\)Imbens (2010: 25) specifically refers to “fitting a flexible functional form” to the relevant conditional expectation.
methods is likely to vary by discipline. Specifically, the nature of problems in areas such as physics and, to a lesser extent, human biology are such that it is easier to control and manipulate factors than in economics, and the identified causal relationships are more likely to be stable over time and space. That may partly reflect stability in mechanisms, but also the stability of relevant interactive factors over contexts, something which is relatively implausible for many questions of interest in economics. For example, Ludwig et al. (2011: 33) cite the discovery that statins reduce the risk of heart disease, even though the process by which they do so is not yet understood, to justify the use of evidence from 'black box' evaluations to make policy decisions. Similarly, Angrist and Pischke (2010) "inconclusive or incomplete evidence on mechanisms does not void empirical evidence of predictive value. This point has long been understood in medicine, where clinical evidence of therapeutic effectiveness has for centuries run ahead of the theoretical understanding of disease". However, there are few - if any - economic processes that appear likely to possess the stability across contexts that basic human biology does and therefore such comparisons seem unlikely to be informative about external validity in economics.38

Our analysis of interaction, which builds upon the much-referenced but otherwise, in economics, largely neglected insights of Campbell and Stanley (1966) and Cook and Campbell (1979), examines a logically distinct problem: when causes interact with other factors, extrapolation to new contexts requires data on these factors in both contexts and, for most sample sizes, knowledge of the functional form of the underlying mechanism. In the absence of these, the researcher or policymaker relies implicitly or explicitly on the optimistic assumption that - if the expectation of the treatment effect is of interest - the means of any mediating factors are approximately the same across the experimental and policy populations. If that assumption is false then even where the average treatment effect of a given experimental evaluation is accurately estimated it will not generalise to other environments. In this regard, it is our view that the work of Hotz et al. (2005) in particular and, in the realm of instrumental variable estimation, Angrist and Fernández-Vál (2013) provide the first indications of what a systematic, formal approach to external validity might look like. In both cases variation of treatment effects across the distribution of covariates is fundamental. Therefore where there is full overlap in the supports of the relevant variables across the populations of interest and these are observed in the experiment, researchers can get some

38 This point is acknowledged by Imbens (2010). In philosophy the influential work of Nancy Cartwright (1979, 1989, 2007) has emphasised the importance of what she refers to as ‘stable capacities’ in order to predict the causal effects of interventions. And as Cartwright notes, differing opinions on the likely existence of similarly stable properties in domains of economic interest were one consideration in early debates on the merits of econometric analysis.
sense of external validity problems from an analysis of 'treatment heterogeneity' - which we have defined in the narrow sense to exclude issues of compliance that are nevertheless partly addressed in Angrist and Fernandez-Val (2013). Tests of heterogeneity, while briefly popular in the experimental evaluation literature, have typically been conducted ex post on data that happens to be available - with the concomitant risk of falsely significant results due to either multiple hypothesis testing or a failure to deal with dependence across variables. Tools for more systematic approaches have recently been proposed by Crump et al. (2008). Regardless, only a very small minority of contributions to the applied literature make any attempt to extend empirical analysis of treatment heterogeneity to forecasting/extrapolation of results in new contexts and there is currently no consensus on appropriate methods for doing so.

The above review is based on a deliberately simplified version of the extrapolation problem, assuming-away many real world obstacles to obtaining an 'ideal experiment'. This includes ignoring the consequences of individual optimising behaviour, which is the starting point for the entire structural literature. Even in that pared-down scenario we identified - in Table 1.2 - five major obstacles to obtaining external validity in practice. The absence, to date, of any search-based method for obtaining knowledge of the relevant interacting variables somewhat undermines the oft-stated rationale for experimental methods of obtaining meaningful causal effects without committing to implausible structural assumptions. Such knowledge, in turn, is required to gather the data necessary to conduct such analyses in practice. It is also possible that for some important variables - such as the history of institutions in different countries - there is no meaningful overlap in support, rendering extrapolation in this formal framework impossible. What is perhaps most striking is that the requirements for external validity to be achieved parallel those required to obtain identification ('internal validity') from non-experimental data. This, we suggest, confirms the view expressed by authors such as Manski (2013a,b) that the external validity question deserves at least as much attention as internal validity. Perhaps this problem can be solved, as suggested by Cook and Campbell (1979) and much more recently by Allcott and Mullainathan (2012), through constructing the experimental population via random sampling of the population of interest, much as the treatment populations are constructed by random assignment. Some studies, however, appear to aspire to much greater generalisability even without such representative sampling, which is problematic.

From the perspective of using econometric programme evaluations to inform policy making this raises two questions. First, what should the null hypothesis
of researchers be, that causal relationships are interactive or additively separable? As things stand the majority of contributions to the experimental programme evaluation literature that seek to make any claims of relevance beyond the experimental sample implicitly assume additive separability. Prudence suggests the opposite approach when informing policy: assuming interactive functional forms unless there is evidence to suggest otherwise. The second issue is how important such interaction effects are empirically. Where are interactive relationships important? And to what extent does unrecognised functional form and variation in the means of mediating variables across contexts affect external validity from a policymaker's perspective?

The next two chapters attempt to provide some direct evidence on these questions, using as a specific example studies of the effect of class size reductions on student test scores. The results provide some suggestive evidence against the implicit hypothesis of additive separability. Perhaps more importantly, the analysis illustrates the extent of the challenge in adequately addressing the likely dependence of causal effects on other factors and therefore their external validity, even in the absence of the many complications emphasised in the structural literature.
Class size and teacher quality: a case of implausible external validity?

The preceding chapter examined the implications of interactive functional forms for the extrapolation of treatment effects to new contexts. Whether and when interactions of this kind exist is a separate question on which there is currently little evidence, partly because of the emphasis on ex post analyses of heterogeneity. In the next two chapters I will make the case that interactions of this kind do plausibly exist, and are empirically salient, in the effect of class size on educational outcomes. The large literature on class size effects contains many high-quality randomised evaluations and has not typically considered the possibility of interaction, making it a particularly suitable example of the potential empirical importance of the issues raised in Chapter 1. Besides noting the neglect of the interaction problem, the analysis also illustrates the empirical challenges to addressing this satisfactorily.

Specifically, I examine the literature on experimental and quasi-experimental estimates of the effect of school class size on students’ test score outcomes. Besides the large number of high quality studies on this topic, it is also an intervention that has featured in discussions of external validity. Angrist and Pischke (2010), for instance, argue that there is some evidence to suggest a stable effect on test scores from a ten-student reduction in class size. Very few papers in the experimental literature postulate any specific mechanism by which class size has this causal effect or give any consideration to how class size would enter into a ‘production function’ of educational outcomes. I suggest that the effect of class size may partly, or even primarily, be due to its moderating effect on other variables at the class level - a proposal which appears to be original in this literature. The most obvious of the variables mediated by class size, which is also the subject of an entire sub-literature of its own, is teacher quality.

If the effect of class size depends on teacher quality this implies an interactive functional form for the production function, which in turn implies that simple ex-
ternal validity will fail where mean teacher quality in the population of interest differs from that in the experimental sample. This is true even if the experiment in question approximated the ideal of random assignment with full compliance. To our knowledge no experimental intervention has collected data on teacher quality as well as class size. Therefore data to directly adjudicate this question does not currently exist, suggesting that claims of generalisability may be premature if interaction between these variables is important. In a novel attempt to circumvent this problem, Chapter 2 proposes a way of constructing a value-added measure of teacher quality within treatment categories of a class size experiment if teachers and students have been randomly assigned to classes. This criterion is satisfied by the Tennessee Student/Teacher Achievement Ratio experiment, more commonly known as Project STAR, which has been used for a number of studies in the economics literature. Chapter 2 reviews the rapidly-growing literature on value-added quality measures and discusses how our proposed measure differs from the more typical approach. We then construct the teacher quality measure using the STAR data, demonstrate that some of the underlying assumptions of the procedure are satisfied and compare the resultant measure to alternative measures of teacher or class quality. The measure is subject to a number of caveats, which are noted and discussed.

Chapter 3 presents a detailed discussion of the literatures on educational production and class size, building on the simple representation of class size in the education production function that was used in Chapter 2 to explicate the construction of the teacher quality measure. The chapter also provides an overview of the STAR data. That data is then used to estimate various regressions of changes in standardised student test scores in, separately, reading and mathematics, on: class size, teacher quality and an interaction of these two variables, across Grades 1 to 3. The results are mixed but include some statistically and economically significant interaction effects. These appear to be broadly robust to different specifications, though with some caveats which we discuss at length. These findings give some preliminary support to the assessment of the programme evaluation literature provided in Chapter 1. This is true in two respects. First, the results show that a literature containing many high quality experimental or quasi-experimental studies that have been used to inform or influence policy, have neglected a key threat to external validity. Furthermore, it is not clear that measures exist which would allow meaningful comparison of teacher quality distributions across populations. Second, our analysis itself is subject to many caveats, thereby demonstrating that even when possible mediating relationships are recognised empirical analysis is extremely difficult, especially when conducted ex post. Our positive contribution is to suggest that class size and teacher quality interventions need not be thought
of as competing or mutually exclusive, but that the policy problem may instead be to find the optimal combination of these two factors.
Chapter 2

Constructing a teacher quality measure from cross-sectional, experimental data

Abstract

The literature on value-added teacher quality measures primarily uses longitudinal, non-experimental datasets and is therefore concerned with preventing bias from non-random matching of students and teachers. This chapter examines prospects for constructing such a measure using a single cohort of students from experimental data where teachers and students are randomly matched within schools. A novel approach is proposed and constructed using data from the Project STAR class size experiment conducted in Tennessee in the 1980s. Two alternative methods are implemented, along with a measure proposed by Chetty et al. (2011), and the results from the three rankings compared. In addition, the explanatory power of these different quality measures is compared and related to findings in the broader teacher quality literature. Our preferred measure has the advantage of excluding the effects of class size and obtains indirect support from subjective measures of quality in a sub-sample of the STAR teachers. It can therefore be used in the chapter 3, for estimating quality-size interactions.

Following from the demonstrated challenges of interactive relationships for external validity, the focus of the present chapter is on constructing a measure of teacher quality that can be used to examine the interaction between this variable and class size. As we discuss below, to date economists have rarely attempted to measure teacher quality directly, while at the same time observable teacher characteristics do not appear to have a substantial, or consistent, effect on student outcomes. The primary literature in economics of education on this subject concerns the construction of so-called 'value-added' teacher quality measures. These
are typically constructed using longitudinal, administrative datasets in which the same teacher can be observed with multiple cohorts of students over different time periods. The primary objective of such methods is to overcome biases caused by non-random matching of teachers and students, within and (depending on the intended purpose of the measure) across schools. Our interest is in examining the importance of teacher quality for class size effects, requiring both variables to be unconfounded by other factors. The present chapter provides a foundation for that analysis by proposing and implementing a novel measure of teacher quality using a single year of data on the performance of students under a particular teacher. This exploits random matching of students and teachers in some experimental evaluations, as opposed to other contributions which utilise multiple observations on teachers over time.

Whether unconfounded measures of teacher quality can be constructed using non-experimental data is a subject of active debate in the literature. There appears to be some consensus, however, that identifying the effect of class size requires experimental, or at least quasi-experimental, data. To circumvent the problem of needing unbiased measures of both variables we propose constructing a teacher quality measure by exploiting the random matching of students and teachers that takes place within, at least some, class size experiments. Such matching took place in the Tennessee Project STAR study, which is considered one of the highest quality experiments in the class size literature; hence we use that data to construct the proposed measure and, in the next chapter, utilise this to examine our primary question of interest regarding interaction between the quality of the classroom experience and size. The standard experimental scenario is that students and teachers are matched within schools, so that is the level at which subsequent analysis is conducted. So econometric analyses of class size effects in Project STAR control for school fixed effects, thereby using within-school variation to identify the treatment effect of interest. Other measures that have been constructed using similar data, such as Chetty et al.'s (2011) 'omnibus measure' of class quality - which we discuss further below - are not constructed to be independent of class size and therefore are inadequate for our purposes.

Instead we propose a different approach, the intuition for which may be aided by a numerical example. Consider some teacher, teacher A, in school S teaching Grade 1 who is randomly assigned to the 'small class' treatment with 15 students in a class. Teacher B, also in Grade 1 of school S, is randomly assigned to the 'regular class' treatment (effectively the control group) with a class of 25 students. All the students are also randomly assigned to these classes. Students write a standardised mathematics test at the end of Grade 1. For each student we calculate
the change in score from an equivalent mathematics test in Grade 0 and average these over the class. The same is done for all the classes in all other schools in the experiment. Our approach then ranks Teacher A’s class aggregate score change within all other teachers assigned to small classes. Teacher A ranks 35th, i.e. has the 35th-highest aggregate score change, out of 100 teachers of small classes. Conducting a similar process, Teacher B ranks 60th out of 100 teachers assigned to regular size classes. Our assertion is that this shows Teacher A to be of relatively higher quality than Teacher B, at least as judged by effect on student scores. The difference in rank provides a quantitative measure of that difference, which is independent of the effect of class size. Notice that because A and B are in the same school their students’ scores will be affected by the same school-level factors, while random assignment of students to their classes from the same pool of students should ensure approximately equal student ability.

As with the value-added literature we use student test scores, specifically single-year changes in test scores from assessments carried out at the end of each year. Averaging these score changes over students within a class for a particular grade, one can construct a ranking of teachers across schools, but within class size assignment, that is therefore independent of class size. The ranking is of course not independent of other determinants of student outcomes that vary across schools. Our key insight is that random assignment of teachers across treatment categories leads - in the limit - to distributions of standardised average score changes that are the same across these categories. By standardising class-level scores within each category one can therefore compare teacher quality across treatment assignment categories but within schools. In other words, for the purposes of within-school analysis the quality measure is unconfounded by other factors and is independent of class size, precisely what is needed for our subsequent analysis of interaction effects. One caveat is that this measure may incorporate the effect of other factors, besides teacher quality, that contribute to class quality. For the purposes of estimating interaction effects this is not problematic since our thesis is that class size interacts with class quality, of which we simply expect teacher quality to be the most important component. This issue could be of concern if the measure were to be used for incentive or reward purposes, which we do not advocate, but even then only if such factors varied across classes within schools.

The remainder of the present chapter provides technical and empirical substance to this approach. Section 2.1 briefly reviews the literature on value-added quality measures and explains how our work differs from the typical contribution on this topic. Section 2.2 outlines the main existing models of educational production in the literature. Section 2.3 makes explicit the model typically as-
sumed in the empirical class size literature, representing class size as separate from other classroom characteristics within a structure in which classroom effects are also separated from school-level factors. Utilising this model we then demonstrate, analytically, how a kind of value-added teacher quality measure can be constructed from data in which there is random matching of teachers and students within schools. The use of this method to construct such a measure using the STAR data is the subject of section 2.4. Besides examination of the resultant output, we conduct various robustness checks along with tests of some of the analytical assumptions. The chapter concludes with a comparison of the explanatory power of the different quality measures for student achievement, both contemporaneously and for future time periods.

2.1 The literature on valued-added teacher quality measures

The main concern of the economics of education literature is determining the extent to which different factors contribute to student achievement. This can be represented formally (Bowles (1970), Hanushek (1979)) as an educational production function for student outcomes, though in practice the majority of empirical studies do not explicitly link estimation strategies to assumptions on the production function (Todd and Wolpin (2003)); the next chapter discusses such issues in more detail. Within this broader interest one can distinguish between factors that operate at three levels: the student, the classroom and the school. The present chapter concerns the effect of teachers on achievement, a classroom-level relationship. Other examples of factors operating at this level are class size and peer effects.

The problems with measuring teacher quality, sometimes referred to more purposefully as ‘measuring teacher effectiveness’, are well-known in the economics of education literature. The basic challenge has been to find objective measures or characteristics of teachers that have significant explanatory power when it comes to student outcomes. However, as is noted in many studies and surveys, little robust association has been found between teacher characteristics captured in surveys - such as teacher age, gender, race, experience and tertiary education - and student outcomes such as test scores. This has also been the case with the STAR data from the very first analyses by Word, Johnston, Bain, Fulton, Zaharias, Achilles, Lintz, Folger, and Breda (1990), with the exception that Krueger (1999) found small experience effects - also found by Chetty et al. (2011) (and seemingly larger in magnitude) for outcomes later in life.
An alternative to using descriptive characteristics is to use information obtained from observations of teachers in the actual process of teaching. So-called ‘subjective assessments’ of this kind are a staple of academic work on education in other disciplines, where it is not uncommon to construct measures of teacher ability based on classroom observations. Furthermore, classroom observations are a key component of some countries’ formal teacher assessment systems - see for instance the discussion in Rosenthal (2004) on the UK’s Office for Standards in Education (OFSTED) inspections. Yet, reflecting the general historical suspicion of measures based explicitly on individuals’ judgements - in this case of teaching ability, style or success - direct subjective measures of teacher quality are rarely used in the economics literature.1 Recently, preliminary research by Goldhaber and Anthony (2007) and Rockoff and Speroni (2010, 2011) has provided encouraging evidence of the accuracy of subjective measures, but for the moment these studies remain the exception rather than the norm in the extant literature. In our discussion in section 2.4.4 we note some evidence of this kind that is available from STAR and which seems to have been omitted from other studies.

Instead of subjective measures, different methods have been developed to use student outcomes as an indirect measure of teacher quality. These ‘value-added’ measures (VAMs) vary according to the nature of the available data and the associated solutions provided to the identification problem. The surveys by Hanushek and Rivkin (2012) and Hanushek and Rivkin (2006) provide a detailed overview of the literature, from which we select a few recent, notable works. Rockoff (2004) utilises a New Jersey panel dataset with multiple observations on both students and teachers to estimate the variation in teacher quality by looking at teacher fixed effects. Rivkin, Hanushek, and Kain (2005) also use a longitudinal dataset, from Texas, to examine the impact of teacher fixed effects relative to other factors such as class size and observable teacher characteristics. However, since students cannot be matched to teachers, the authors instead focus on variation in aggregated outcomes at grade level, using across-cohort, within-school variation in outcomes along with teacher turnover - assumed to be exogenous - to identify the parameters of interest. Hanushek and Rivkin (2010) give an overview of these and other results in the literature on the ‘effect’ of a standard deviation in teacher quality on student outcomes. By contrast, Rothstein’s (2010) analysis is a thorough examination and critique of the value-added approach. Two factors of concern are: how long teacher effects last; and, whether students are assigned to classes independent of past performance. Rothstein’s empirical contribution is to show that the exclusion restrictions required by various value-added measures in relation to

---

1See Manski (2004) for a critical assessment of the, analogous, attitude in economics to elicitation of subjective beliefs or probabilities.
these two limitations are not supported in the observational dataset he uses from North Carolina. Specifically, sorting takes place based on students' lagged scores. The thrust of Rothstein's conclusions is, in turn, disputed by Chetty, Friedman, and Rockoff (2011) who find similar sorting based on scores but show that this does not appear to correspond to sorting on variables - such as parental household income - that are typically unobserved in most educational datasets.

Such considerations are potentially important for our purposes since it is desirable that the teacher quality measure we use to estimate interactions be unconfounded by factors that could lead to spurious results - either in terms of the statistical significance of interaction effects or their magnitude. Our innovation is to utilise the random assignment of students and teachers that sometimes takes place in randomized programme evaluations to construct such a measure. While there is an extensive literature - going back at least to Hanushek (1971) - on using observational data to estimate the contribution of teachers to variance in student achievement, few contributions to the VAM literature have utilised data from randomised experiments, instead relying either on extensive background data (on students and teachers) or strong identifying assumptions.

The work by Rivkin et al. (2005) is a sophisticated recent representative of the traditional approach to ascertaining the extent to which teachers contribute to the variation in student scores and their method for attempting to identify 'teacher effects' has also been used by Chetty et al. (2011). The key differences in our approach from that one are two-fold: First, our interest is in constructing a measure of quality that can be used directly in regressions - a somewhat different concern to a decomposition of variance; second, our focus is on data based on random assignment of teachers and students within schools whereas the literature on variance decomposition has typically used observational data and Rivkin et al. (2005) use what is at best quasi-experimental data. As the authors note, "the central estimation problem results from the processes that match students with teachers, and schools" (Rivkin et al., 2005: 424). Consequently, in the absence of matched teacher-student data, the authors require plausibly exogenous variation in teacher quality at the grade level and utilise variation in teacher turnover. Two obvious concerns arise in relation to this approach. First, it requires an assumption that variation in teacher turnover is not associated with other factors affecting grade-level outcomes. Because the focus is on within-school, rather than across-school, variation this assumption is perhaps plausible. However, the second problem is that the estimated variation cannot be separated from any effects on outcomes specifically related to a teacher entering a new school. For instance, if entering teachers are less effective as they adapt to the new institutional environment then
the estimated variance in latent quality - and hence magnitude of the 'teacher effect' - may be exaggerated. It is well-known that the measured value-added of teachers is lower in the first few years of their career - see the discussion by Staiger and Rockoff (2010) - but the effect of entering a new school appears to be unexplored in the literature.

Nye, Konstantopoulos, and Hedges (2004) appear to have been the first to exploit the opportunity presented by data from a randomised trial to resolve some of the limitations faced by the traditional variance decomposition literature. They used the randomisation process in Project STAR to examine teacher effects of this kind, thereby addressing our second insight above. However, as with the rest of the variance decomposition literature, their focus is on comparison of aggregate outcomes across classes of the same size within the same school. Rather than the regression-based methods favoured in the applied econometrics literature, these authors utilise hierarchical linear models - more common in the education literature to which they contribute - to construct estimates of the variance in teacher effects but the emphasis of the analysis is the same. Very recently Nye et al.'s (2004) insights have been taken-up in the economics literature by Chetty et al. (2011) who use an ANOVA analysis to estimate the effects of classroom quality on test scores and later adult earnings.

In contrast to our interest, however, neither group of authors gives any substantive consideration to the possibility or importance of interacting the treatment (class type) with the classroom effect or the specific implications of this for their empirical methods. Nye et al. (2004) briefly attempt, as a robustness check, an analysis of the link between teacher effects and class size by repeating their estimation within a sample of only regular-sized classes and reported that since the results are fairly similar the issue may not be important. Chetty et al. (2011) repeat that method and in addition attempt to control for the relationship between these variables in regressions in which they control for class size, but as we discuss in the next chapter these approaches are insufficiently thorough. At the very least they fail to make explicit the assumptions required for their analyses and the conditions under which these may fail. This is also true of Konstantopoulos and Sun (2011); those authors set-out with the same basic interest as ours - namely to investigate whether 'teacher effectiveness' and class size interact - but do not engage with the relevant economics literature on value-added measures, nor do they make explicit their assumptions regarding the true functional form.

To summarise, VAMs occupy an important place in the literature for three reasons. First, one would intuitively expect that student outcomes are significantly
affected, at the margin, by their teacher. Related to this, resource allocation to education in all educational systems to date has been primarily for personnel, of which the greatest component is teacher salaries. Finally, few studies have found a robust association between descriptive teacher characteristics such as age, qualifications, gender, experience and the like, and student outcomes. This latter issue has led to an emphasis on defining teacher quality by student outcomes. That in turn has not been without controversy, most particularly when coupled with proposals that such measures should be incorporated into policy mechanisms dealing with the employment of, or incentives for, teachers. Besides the possibility that such an approach may reorient education toward the tests used to construct VAMs, there is also the concern that VAMs may be biased by factors not specific to the teacher (Rothstein, 2010). For the current thesis it suffices to note that our quality measure is not intended to be used for incentive or reward systems.

As with Nye et al. (2004) and Chetty et al. (2011) our approach departs from the traditional teacher value-added literature by using data from a randomised experiment, thereby addressing selection problems in allocation within schools through the randomisation of students and teachers to classooms within schools. Such randomisation does not account for selection of students and teachers across schools but one can address such selection by controlling for school fixed effects. However, our approach differs from Nye et al. (2004) and Chetty et al. (2011) in constructing a measure of class quality that we argue can be used to rank teachers across schools for the purpose of within-school analyses, rather than looking to decompose variance in outcomes into a 'teacher effect'. In chapter 3 this enables us to go beyond the existing class size literature and estimate interaction effects between class size and teacher/class quality. Our prior is that teacher quality is likely the most important component of the effect, and consequently - following Rothstein (2010) and Chetty et al. (2011) - we use the terms interchangeably. As we will see, while there is no way of testing this prior with the data available, isolating the components of the interaction is not necessary for the present analysis.
2.2 Models of educational production

To consider how we might use educational outcomes to measure the quality or importance of teachers it is valuable to first outline a model of the factors that contribute to these outcomes. Such models are referred to in the literature as *education production functions* - Bowles (1970) and Hanushek (1971, 1979) are three important early efforts at specifying such models. Below we outline the standard approach and briefly mention some issues identified by Todd and Wolpin (2003) and Rothstein (2010).

The standard approach begins with an equation like (2.1) linking sets of factors to students’ educational achievement.

\[
\text{Achievement} = F(\text{Indiv}, \text{Hhd}, \text{Teacher}, \text{School}, \text{Community}) + \text{error} \tag{2.1}
\]

For almost all empirical work it is assumed, often implicitly, that this takes an additively separable form. Equation (2.2) provides such a specification, where the achievement \( A \) of student \( i \) in class \( j \) in grade \( g \) and school \( k \) is a function of an individual’s intrinsic, or independent, ability \( \alpha_{0i} \), household characteristics \( H_{ijk} \), classroom factors such as teacher quality \( q_{ij} \), classroom resources \( R_{gj} \) and average peer ability \( \bar{a}_{0ijg} \), along with school-level factors \( G_{gk} \) and random shocks \( \epsilon_{igjk} \). The theoretical literature on educational production functions tends not to represent class size explicitly, which we will do here. By contrast, the empirical literature, in specification of regression functions, assumes that class size \( C_{gj} \) enters independently of other classroom factors and the prevailing hypothesis is that \( \delta < 0 \).

\[
A_{igjk} = \alpha_{0i} + \alpha_1 H_{igjk} + \beta f(q_{ij}, R_{gj}, \bar{a}_{0ijg}) + \delta C_{gj} + \epsilon_{igjk} \tag{2.2}
\]

Note that we define the class size variable for child \( i \) to exclude \( i \) so it can be equal to zero. Under this formulation, an one-student increase in class size leads to a uniform change (expected to be a decrease) in achievement, represented by \( \delta \), independent of other variables.

In the theoretical literature the most comprehensive parametric forms of \( F(\cdot) \) take into account the effect of past inputs as well as current ones, and do so in a
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2The same observation is made by Hanushek and Rivkin (2012: 134).
manner that allows for some decay in these effects over time. Taking that approach and assuming additive separability of the relevant components one could write the following more detailed expression:

\[
A_{ijk} = \alpha_{0i} + \alpha_1 \sum_{h=1}^{g} \phi^{(g-h)} H_{ih} + \sum_{h=1}^{g} \lambda^{(g-h)} \left[ \beta f(q_{hj}, R_{hj}, \alpha_{0hj}) + \delta C_{hj} \right] \\
+ \alpha_2 \sum_{h=1}^{g} \phi^{(g-h)} G_{hk} + \sum_{h=1}^{g} \epsilon_{ihek}
\]  

(2.3)

In this representation \(\sigma, \lambda\), and \(\phi\) are the relevant decay factors where for simplicity we assume the same decay rate for all class-level factors. The preceding expression in (2.2) is equivalent to (2.3) with decay parameters equal to zero.

It is useful to note that this more complicated specification is potentially relevant to two different components of our analysis. First, in relation to the concern of the present chapter, the relevance of historical factors can confound attempts at creating teacher value-added measures. This point, which we discuss further below, is explored by Rothstein (2010). The second reason why (2.3) is important is that it can be used to illustrate the combinations of data and restrictive assumptions that are required to justify popular regression specifications in the education literature utilising observational data. That has some relevance for the regression analyses in chapter 3.

This second issue is the focus of Todd and Wolpin’s (2003) analysis on the relationship between data availability, estimation strategies and assumptions regarding the effects of past inputs. The identification assumptions needed become increasingly strong with data limitations such as only a single-period of observation and missing information on some inputs, but even estimation strategies that attempt to account for such problems turn-out to rely heavily on additional assumptions regarding the way in which past inputs affect current-period achievement. For example, utilising first-differences in achievement has been one popular strategy for dealing with missing information on some inputs but this requires specific assumptions about the properties of (2.3). This can be seen in equations (2.4) and (2.5) from the way in which assuming no decay (\(\phi = \lambda = \sigma = 1\)), along with

3Or in their own words: "the problem of how to specify and estimate a production function for cognitive achievements in a way that is consistent with theoretical notions that child development is a cumulative process depending on the history of inputs applied by families and schools as well as on children’s inherited endowments" (Todd and Wolpin, 2003: F5).
fixed household and school-level factors, allows for a more simple representation in first differences.\textsuperscript{4}

\[
\begin{align*}
\Delta A_{igjk} &= \Delta \alpha_{0ig} + \alpha_1 \left( \sum_{h=1}^{g} \sigma^{(g-h)} H_{ih} - \sum_{h=1}^{g-1} \sigma^{(g-h)} H_{ih} \right) \\
&+ \left( \sum_{h=1}^{g} \lambda^{(g-h)} \beta f(q_{hj}, R_{hj}, \bar{e}_{hj}) - \sum_{h=1}^{g-1} \lambda^{(g-h)} \beta f(q_{hj}, R_{hj}, \bar{e}_{hj}) \right) \\
&+ \delta \left( \sum_{h=1}^{g} \lambda^{(g-h)} C_{hj} - \sum_{h=1}^{g-1} \lambda^{(g-h)} C_{hj} \right) + \alpha_2 \left( \sum_{h=1}^{g} \phi^{(g-h)} G_{hk} - \sum_{h=1}^{g-1} \phi^{(g-h)} G_{hk} \right) \\
&+ \left( \sum_{h=1}^{g} \epsilon_{hj} - \sum_{h=1}^{g-1} \epsilon_{hj} \right) \text{(2.4)}
\end{align*}
\]

Under the assumption of no decay, the above expression simplifies to:

\[
\begin{align*}
\Delta A_{igjk} &= \Delta \alpha_{0ig} + \alpha_1 H_{ig} + \beta f(q_{ig}, R_{ig}, \bar{e}_{0ig}) + \delta C_{ig} + \alpha_2 G_{ig} + \epsilon_{igj} \text{(2.5)}
\end{align*}
\]

In other words, under the cumulative model in (2.3) changes in scores across years produce an expression similar to (2.2). So for the derivations of a teacher/class quality variable that follow we can, under either model, begin with an equation representing the underlying equation that has a right-hand side that is as in (2.2) and (2.5). Whether the left-hand side variable is achievement scores in levels ($A_{igjk}$) or changes ($\Delta A_{igjk}$) depends in essence on what we are willing to assume about the effect of historical inputs on contemporaneous outcomes. The one additional point to note is that if (2.2) is correct then there is the added advantage that, as shown in (2.6), first-differencing removes household and school effects (if we are prepared to assume these are constant across the two years in question):

\[
\begin{align*}
\Delta A_{igjk} &= \Delta \alpha_{0ig} + \beta \Delta f(q_{ig}, R_{ig}, \bar{e}_{0ig}) + \delta \Delta C_{ig} + \Delta \epsilon_{igj} \text{(2.6)}
\end{align*}
\]

The disadvantage is evidently that this gives us information on the effect of changes in class size or classroom quality, which is not quite our main object of interest.

\textsuperscript{4}Equation (2.5) corresponds conceptually to equation (7) in Todd and Wolpin (2003).
Rothstein (2010) has developed this insight from Todd and Wolpin (2003) in a different direction, considering what such specifications might imply for teacher value-added measures based on observational data. Specifically, if such measures are to be used as personnel management tools then - as in the variance decomposition literature - we need to be concerned about sorting of students across classrooms. However, the issue in this case cannot be resolved by the quasi-experimental approach of Hanushek and Rivkin (2010) because, even if we are willing to accept the underlying assumptions, the method only identifies the variance contribution of teachers, not the value added by individual teachers. Rothstein exploits the fact that a genuine measure of teacher value-added should not be a statistically significant predictor of student scores in periods prior to the student being in the relevant teacher’s class. Using this basic insight he constructs various falsification tests for common (‘simple’) value-added measures and shows that these are indeed violated empirically in his North Carolina sample, thereby calling into question the use of such measures for personnel and indeed other purposes. While a cumulative model is not necessary for this kind of outcome - serial correlation in a student’s intrinsic ability would suffice - if it does characterise the true relationship then such problems are likely to be more serious. Furthermore, a cumulative model implies that in terms of social return the concept of ‘teacher value added’ should not be confined to a single year. Rothstein shows that using a richer set of observed controls than in simple VAMs mitigates, but does not remove, the problem.

While some authors have recently questioned whether those findings are in fact as problematic for the use of VAMs as Rothstein suggests, there is no consensus as yet on these issues. Chetty et al. (2011) have argued that while they can reproduce similar results to Rothstein in a different American dataset, controlling for a full set of observables reduces the problem to a degree where it is materially irrelevant. Furthermore, by matching their educational data to tax records they are able to check whether there is student sorting on some factors that are unobservable in education datasets; they find that this does not appear to be the case. Either way, for our purposes the key point is that Rothstein’s concerns relate primarily to the process of teacher-student matching and this is not a concern in an experiment where students and teachers were randomly matched, as was the case in Project STAR.

For the work that follows here both the above considerations are important: in order to construct a defensible measure of teacher quality we need to make assumptions about the underlying data generating process; and, to specify regression equations by which we can estimate meaningful interaction effects it is necessary
to consider the issues raised by Todd and Wolpin (2003). The next section details the rationale for our method of constructing a novel teacher quality variable and we consider the implications of cumulative and non-cumulative models for our approach.

2.3 Quality measure construction

The starting point for our approach is an acceptance of the basic claim - implicit in (2.1)-(2.5) - that, holding other factors constant, changes in student scores may give some indication of teacher quality. We will not, however, commit ourselves to stronger claims regarding the use of score-based quality measures for incentive systems or other similar policy interventions. For instance, one may be concerned that the use of a value-added teacher quality of this sort to reward teachers may lead to distortions such as 'teaching to the test'. Glewwe, Ilias, and Kremer (2010) find that this appears to be the case with an experiment conducted in Kenya in which teachers were offered financial rewards based on student exam scores, whereas Staiger and Rockoff (2010) have argued that such value-added measures should be used in teacher 'tenure' decisions. Given that there is no agreement on the use of contemporaneous versus value-added measures, and for the reasons discussed in the preceding section, we construct quality measures based on both class-averaged end-of-year scores and score changes. Chetty et al. (2011) implicitly assume an underlying equation with decay parameters equal to zero - i.e. a non-cumulative model - and consequently their measure is constructed using score levels. Section 2.4 compares the rankings from these three measures.

The derivations below are based on (2.2) and (2.5). If the decay parameters are not equal to one, randomisation should nevertheless ensure that differences in history due to factors other than class size should be the same on average.

2.3.1 Score changes or score levels

We begin with arguably the most popular and intuitive form of value-added measure using the average of year-on-year score changes for all children in a given teacher's class:

$$q'_{gjk} = \frac{1}{n_{gjk}} \sum_{i=1}^{n_{gjk}} \Delta A_{ijk}$$
If we assume that the underlying relationship is as simple as in (2.2) then differencing removes constant factors as shown in (2.6). By contrast, we know that if historical inputs matter - as in (2.3) - with no decay then differencing gives us (2.5). If we utilise the latter result (from (2.5)) then:

\[ q^d_{gjk} = \sum_{i=1}^{n_{gjk}} \Delta A_{igjk} \]
\[ = \Delta g_{jk} \alpha_{0g} + \alpha_1 H_{g} + \beta f_{gjk}(q^*_{gjk}, R_{gjk}, \alpha_{0g}) + \delta C_{gjk} \]
\[ + \alpha_2 G_{gk} + \delta g_{jk} \epsilon_{igjk} \]  
(2.7)

Note that the omitted subscript denotes the mean of variables across the relevant subpopulation (in this case, students within each class).  

In words, then, equation (2.7) states that the teacher value-added measure for the teacher of classroom \( j \) in grade \( g \) and school \( k \) is equal to the average of score differences for all \( n_j \) children in the teacher’s class between grades \( g \) and \( g-1 \), which is a function of class-level means of: changes in the factors outlined in Section 2.2 that vary across students; and, the levels of factors that are constant over students such as class-level and school effects. (Note that \( n_{gj} = \bar{C}_{gj} \) but we use \( n \) for the sake of convention).

An alternative is to use aggregate year-end scores. If we are prepared to assume a non-cumulative production function as in (2.2) then we can obtain an analogous expression to the above:

\[ q^n_{gjk} = \sum_{i=1}^{n_{gjk}} A_{igjk} \]
\[ = \alpha_3 g_{jg} + \alpha_1 H_{gj} + \beta f_{gjk}(q^*_{gjk}, R_{gjk}, \alpha_{0g}) + \delta C_{gjk} + \alpha_2 G_{gk} + \epsilon_{gjk} \]  
(2.8)

There are possible limitations to using such measures of teacher value-added with observational data, even given the convenient simplifying assumptions behind (2.2). For example, there is the possibility that the formation of classes takes

\[^{5}\text{To keep subsequent notation legible, we express means as follows:} \]
\[ E[x_{ijk}] = x_{jk} \]
\[ E[f(x_{ijk})] = f_{jk}(x_{ijk}) \]
\[ E[\Delta f(x_{ijk})] = \Delta_{jk} f(x_{jk}) \]
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into account student and teacher ability, leading to \( \operatorname{cov}(q^*_{ijk}, \alpha_{ijk}) \neq 0 \). If, for instance, weaker students - with below-average \( \alpha_{ijk} \) and \( \Delta \alpha_{ijk} \) - are assigned to stronger teachers then: \( \operatorname{cov}(q^*_{ijk}, \Delta \alpha_{ijk}) < 0 \). In this case, \( q^*_{ijk} \) and \( q^*_{ijk} \) would understate the value of better teachers and overstate the value of worse ones. That would also lead to an underestimate of the variation in student outcomes that is due to teachers. Hence the concern with student-teacher matching in the burgeoning literature on value-added measures, discussed in the preceding section.

This problem can be tackled in one of two ways. First, one could utilise longitudinal data to control for observed teacher and student characteristics in previous years. If these factors are the ones used in the actual assignment process then utilising them as conditioning variables may be enough to avoid bias. Two examples of this approach are Rockoff (2004) and Chetty et al. (2011). A second approach is to use experimental data in which students and teachers are randomly matched. The ideal situation would be one in which this random matching takes place across the whole sample, that is: every student-teacher pairing is equally probable. To our knowledge no such data exists, primarily because the random allocation of children to schools is difficult and very likely undesirable. However, some studies - such as Project STAR - have randomly matched teachers and students within schools and it is this characteristic that we exploit in the derivations that follow. Successful randomisation of this form implies that, within a given school, student achievement in grade \( g - 1 \) is independent of the quality of the assigned teacher in grade \( g \).

The representations in (2.5) and (2.6) also imply the existence of another potentially confounding factor, namely class size - or, in the latter case, the change in class size. Therefore even where teacher assignment to classes is independent of their characteristics, a class size effect could be misleadingly represented in the quality measure if we simply take the first difference from observational data.

There are a few characteristics of the Project STAR design that in principle make this insight particularly relevant for that data. There were three different possible assignments in STAR for a given year: small class (13 - 17 students); regular class (22 - 25 students); and, a regular class with teaching aide. Children

---

*In addition to the previous references Rockoff (2004) and Hanushek and Rivkin (2006) also provide useful discussions of this issue.

Even in studies that involve random allocation of an additional teacher as the treatment - in Duflo, Dupas, and Kremer (2011) to reduce class size - there is no indication that the actual matching of teachers and schools is itself random. In charter school experiments students’ success in applying to a specific school or schools may be randomised but does not lead to random assignment across schools in general since the applicant pool is self-selected.

---
enter the Project in various grades, from kindergarten to Grade 3, and once entered the intention is that they are retained in the same class size assignment. (In practice, as we discuss later, matters were somewhat more complicated). Thus $\Delta C_{gjk}$ may vary within classes and across years. For example, a student entering the Project in Grade 1 from a ‘regular’ size class in another school and randomly assigned to a small class will experience a decrease in class size ($\Delta C_{gjk} < 0$) for Grade 1, whereas a student who entered STAR in kindergarten and stayed in the same size class will have $\Delta C_{gjk} = 0$. This issue is therefore somewhat related to our preceding discussion regarding the assumption that household, school and community effects are constant. In the case of class size, the fact that there are no baseline scores means that in practical terms $\Delta C_{gjk}$ is not observable for new entrants, which removes the problem although admittedly only by obliging us to omit those students from the class aggregate changes. In 2.4 we discuss the extent to which this affects the proportion of children whose scores are included in the class average.

If we were concerned about having to omit such students we might want to instead use a quality measure based on an end-of-year average - as shown in (2.8) - rather than score changes. Here we instead consider such a measure as a robustness check of sorts on our preferred measure, which uses aggregate score changes. The details are provided in the empirical work of the next section.

2.3.2 Isolating teacher quality

Our aim is to construct variable that gives a meaningful ranking of teachers (classrooms). Adopting similar logic to the above, Nye et al. (2004) analyse variation in value-added teacher quality in the STAR data by focusing on a sub-sample of schools containing at least two classes of the same type; the authors use differences between these classes to estimate the variance in teacher quality, pooling the within-school results across schools to give a final estimate based on a large enough sample. In a similar analysis, Chetty et al. (2011) exploit random matching to identify the effect of class assignment on future earnings. Unlike these contributions, however, our interest is in construction of an actual quality measure that ideally has values for all teachers in the sample and so a different approach is required.

The key insight of our approach is that we will construct this ranking within class type but across schools. In addition to the preceding assumptions that inform our preferred specification in (2.5), we state five further assumptions that enable us to obtain direct information on true teacher quality.
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The first two assumptions are premised on the success of the experimental design described above. First, that class size is independent of teacher quality.

**Assumption 2.3.1. Random assignment**

\[ C_{jk} \perp q_{jk} \]

The second assumption is that by virtue of random assignment within schools, one obtains identical teacher quality distributions (\( \varphi(q') \)) within each treatment category and across schools.

**Assumption 2.3.2. Equal quality distributions**

\[ \varphi(q_{jk}^* | C_{jk} = C^0) \equiv \varphi(q_{jk}^* | C_{jk} = C^1) \]

The next set of assumptions concern the term \( f(q_{jk}^*, R_{jk}, a_{0jk}) \), which represents the 'classroom effect' of class \( j \) in school \( k \). Given random assignment it seems plausible to assume that classroom resources are the same within schools, even where class size is different. Let \( j_0 \) and \( j_1 \) represent two teachers from the set of teachers \( J_k \) in school \( k \).

**Assumption 2.3.3. Equal classroom resources**

\[ R_{jk}(C = C^0) = R_{jk}(C = C^1) \]
\[ R_{jk}(j_0) = R_{jk}(j_1), \quad \forall j_0, j_1 \in J_k \]

Randomisation of students across classes (including class types) within schools also means we can plausibly assume that within a given school, \( k \), average peer quality is approximately the same across classes of different sizes. Note, however, that this implicitly assumes-away Lazear (2001)'s emphasis on the fact that the probability of a disruptive peer increases with class size.

**Assumption 2.3.4. Equality of peer effects**

\[ E[a_{0jk} | j = j_0, k] = E[a_{0jk} | j = j_1, k], \quad \forall j_0, j_1 \in J_k \]

Finally, we assume that \( f(\cdot) \) is linear and additively separable so that we replace \( \beta f(q_{jk}^*, R_{jk}, a_{0jk}) \) with an expression that allows us to consider teacher quality separately from classroom resources and peer effects.

**Assumption 2.3.5. Additive separability of class-level variables**

\[ f(q_{jk}^*, R_{jk}, a_{0jk}) = \beta_1 q_{jk}^* + \beta_2 R_{jk} + \beta_3 a_{0jk} \]
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Under these assumptions and the additive models of class size in (2.2) and (2.3), one could construct a quality measure based on ranking teachers within class types using, respectively, either year-end score averages, or average score changes.

One advantage of rankings - as opposed to numerical scores - is that they allow comparison of the consequences of different quality measures, a fact we make use of in the next section. However, a ranking does discard valuable information, exaggerates differences between teachers with similar scores and may be inconvenient if the numbers of teachers in the class size categories differ. An alternative is to create a standardised numerical measure by standardising $q^o_{jyk}$ (given (2.2)) or $q^f_{jyk}$ (given (2.5)) within class types, which yields a quality measure that is independent of class size but informative within schools. Subject to the above assumptions being satisfied, one standard deviation in this quality measure can be given the same interpretation across class types.

For some class size or type $C_T$ and score-based quality measure $q^v$:

$$q^v_{jyk}(C_T) = (q^v_{jyk} - E[q^v_{jyk}|C_T = C_T]) / \sigma^v$$  \hspace{1cm} (2.9)

Demeaning $q^v$ within class type removes, under our functional form assumptions, the effect of class size. While the quality measure and ranking across schools is likely to be affected by community- and school-level factors, these will - again, under the above assumptions - affect teachers in the same school identically. Therefore their relative ranks within the treatment categories are informative about quality. Intuitively, if a teacher of a small class in school $k$ is at the 60th percentile for small classes, while a teacher of a regular class in the same school $(k)$ is at the 20th percentile of all regular classes, we would conclude that the small class teacher is of higher quality in terms of test score achievement.

2.3.3 Discussion

The above analysis effectively identifies two sets of assumptions that are required for our proposed method. The first set, discussed in section 2.2, concern the basic form of the education production function. Our preferred specification - a variant of (2.3) - assumes the production function is additively separable across sets of factors at the levels of the individual (including their household), school and classroom; contains cumulative effects; and, these effects do not decay. Of these, the assumption of cumulative effects is perhaps the most plausible. Whether these sets of factors are additively separable is unknown at present. In the spirit of chapter 1 we would not be comfortable making policy recommendations based on
models that assume-away interactions of that kind. Nevertheless, this assumption is commonly invoked in the literature - in analyses such as Chetty et al. (2011), discussed below - and in that sense, at least, is not controversial. The assumption that may be most problematic is that of no decay in the effects of variable values from preceding periods. This is the subject of current research and there is currently little direct evidence or consensus on the question. The final section of this chapter provides estimates of changes in the effect of a given year's quality over time. If the assumption is false then - as can be seen from (2.4) - the quality measure will in fact be a measure of the aggregate change in quality experienced by children in each class. In the presence of random assignment it is unlikely that this will bias the measure since \( q_{i(g-1)jk} \), but it will introduce some noise.

With the exception of the assumption of additive classroom effects (assumption 2.3.5), the second set of assumptions listed in the previous section rests on the success of experimental randomisation (assumption 2.3.1) and the asymptotic benefits of this. In small samples, equality of resources and, in particular, average peer effects may be violated. Appendix A provides some additional analysis of the latter issue, but note that provided random assignment holds, differences in peers will only add noise to a teacher quality measure and not compromise the alternative interpretation of the variable as a measure of class quality. Unequal classroom resources could also lead to noise in the quality measure, if random, or bias if for some reason resources and quality are correlated. We are unaware of any evidence in the literature, on STAR or otherwise, to suggest compensating behaviour of this kind. Finally, the equality of the quality distributions in the treatment categories - assumption 2.3.2 - is assured asymptotically by random assignment. However, in finite samples the strict equality will not hold and for empirical purposes the issue is how much noise is introduced into the relative locations of teachers from the same school within the different categories.

Assumption 2.3.5 assumes additive separability of class-level factors (teacher quality, resources and peer effects), extending the assumption introduced in 2.2 that class size can be separated from these factors. If random assignment holds and peer effects and resources are approximately the same across classes in the same school, then failure of assumption 2.3.5 will not affect the measure in a material way. If there are small-sample differences in these factors then interaction effects will further confound direct measurement of teacher quality. In that circumstance, the variable will still be a valid measure of class quality - something that is less problematic for the broader purpose of the thesis and analysis of chapter 3.
The key point is that the above analysis shows how a measure of teacher quality can be created that, within schools, is unconfounded by other factors and is independent of class size by construction. Our view is that in many empirical scenarios, provided random assignment holds, the most likely negative outcome due to the failure of the preceding assumptions is a noisy measure of class quality.

2.3.4 Quality a la Chetty et al. (2011)

In that regard, it is informative to contrast our proposed approach with Chetty et al.'s (2011) method of using "end-of-class peer test scores [as] an omnibus measure of class quality" (Chetty et al., 2011: 1596). It bears noting that in many respects the methods employed by these authors are similar to those utilised in Nye et al. (2004). By virtue of being framed in econometric terms, the Chetty et al. (2011) measure is more easily comparable to ours and hence we provide a brief discussion of their quality measure.

The first notable aspect of that approach is that the authors assume - as we do above - an additive role for class size. Second, the paper hinges on a measure of 'class quality' for each student \(i\) in class \(j\) and school \(k\), which is constructed by averaging the end-of-year scores for an individual's peers and subtracting from this the average scores for all peers in the same grade of that school. In a slight variation of our notation above, we represent the total number of classes in grade \(g\) of school \(k\) as \(J_{gk}\), so that \(j \in \{1, \ldots, J_{gk}\}\). Using this we can represent the Chetty et al. (2011) quality measure as:

\[
q_{gjk} = \frac{1}{(n_{gjk} - 1)} \sum_{i=1}^{(n_{gjk} - 1)} A_{igjk} - \frac{1}{\sum_{j} n_{gjk}} \sum_{j=1}^{J_{gk}} \sum_{i=1}^{(n_{gjk} - 1)} A_{igjk} \tag{2.10}
\]

Building on the preceding analysis of the assumptions required to justify our approach, it is interesting to consider what the different models of educational production in (2.1) and (2.3) imply for Chetty et al.'s (2011) approach to constructing the quality measure. It is fairly straightforward to show how that measure - denoted as above by \(q_{gjk}\) - is affected by the relevant specification of the education...
production function:

Assuming (2.2):

$$q^*_{ijk} = \beta_1 (q^*_{ijk} - \bar{q}^*_{jk}) + \delta(C_{ijk} - \bar{C}_{jk})$$

Assuming (2.3):

$$q^C_{ijk} = \beta_1 \left( \frac{1}{n_{gjk}} \sum_{i} \sum_{h=1}^{\vartheta} q^C_{ihj} - \sum_{j} \frac{1}{n_{gjk}} \sum_{i} \sum_{h=1}^{\vartheta} q^C_{ihj} \right)$$

$$+ \delta \left( \frac{1}{n_{gjk}} \sum_{i} \sum_{h=1}^{\vartheta} C_{ihj} - \sum_{j} \frac{1}{n_{gjk}} \sum_{i} \sum_{h=1}^{\vartheta} C_{ihj} \right)$$

(2.12)

The importance of such considerations is evident from the discussion by Todd and Wolpin (2003) but this work is not cited by Chetty et al. (2011). The results above show that the measure of 'class quality' used by Chetty et al. (2011) incorporates class size effects, which is unhelpful for our purposes.

Whether the difference between the above two 'outputs' of their proposed measure is problematic for Chetty et al.'s (2011) analysis is a moot point. Although those authors attempt to distinguish between class size and teacher quality, the core findings of the paper are premised on identification of the effect of total class-level variance in kindergarten on adult outcomes. Thus the authors use the terms 'class quality' and 'teacher quality' interchangeably. The existence of a cumulative production function, however, does - as shown in (2.12) - potentially mean that variance in their measure represents an entire history of differential experiences, not simply variance in class quality in a given year.

In addition, the authors do make some attempt to analyse the issues of size and quality separately, remedying any conflation of these factors in the construction of their quality measure through the estimation process. In particular, the authors adopt the same approach as Nye et al. (2004), which is to run a robustness check by limiting the estimation sample to large classes only; the rationale is that the identified variation cannot be confounded by size. In addition, some regression specifications include class size as an independent control variable. It is unclear, however, why the likely contribution of class size to class quality is not dealt with systematically.

---

9 Only subsequent work - Chetty et al. (2011), already cited above - by some of those authors notes the importance of Todd and Wolpin's (2003) analysis.
Having clarified this linkage between our proposed approach and one recent, high-profile alternative in the literature, the next section describes the construction of our proposed quality measure using the Project STAR data. Section 2.5 compares the explanatory power of the different measures.

### 2.4 Implementation with Project STAR data

In this section we use the Project STAR public use dataset ((Achilles, Bain, Belloitt, Boyd-Zaharias, Finn, Folger, Johnston, and Word, 2008)) to construct the three quality measures that have been discussed above: our preferred measure based on score changes ($q^D$), a 'naive' alternative based on levels ($q^A$) and the omnibus class quality measure used by Chetty et al. (2011) ($q^C$).

$$q^D_{gjk} = (q^D_{gjk} - E[q^D_{gjk}|C]) / \sqrt{\text{var}(q^D_{gjk}|C)}$$

$$q^A_{gjk} = (q^A_{gjk} - E[q^A_{gjk}|C]) / \sqrt{\text{var}(q^A_{gjk}|C)}$$

$$q^C_{gjk} = \frac{1}{n_{gjk}} \sum_{i=1}^{n_{gjk}} A_{gijk} - \frac{1}{j} \sum_{j=1}^{J} \frac{n_{gjk}}{n_{gjk}} \sum_{i=1}^{n_{gjk}} A_{gijk}$$

A key supporting assumption for our favoured approach is that randomised allocation of teachers to classes within schools means that the distribution of teacher quality across class types (sizes) in the STAR project should be approximately the same. In addition, net of the effect of class size the distribution of student score changes should also be approximately the same. In the Appendix we provide kernel densities of the demeaned change in average student scores per class (teacher) within each class type averaged across subjects. Although visually there are some small differences, all (nine) Kolmogorov-Smirnov tests (three for each year) conducted fail to reject the null hypothesis that the data are drawn from the same distribution. These results - for small, regular and regular with teaching aide,
class assignments - are shown in Table 2.1.

Table 2.1 – Kolmogorov-Smirnov test of equality of distributions

<table>
<thead>
<tr>
<th></th>
<th>MATHEMATICS</th>
<th>READING</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small v Reg</td>
<td>Small v Aide</td>
</tr>
<tr>
<td>Grade 1</td>
<td>0.91</td>
<td>0.53</td>
</tr>
<tr>
<td>Grade 2</td>
<td>0.61</td>
<td>0.13</td>
</tr>
<tr>
<td>Grade 3</td>
<td>0.63</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Numbers show the p-values for a two-way Kolmogorov-Smirnov test in which the null hypothesis is equality of distributions. The distributions are based on Stanford Achievement Test (SAT) score changes for students in the grade shown in the left-most column and treatment categories shown in the column headings. Scores are demeaned within treatment categories.

The use of demeaned scores is important. The hypothesis is not that the parameter values of the distributions are the same; specifically, if small classes have a positive effect on outcomes then we expect higher values for the mean of score changes in the distribution over the teachers in small classes. Presumably because of such differences, when using changes in raw scores the K-S null hypothesis is rejected for all three tests for the first year. However, our interest is in the shape of the distributions, not differences in their means, so applying K-S tests to the demeaned values appears appropriate.10

2.4.1 Correlations among quality measures

With this apparent support for our assumption, we can proceed to the construction of the quality variables. The procedure is as follows for the difference- and levels-based quality measures. We calculate either the average change in test scores for each classroom or the end-of-year average, for both Stanford Achievement Tests (SAT's) of interest (reading and mathematics). These scores are then standardised within class type (regular, regular-with-aide and small) for the two subjects.

10 When applied to standardised, as opposed to only demeaned, scores - results not shown - the p-values are even larger.
Table 2.2 and 2.3 show the correlation between our three different constructed quality measures, based on end-of-year achievement levels ($q^A$), differences ($q^D$), and the measure used by Chetty et al. (2011) ($q^C$), for each grade and subject. The correlations between measures are relatively high but they are far from perfectly correlated. It is particularly notable that the correlation between the difference measure and other measures falls after grade 1, dramatically in the case of reading scores, perhaps reflecting the fact that using levels or the Chetty et al. measure gives too much weight to past inputs in characterising quality or value-added. By contrast, the correlation between $q^A$ and $q^C$ is high and stable ($0.5 - 0.6$) across grades and subjects.

Table 2.2 – Correlations between quality measures: Mathematics

<table>
<thead>
<tr>
<th>Variables</th>
<th>Grade 1</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$q^A$</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q^D$</td>
<td>0.545</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>$q^C$</td>
<td>0.553</td>
<td>0.413</td>
<td>1.000</td>
</tr>
<tr>
<td>Obs. : 338</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>Grade 2</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$q^A$</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q^D$</td>
<td>0.505</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>$q^C$</td>
<td>0.598</td>
<td>0.494</td>
<td>1.000</td>
</tr>
<tr>
<td>Obs. : 331</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>Grade 3</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$q^A$</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q^D$</td>
<td>0.343</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>$q^C$</td>
<td>0.594</td>
<td>0.373</td>
<td>1.000</td>
</tr>
<tr>
<td>Obs. : 330</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

While many analyses of the STAR data simply combine students' mathematics and reading scores, these are quite distinct competencies – for students and for teachers. This is particularly important if we are interested in the effect of teacher quality on student outcomes. Table 2.4 shows the correlation between variables representing the same quality measure but constructed for mathematics and reading separately. Again, the correlations are high but far from perfect,
Table 2.3 – Correlations between quality measures: Reading

<table>
<thead>
<tr>
<th>Variables</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>qA</td>
<td>qD</td>
<td>qC</td>
</tr>
<tr>
<td>qA</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qD</td>
<td>0.840</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>qC</td>
<td>0.494</td>
<td>0.465</td>
<td>1.000</td>
</tr>
<tr>
<td>Obs.</td>
<td>333</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

perhaps supporting the notion that there are significant differences in value-added across subjects. One might think about the correlation across subject measures of value-added quality as representing generic competencies of teachers (behaviour management skills, work ethic, ability and the like), subject to the previous caveats that there could be other class-level factors at play such as peer effects.
Table 2.4 – Correlations between maths & reading teacher quality measures

<table>
<thead>
<tr>
<th>Variables</th>
<th>Grade 0</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>qA</td>
<td>0.799</td>
<td>0.841</td>
<td>0.833</td>
<td>0.857</td>
</tr>
<tr>
<td></td>
<td>(325)</td>
<td>(334)</td>
<td>(335)</td>
<td>(329)</td>
</tr>
<tr>
<td>qC</td>
<td>0.763</td>
<td>0.736</td>
<td>0.755</td>
<td>0.770</td>
</tr>
<tr>
<td></td>
<td>(325)</td>
<td>(334)</td>
<td>(335)</td>
<td>(329)</td>
</tr>
<tr>
<td>qD</td>
<td>-</td>
<td>0.634</td>
<td>0.529</td>
<td>0.567</td>
</tr>
<tr>
<td></td>
<td>(333)</td>
<td>(331)</td>
<td>(329)</td>
<td></td>
</tr>
</tbody>
</table>

Returning to comparison of the three quality measures one can obtain a more detailed sense of differences by comparing the rankings produced by these measures. Figures 2.1 and 2.2 show the rankings for Grade 1 for maths and reading respectively. (Other figures are presented in the Appendix). Even in these grades, where the differences are less pronounced, it should be evident that there are many large differences in the rankings produced by favouring one measure over another.

Figure 2.1

\[11\] This corresponds with preliminary work by Wei, Hembry, Murphy, and McBride (2012) which suggests that five popular teacher value-added measures can produce widely varying rankings.
2.4.2 Quality across school location

One issue of interest is whether and how measured classroom quality varies across school locations. In the STAR sample schools were drawn from locations classified as 'rural', 'suburban', 'urban' and 'inner city'. If the differences between schools in terms of contribution to student outcomes, as well as selection of students into schools, is fixed over time, then using score differences may provide some useful information. Such considerations, however, guarantee us that we can conclude very little from comparing the levels-based quality measure across school types. Figure 2.3-2.5 show variation over school types and grades even for our difference-based measure \( qD \) constructed using mathematics scores. The analogous figures for reading are shown in the Appendix.

Although we have no particular prior in this regard, the patterns in these figures are worth remarking on. In particular, the levels-based measures \( qA \) and \( qc \) show a fairly consistent pattern across school locations in contrast with the change-based measure \( qD \). However, the pattern is in the opposite direction across the levels-based measures: inner city schools have uniformly lower quality levels when based on simple averages of score levels \( qA \), but uniformly higher quality levels when using the measure proposed by Chetty et al. (2011) \( qc \). The former result is precisely as expected, since we expect inner city schools to draw students with lower socio-economic status (SES) and we know from the mod-
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Figure 2.4
els and derivations in section 2.2 and 2.3 that this contaminates that measure. Whether these schools also receive weaker teachers is less clear but there is little reason to believe they would attract uniformly better teachers.

Given this, the pattern created across schools by \( q^C \) might seem strange, except that on further inspection these turn-out not to be statistically significant.\(^\text{12}\) On reflection this is also as we would expect: values of \( q^C \) are determined by deviations of individual classes from within-school means.

By contrast, the differences between inner city \( q^D \) scores and those for rural and urban scores are significant across all grades (at the 10% level) but the direction changes. As illustrated in Figure 2.3, in Grade 1 mean quality is lower at inner city schools but this is reversed in Grade 3. The magnitude of the differences in Grade 3 are much smaller - approximately a third to a quarter of the size. This does not indicate that the difference-based quality measure is invalid. Rather, it follows from the fact that demeaning average score changes within class types does not remove the effects of factors that vary within types: in this case, school location. Where the quality measure is used for within-school comparisons we need not be concerned since such factors are common to all classes in a given school.

\(^{12}\) We run a series of simple regressions with the relevant quality variable on the left hand side and dummies for the school types (locations) on the right. All dummies are statistically significant for the \( q^A \) regressions whereas none are significant in the \( q^C \) regressions.
2.4.3 Quality and teacher characteristics

As noted at the beginning of this chapter, most studies in the literature on teacher value-added find that descriptive teacher characteristics such as age, experience, formal qualifications and gender explain little of the variation in student outcomes or value-added measures of quality. Is the same true for the measure we propose and the others with which we compare it?

The results in Tables 2.5-2.7 are intended to address this question. These show coefficients from regressions of each quality measure on the available teacher characteristics from the STAR dataset for the relevant grade. The variables used are a continuous measure of years of teacher experience and dummies - with the base category listed first - for: race (white, black, Asian); gender (female, male); education (Bachelors, Masters, specialist qualification, doctorate); and, position on the 'career ladder' (not on the ladder, apprentice, probation, Level 1, Level 2 and Level 3).

In the absence of any priors there is nothing to suggest that any of the factors are systematically significant in explaining quality and the $R^2$ values for our preferred measure ($q^D$) as well as Chetty et al.'s (2011) measure ($q^C$) are very low. The primary exception is teacher's race in explaining $q^A$; by this measure, black teachers appear to be associated with lower-than-average quality. This is misleading, however, since the race of teachers is likely to be correlated with the SES of students and the resources available to schools. For example, in Grade 1 the percent of students in a class receiving a free lunch is 78% if the teacher is black but only 45% if a teacher is white. In fact, a paper by Dee (2004) has shown a positive role model effect in relation to teacher and student race. The significance of race coefficients in the regressions in Table 2.6 then simply emphasises the point that simple end-of-year averages of scores are not a very good measure of teacher quality since they are affected by many other factors.

A related issue concerns a recent paper by Mueller (2013), which examines interactions between teacher experience and class size. As a preliminary investigation into the extent to which that analysis addresses our broader interest, namely interaction between quality and class size, we run univariate regressions of the three quality measures on teacher experience. The next chapter discusses

---

13Mueller (2013) actually uses a 'rookie' dummy variable but this discards information and the cut-off used to determine who is a rookie is defined based on the estimates that are produced rather
Table 2.5 – Variation explained by teacher characteristics

<table>
<thead>
<tr>
<th>q^D</th>
<th>Grade 1 Reading</th>
<th>Maths</th>
<th>Grade 2 Reading</th>
<th>Maths</th>
<th>Grade 3 Reading</th>
<th>Maths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience</td>
<td>-0.004</td>
<td>-0.016**</td>
<td>0.010</td>
<td>0.003</td>
<td>0.003</td>
<td>0.005</td>
</tr>
<tr>
<td>Male</td>
<td>0.622</td>
<td>0.199</td>
<td>-0.434</td>
<td>0.180</td>
<td>-0.292</td>
<td>-0.511*</td>
</tr>
<tr>
<td>Black</td>
<td>-0.552***</td>
<td>-0.293*</td>
<td>0.169</td>
<td>-0.136</td>
<td>0.570***</td>
<td>0.226*</td>
</tr>
<tr>
<td>Masters</td>
<td>0.008</td>
<td>0.146</td>
<td>-0.025</td>
<td>-0.066</td>
<td>0.058</td>
<td>0.195</td>
</tr>
<tr>
<td>Specialist</td>
<td>0.698</td>
<td>-0.737</td>
<td>-0.733</td>
<td>-0.222</td>
<td>0.151</td>
<td>-0.320</td>
</tr>
<tr>
<td>Doctorate</td>
<td>0.659</td>
<td>0.150</td>
<td>0.600</td>
<td>0.751</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apprentice</td>
<td>-0.386</td>
<td>0.017</td>
<td>-0.163</td>
<td>0.192</td>
<td>0.158</td>
<td>-0.046</td>
</tr>
<tr>
<td>Probation</td>
<td>-0.451</td>
<td>0.228</td>
<td>-0.392</td>
<td>0.075</td>
<td>-0.121</td>
<td>0.113</td>
</tr>
<tr>
<td>Level1</td>
<td>-0.002</td>
<td>0.217</td>
<td>0.089</td>
<td>0.362**</td>
<td>-0.014</td>
<td>0.197</td>
</tr>
<tr>
<td>Level2</td>
<td>-0.083</td>
<td>0.616</td>
<td>0.580</td>
<td>0.212</td>
<td>-0.011</td>
<td>-0.166</td>
</tr>
<tr>
<td>Level3</td>
<td>0.703**</td>
<td>0.368</td>
<td>0.501</td>
<td>0.546</td>
<td>0.154</td>
<td>0.536*</td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R^2</td>
<td>0.12</td>
<td>0.05</td>
<td>0.06</td>
<td>0.03</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>N</td>
<td>332</td>
<td>336</td>
<td>325</td>
<td>325</td>
<td>326</td>
<td>327</td>
</tr>
</tbody>
</table>

* p < 0.1; ** p < 0.05; *** p < 0.01
### Table 2.6 – Variation explained by teacher characteristics

<table>
<thead>
<tr>
<th>q^4</th>
<th>Grade 0 Reading</th>
<th>Grade 0 Maths</th>
<th>Grade 1 Reading</th>
<th>Grade 1 Maths</th>
<th>Grade 2 Reading</th>
<th>Grade 2 Maths</th>
<th>Grade 3 Reading</th>
<th>Grade 3 Maths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experience</td>
<td>0.015** (0.006)</td>
<td>0.015** (0.007)</td>
<td>0.001 (0.007)</td>
<td>-0.006 (0.007)</td>
<td>0.010 (0.007)</td>
<td>0.006 (0.007)</td>
<td>0.006 (0.007)</td>
<td>0.004 (0.007)</td>
</tr>
<tr>
<td>Black</td>
<td>-0.080 (0.092)</td>
<td>-0.041 (0.096)</td>
<td>-0.772*** (0.143)</td>
<td>-0.516*** (0.150)</td>
<td>-0.733*** (0.134)</td>
<td>-0.663*** (0.134)</td>
<td>-0.910*** (0.129)</td>
<td>-0.875*** (0.128)</td>
</tr>
<tr>
<td>Masters</td>
<td>-0.079 (0.071)</td>
<td>-0.083 (0.074)</td>
<td>-0.030 (0.112)</td>
<td>0.006 (0.117)</td>
<td>-0.059 (0.113)</td>
<td>-0.037 (0.114)</td>
<td>0.176 (0.112)</td>
<td>0.260*** (0.111)</td>
</tr>
<tr>
<td>Masters+</td>
<td>-0.076 (0.199)</td>
<td>-0.089 (0.207)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specialist</td>
<td>0.146 (0.327)</td>
<td>0.371 (0.340)</td>
<td>0.545 (0.662)</td>
<td>0.007 (0.694)</td>
<td>0.386 (0.561)</td>
<td>0.700 (0.563)</td>
<td>0.454 (0.544)</td>
<td>0.176 (0.477)</td>
</tr>
<tr>
<td>Apprentice</td>
<td>-0.076 (0.404)</td>
<td>-0.175 (0.419)</td>
<td>-0.305 (0.261)</td>
<td>-0.146 (0.274)</td>
<td>0.187 (0.263)</td>
<td>0.445* (0.264)</td>
<td>0.128 (0.314)</td>
<td>0.186 (0.308)</td>
</tr>
<tr>
<td>Probation</td>
<td>0.059 (0.410)</td>
<td>-0.021 (0.426)</td>
<td>-0.496* (0.387)</td>
<td>-0.272 (0.279)</td>
<td>-0.327 (0.283)</td>
<td>-0.162 (0.284)</td>
<td>0.347 (0.283)</td>
<td>0.521* (0.281)</td>
</tr>
<tr>
<td>Level1</td>
<td>0.960 (0.389)</td>
<td>-0.082 (0.404)</td>
<td>-0.107 (0.201)</td>
<td>0.047 (0.211)</td>
<td>0.184 (0.173)</td>
<td>0.155 (0.174)</td>
<td>0.365* (0.174)</td>
<td>0.437*** (0.201)</td>
</tr>
<tr>
<td>Level2</td>
<td>0.433 (0.452)</td>
<td>0.080 (0.469)</td>
<td>-0.198 (0.461)</td>
<td>0.058 (0.484)</td>
<td>0.029 (0.423)</td>
<td>-0.146 (0.425)</td>
<td>0.114 (0.286)</td>
<td>0.023 (0.284)</td>
</tr>
<tr>
<td>Level3</td>
<td>0.682 (0.562)</td>
<td>0.298 (0.522)</td>
<td>0.707** (0.313)</td>
<td>0.431 (0.321)</td>
<td>0.143 (0.355)</td>
<td>-0.102 (0.357)</td>
<td>0.063 (0.271)</td>
<td>0.139 (0.269)</td>
</tr>
<tr>
<td>Male</td>
<td>0.776 (0.690)</td>
<td>0.352 (0.692)</td>
<td>0.352 (0.553)</td>
<td>-0.160 (0.555)</td>
<td>0.237 (0.555)</td>
<td>-0.387 (0.290)</td>
<td>-0.508* (0.289)</td>
<td></td>
</tr>
<tr>
<td>Doctorate</td>
<td>0.954 (0.932)</td>
<td>0.041 (0.977)</td>
<td>0.746 (0.696)</td>
<td>0.516 (0.690)</td>
<td>0.317 (0.693)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>0.357 (0.949)</td>
<td>0.697 (0.944)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\* \( p < 0.1; \) ** \( p < 0.05; \) *** \( p < 0.01 \)

\( R^2 \)

<table>
<thead>
<tr>
<th></th>
<th>0.07</th>
<th>0.04</th>
<th>0.15</th>
<th>0.07</th>
<th>0.12</th>
<th>0.10</th>
<th>0.16</th>
<th>0.17</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>294</td>
<td>294</td>
<td>333</td>
<td>337</td>
<td>328</td>
<td>328</td>
<td>326</td>
<td>331</td>
</tr>
</tbody>
</table>
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### Table 2.7 - Variation explained by teacher characteristics

Variation in quality explained by characteristics

<table>
<thead>
<tr>
<th>Grade</th>
<th>Experience</th>
<th>Black</th>
<th>Masters</th>
<th>Masters+</th>
<th>Specialist</th>
<th>Apprentice</th>
<th>Probation</th>
<th>Level1</th>
<th>Level2</th>
<th>Level3</th>
<th>Male</th>
<th>Doctorate</th>
<th>Asian</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>qc</td>
<td>R²</td>
</tr>
<tr>
<td></td>
<td>(0.209)</td>
<td>(1.327)</td>
<td>(1.235)</td>
<td>(1.433)</td>
<td>(6.721)</td>
<td>(7.183)</td>
<td>(1.183)</td>
<td>(5.202)</td>
<td>(6.850)</td>
<td>(11.391)</td>
<td>(2.588)</td>
<td>(0.757)</td>
<td>294</td>
</tr>
<tr>
<td></td>
<td>(0.115)</td>
<td>(2.670)</td>
<td>(2.089)</td>
<td>(1.902)</td>
<td>(11.294)</td>
<td>(4.861)</td>
<td>(4.970)</td>
<td>(3.748)</td>
<td>(4.970)</td>
<td>(15.759)</td>
<td>(12.262)</td>
<td>(5.114)</td>
<td>333</td>
</tr>
<tr>
<td></td>
<td>(0.118)</td>
<td>(2.224)</td>
<td>(1.902)</td>
<td>(1.869)</td>
<td>(9.644)</td>
<td>(4.383)</td>
<td>(4.712)</td>
<td>(2.879)</td>
<td>(4.712)</td>
<td>(15.759)</td>
<td>(12.262)</td>
<td>(4.578)</td>
<td>328</td>
</tr>
<tr>
<td></td>
<td>(0.097)</td>
<td>(2.299)</td>
<td>(1.902)</td>
<td>(1.902)</td>
<td>(7.842)</td>
<td>(4.530)</td>
<td>(4.871)</td>
<td>(2.976)</td>
<td>(4.871)</td>
<td>(15.759)</td>
<td>(12.262)</td>
<td>(4.578)</td>
<td>328</td>
</tr>
<tr>
<td></td>
<td>(0.106)</td>
<td>(1.778)</td>
<td>(1.778)</td>
<td>(1.778)</td>
<td>(8.136)</td>
<td>(4.327)</td>
<td>(3.992)</td>
<td>(2.788)</td>
<td>(4.327)</td>
<td>(15.759)</td>
<td>(12.262)</td>
<td>(4.578)</td>
<td>326</td>
</tr>
<tr>
<td></td>
<td>0.078</td>
<td>-1.744</td>
<td>2.512</td>
<td>1.668</td>
<td>1.541</td>
<td>4.460</td>
<td>4.218</td>
<td>4.600</td>
<td>3.470</td>
<td>4.059</td>
<td>3.470</td>
<td>6.586</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>R²</th>
<th>N</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.04</td>
<td>294</td>
<td>0.05</td>
<td>294</td>
<td>0.06</td>
<td>333</td>
<td>0.06</td>
<td>337</td>
<td>0.04</td>
<td>328</td>
<td>0.02</td>
<td>328</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>294</td>
<td>0.05</td>
<td>294</td>
<td>0.06</td>
<td>333</td>
<td>0.04</td>
<td>337</td>
<td>0.04</td>
<td>328</td>
<td>0.02</td>
<td>328</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td></td>
<td>0.03</td>
<td></td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.06</td>
</tr>
</tbody>
</table>

* p < 0.1; ** p < 0.05; *** p < 0.01
Mueller’s work in more detail. The regression results shown in Tables 2.8-2.10 indicate that while experience is a statistically significant explanatory variable for quality, the magnitude of the coefficients is small and it explains very little of the total variation in class quality (using the $R^2$ magnitudes as an indicator). This is congruent with previous results in the literature and suggests that Mueller’s analysis addresses a very small component of the interaction effect we will examine in the next chapter.

Table 2.8 – Variation in quality explained by experience

<table>
<thead>
<tr>
<th>qD</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reading</td>
<td>Maths</td>
<td>Reading</td>
</tr>
<tr>
<td>Experience</td>
<td>0.004 (-0.006)</td>
<td>-0.014** (-0.006)</td>
<td>0.018*** (-0.006)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>$N$</td>
<td>333</td>
<td>337</td>
<td>327</td>
</tr>
</tbody>
</table>

* $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$
### Table 2.9 – Variation in quality explained by experience

Variation in quality explained by experience

<table>
<thead>
<tr>
<th>qA</th>
<th>Grade 0 Reading</th>
<th>Maths</th>
<th>Grade 1 Reading</th>
<th>Maths</th>
<th>Grade 2 Reading</th>
<th>Maths</th>
<th>Grade 3 Reading</th>
<th>Maths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience</td>
<td>0.018***</td>
<td>0.017***</td>
<td>0.008</td>
<td>-0.001</td>
<td>0.009</td>
<td>0.001</td>
<td>-0.001</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.03</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>N</td>
<td>324</td>
<td>324</td>
<td>334</td>
<td>338</td>
<td>330</td>
<td>330</td>
<td>327</td>
<td>332</td>
</tr>
</tbody>
</table>

* $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$

### Table 2.10 – Variation in quality explained by experience

Variation in quality explained by experience

<table>
<thead>
<tr>
<th>qC</th>
<th>Grade 0 Reading</th>
<th>Maths</th>
<th>Grade 1 Reading</th>
<th>Maths</th>
<th>Grade 2 Reading</th>
<th>Maths</th>
<th>Grade 3 Reading</th>
<th>Maths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience</td>
<td>0.170</td>
<td>0.290*</td>
<td>0.203*</td>
<td>0.031</td>
<td>0.133</td>
<td>-0.055</td>
<td>0.103</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>(0.108)</td>
<td>(0.164)</td>
<td>(0.108)</td>
<td>(0.097)</td>
<td>(0.099)</td>
<td>(0.103)</td>
<td>(0.081)</td>
<td>(0.089)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>N</td>
<td>324</td>
<td>324</td>
<td>334</td>
<td>338</td>
<td>330</td>
<td>330</td>
<td>327</td>
<td>332</td>
</tr>
</tbody>
</table>

* $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$
2.4.4 Support from subjective measures

Earlier we mentioned the role of subjective assessments of teacher quality. While largely (and deliberately) neglected in the empirical literature in economics, there is some evidence of this kind from Project STAR. Due to the way it was obtained this data can be used to see if changes in average student scores are associated with the factors measured in such observational assessments. Essentially our interest is in whether the subjective evidence collected on teacher quality corresponds to our favoured measure of that variable. As we show below, because the sampling of teachers for the classroom observations was based on class-average score changes we can draw a direct correspondence between the subjective results and our preferred quality measure. The fact that the STAR sub-study shows that teachers with higher class-average score changes were also of higher subjective quality supports our preferred measure and indeed the broader literature utilising student score changes.

As part of Project STAR two follow-up studies - Bain, Linz, and Word (1989) and Appendix D of Word et al. (1990) - were done with samples of teachers selected on the basis of student performance. Bain et al. (1989) ranked teachers by increases in aggregate scores of their students in mathematics and reading from kindergarten to Grade 1. The top 15% were chosen for the follow-up analysis. Using a similar approach, Word et al. (1990: 259-284) rank Grade 2 and 3 teachers by 'class scaled average score gains', selecting 65 teachers from the top 10% of the resultant distribution and 65 from the bottom 50%. Both follow-up studies utilised a teacher questionnaire to obtain further information on teacher background and characteristics, as well as elicit beliefs about teaching practices. Furthermore, and most interesting for our purposes, both included a checklist to be completed by an external assessor during observation of classroom practice.

Unfortunately there are some limitations to the information from the above-mentioned reports. First, the raw data itself is not publicly available, making an ideal analysis - where we match teachers within our quality distribution to the subjective measures of their individual performance - impossible. Furthermore, there are problems in how the sampling procedure was designed and implemented. Word et al. (1990) do not provide a full description of how the sample was chosen - for instance, how were the 65 'less effective' teachers selected from the 340 teachers in the bottom 50% of the distribution? Also, the final analysis shows a sample of only 60 'less effective' teachers, without specifying why 5 were ex-

14 Attempts to contact Project STAR founder Helen Bain for further information were unsuccessful.
cluded. By contrast, Bain et al. (1989) do provide an exhaustive description of the sample selection process, but they do not select a comparison group, meaning that the results of that study are of limited usefulness for within-sample comparisons.

Despite these limitations it is possible to extract some useful information from the study reported in Word et al. (1990). Since that sample was selected based on positioning within the distribution of class-average score changes this may provide some indirect corroboration that the distribution of those changes - i.e. a value-added measure - is a useful proxy for teacher quality. In other words, the question we are interested in is: are higher (lower) class-average changes in test scores associated with better (worse) performance in observational assessments of teacher performance or ability? As already noted, a number of recent contributions to the literature - such as Rockoff and Speroni (2010) - have showed strong associations between these different kinds of measures. Since assessors in the STAR follow-up were not informed of teachers' position in the distribution of class averaged score changes, the subjective quality assessments can be assumed to be independent of that information.

Word et al.'s (1990) analysis examined differences between teachers, categorised as described above, on two dimensions: descriptive characteristics and observational recording of teachers' actual classroom practice. The descriptive characteristics comprise those already available in the core STAR dataset: highest degree achieved, certification, teaching experience, level on the state 'career ladder' and personal characteristics such as race and gender. The only additional descriptive variable that appears to have been captured is teacher age. The second dimension is therefore the one of greater interest for our purposes. Teachers were assessed on twelve different criteria; a table with those and the associated results is reproduced from Word et al. (1990) as Table 2.11.
Table 2.11 – Descriptive statistics for STAR ‘effective’ and ‘less effective’ teachers

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Effective teachers’ ratings</th>
<th>Less effective teachers’ ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1,2,3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Instruction is guided by a preplanned curriculum</td>
<td>17%</td>
<td>83%*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>38%</td>
</tr>
<tr>
<td>There are high expectations for student learning</td>
<td>33%</td>
<td>67%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>41%</td>
</tr>
<tr>
<td>Students are carefully oriented to lessons</td>
<td>23%</td>
<td>77%**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>53%</td>
</tr>
<tr>
<td>Instruction is clear and focused</td>
<td>19%</td>
<td>81%***</td>
</tr>
<tr>
<td>Learning progress is monitored closely</td>
<td>19%</td>
<td>81%</td>
</tr>
<tr>
<td>When students don’t understand they are retaught</td>
<td>22%</td>
<td>78%*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45%</td>
</tr>
<tr>
<td>Class time is used for learning</td>
<td>13%</td>
<td>87%***</td>
</tr>
<tr>
<td>There are smooth, efficient classroom routines</td>
<td>11%</td>
<td>89%***</td>
</tr>
<tr>
<td>Instructional groups formed in the classroom fit instructional needs</td>
<td>19%</td>
<td>81%*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>38%</td>
</tr>
<tr>
<td>Standards for classroom behaviour are explicit</td>
<td>14%</td>
<td>86%***</td>
</tr>
<tr>
<td>Personal interactions between teacher and students are positive</td>
<td>13%</td>
<td>88%***</td>
</tr>
<tr>
<td>Incentives and rewards for students are used to promote excellence</td>
<td>18%</td>
<td>82%*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>37%</td>
</tr>
</tbody>
</table>

Notes:
1. Source: Word et al. (Table D-17, 1990: 261).
2. “The performance category is from one to four; 1 equals poor and 4 equals excellent” (from observation instrument in Word et al., 1990: 264).
3. In the survey instrument each performance criterion is accompanied by a ‘practices checklist’ requiring a ‘Yes/No’ response from the observer, but this data is not reported.
4. * p<0.05, ** p<0.01, *** p<0.001
What Table 2.11 shows is that teachers in the top 10% of the distribution of class-average score changes ('effective teachers') also had significantly higher scores on subjective, observational measures. We now examine - within the data constraints already described - where such teachers would appear in a ranking based on our preferred measure ($q^D$) and rankings based on the mean of score levels ($q^A$ and $q^C$).

By following a sample selection procedure based on the description in Bain et al. (1989), with the cut-off and sample size specifications from Word et al. (1990), we can attempt to ascertain the likely location of the assessed teachers within our quality distribution. Table 2.12 shows descriptive statistics for the samples we construct by following the stated procedure and the actual descriptive statistics extracted from the descriptions in the text of Word et al. (1990). The first reconstructed sample (the fourth column of numbers) assumes that the ranking was done across all schools, whereas the second ('alternative') assumes - as was the case with the procedure in Bain et al. (1989) - that the ranking was constructed within school types. Although we are unable to exactly reproduce the same sample characteristics in either case, there are potential explanations for some differences. For example, reported teacher experience in the effectiveness survey was based on experience at the time of interview, which could not have been earlier than the end of Grade 3 (since Grade 3 end-of-year scores were used to rank teachers). That means that teachers would have had at least two years additional experience beyond that captured in the STAR data we utilise. An examination of the numbers of teachers near the thresholds of the relevant categories shows that would explain a significant number of the discrepancies. The same is true of degree qualifications.

Word et al. (1990) report that "sixty-five percent of...effective teachers had a small class or a full-time aide" whereas in our sub-sample it is seventy percent. However, the race variable is the strongest indicator that at least three, possibly four, teachers in our constructed sub-sample must be different from the STAR sub-sample. With these caveats in mind, we proceed with comparing our constructed sub-sample based on the procedure outlined in Appendix D of Word et al. (1990) to our quality measures on the assumption that it is close enough to the sample created for the follow-up study by Word et al. (1990) for those findings to remain meaningful.
Table 2.12 – Comparing descriptive statistics for STAR ‘effective teacher’ samples

<table>
<thead>
<tr>
<th></th>
<th>Effective</th>
<th>Less effective</th>
<th>Total</th>
<th>Reproduced sample</th>
<th>Alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>NR</td>
<td>NR</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Female</td>
<td>NR</td>
<td>NR</td>
<td>122</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>18</td>
<td>12</td>
<td>15</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>47</td>
<td>48</td>
<td>49</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td><strong>Experience</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10 Years</td>
<td>16</td>
<td>NR</td>
<td>NR</td>
<td>21</td>
<td>18</td>
</tr>
<tr>
<td>10-19 Years</td>
<td>32</td>
<td>NR</td>
<td>NR</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>20-29 Years</td>
<td>12</td>
<td>NR</td>
<td>NR</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>30+ Years</td>
<td>5</td>
<td>NR</td>
<td>NR</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td><strong>Degree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA/BS</td>
<td>38</td>
<td>35</td>
<td>38</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>MA/MS</td>
<td>27</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>PhD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Class type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small class/aide</td>
<td>42</td>
<td>26</td>
<td>49</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>Regular</td>
<td>23</td>
<td>34</td>
<td>16</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td><strong>Career ladder</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not on ladder</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Apprentice</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Probationary</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Level I</td>
<td>47</td>
<td>40</td>
<td>51</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>Level II</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Level III</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Notes: 1. Descriptive statistics for actual study sample extracted from discussion in Word et al. (1990).
2. Constructed sample utilises the broad approach discussed in Bain et al. (1989) combined with the description in Word et al. (1990) in taking the top 10% of a ranking constructed across Grade 2 and 3; the alternative sample follows the Bain et al. (1989) approach of taking the top 10% within each school type (urban, rural, inner city and suburban).
3. NR indicates descriptive information that is not reported in Word et al. (1990).
Figure 2.6 and 2.7 show the location of the ‘effective’ teachers assessed by these subjective methods within the distribution of rankings based on $q^D$ in Grade 2.
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Figure 2.6

Figures 2.8 and 2.9 show the same comparison but in this case for an alternative approach to constructing the sub-sample. In this case the identification of effective teachers is based on subject-averaged score changes within school type and taking the top ranked from within each school type category in order to get 65 effective teachers in total. The resulting categorisation shows a slightly more distinct departure from the $q^D$-based ranking but nevertheless remains strongly correlated with it.

Note that the most likely reason why these two rankings do not coincide even more closely is that our proposed rankings are constructed from standardised within-class type quality scores, whereas the scoring in the approaches of Word et al. (1990) and Bain et al. (1989) does not account for class type at all. Unsurprisingly, as shown in Table 2.12, it transpires that those categorised as effective
teachers based on student scores were more likely to have small classes than those classified as less effective.

Another point to note is that the way in which the ranking was constructed resulted in the vast majority of teachers in this category being in Grade 2 rather than Grade 3 - graphs of the latter are provided in Figures C.8 and C.9 in Appendix C.2. As Figure C.18 shows, the distribution of score changes in Grade 3 is closer to the origin - i.e. the nature of the tests was such that smaller absolute score improvements occur in Grade 3 relative to Grade 2 - and this is why hardly any of the teachers designated as 'effective' are from Grade 3. Although a flaw in the sample selection procedure, this is likely to lead to an understating of the differences between high- and low-ranked teachers according to score change measures. The reason is that if the 65 (eventually 60) less effective teachers chosen from the remainder of Grade 2 and 3 teachers were chosen randomly, there are likely to be some in Grade 3 who in fact are effective teachers once the lower gains in that grade are taken into account.

As mentioned, the project documentation does not actually explain how the 'less effective' teachers were chosen from the remainder of the sample so we cannot locate these individuals in the graphs. Nevertheless, it should be evident that the criteria coincide very closely with the basis for our favoured quality measure ($q^D$). The subjective findings based on classroom observations therefore add
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some support to the use of this quality measure. By contrast, as shown in Figures C.10-C.17 in the Appendix, this sub-sample does not coincide at all closely with the upper range of the other quality measures and therefore provides no useful corroboration of those.

Even leaving aside the aforementioned data limitations, such as not being able to create a one-to-one link between these assessments and the rest of the data, some final caveats are required. For example, if a teacher's performance under assessment is affected by characteristics of students in the class that also affect achievement, then the subjective assessment may be correlated with a value-added measure of teacher quality for a reason besides these constructs measuring the same latent teacher quality variable. For example, larger positive changes in student scores may be associated with less disruptive students - as per Lazear (2001) - while at the same time giving a better impression of the teacher in subjective assessments. These issues of confounding are, however, not addressed in the existing literature.

2.4.5 Class size versus class type

One complicating factor in Project STAR is that assignment is not to a unique class size but, as described previously, rather to ranges of class sizes (13-17 and 22-25). As often happens in experiments, some subjects ended-up in classes whose sizes were outside the prescribed ranges. These are a non-insignificant proportion of cases, ranging from 19.5% - 33.4% in a given grade. A possibly larger concern for simple estimation of class size effects is that the final class size may be affected by other factors. Some schools may have, for instance, made efforts to have classes at the bottom of each range. An examination of the data, along with the detailed guide for determining sizes in the STAR technical report - see Word et al. (1990) - suggests no reason to believe that this was a concern in practice.

A further, more vexing, caveat to the entire 'teacher quality' literature is that it may not make sense to separate teacher ability and class characteristics. For example, we might assume that teacher competence is captured by two measures: subject knowledge and behavioural control. A teacher with strong behaviour control skills may perform much better than a teacher with good subject knowledge in an unruly class, while the reverse would be true in a well-behaved class. If observed teacher performance depends on the combination of multi-dimensional quality and classroom characteristics then score changes and subjective assessments are as much a proxy for the suitability of teacher-class pairings as teacher ability. To our knowledge this issue has received little attention in the economics literature and, while a worthy subject for future research, would take us too far afield from the focus of this thesis, but we note it here for the sake of completeness.
For our purposes, however, there is an additional issue: our derivations in section 2.3 require demeaning within class type, but if class type differs from size then this could lead to a contamination of the quality measure, with teachers in smaller classes within the range having higher scores (assuming a positive class size effect). As a robustness check we create a measure in which we residualise, within class type, class average scores or score changes on actual class size before standardising. We denote these modified quality measures as $q^{d}$ and $q^{f}$. Table C.1 and C.2 in Appendix C.4 show the Spearman rank correlations between the residualised and non-residualised measures. For the levels-based measure ($q^{d}$) the smallest correlation is 0.992 and for our preferred change-based measure ($q^{f}$) the smallest is 0.995 and all are highly significant. This suggests that the measures constructed within class types are not significantly confounded by within-type variation, which is reassuring for our basic approach.
2.5 Comparisons of explanatory power

Among the main interests of the literature on value-added measures of teacher quality is the magnitude of the effect of quality on achievement and the extent to which that effect deteriorates over time - see for instance the discussions in Hanushek and Rivkin (2006, 2012). As already noted, the vast majority of these contributions utilise longitudinal, administrative data and aim to identify teacher quality as the persistent component in the score changes of different cohorts of students taught by the same teacher. Our data and approach is rather different, so in order to directly compare the ‘performance’ of our constructed measures \(qA\) and \(qD\), we do so against the measure \(q^0\) used by Chetty et al. (2011) on the STAR data.

A few minor difficulties should be noted. In the majority of their analysis Chetty et al. (2011) use a dependent variable based on score percentile ranks, whereas in our analysis we favour the use of standardised scores in order to compare estimates to the broader literature. However, in one instance those authors do note the equivalent of their estimate in standard deviations, which enables us to make an adequate comparison below of our estimates with theirs. Second, while we distinguish between mathematics and reading scores, Chetty et al. (2011) follow Krueger (1999) in averaging these scores for individual students and using that as the dependent variable. Chetty et al. (2011) also use this combined average as the input into construction of their quality measure. A final issue is that their paper focuses on the effects of variation in kindergarten teacher (class) quality, whereas our difference-based measure can only be calculated for Grade 1 onwards. In results not shown we produce estimates similar to Chetty et al. (2011) using our reconstruction of their quality measure and the STAR public use dataset (Achilles et al., 2008) for kindergarten. Furthermore, as we will see, the magnitude of the results for Grade 1 using their quality measure \(q^0\) appear very similar to the kindergarten results.

Our first approach is to estimate a very simple regression specification, in which score levels from grade 1 to grade 8 are regressed on the relevant quality measure from grade 1, along with school and entry year fixed effects. The results for mathematics achievement are shown in figure 2.10. The more naive measure, \(qA\), has the largest coefficient for the contemporaneous effect of quality on achievement as well as for subsequent years. Recall that our motivation for favouring \(qD\) was partly on the basis that it would go some way to eliminating historical factors from the quality calculation, but by virtue of that is likely to explain a smaller proportion of the variation in achievement. This preferred measure is associated with
an effect on achievement that is statistically indistinguishable in magnitude from
the measure used by Chetty et al. (2011): 0.358 for $q^D$ versus 0.373 for $q^C$. By
comparison, Chetty et al. (2011: 1638) report an effect of 0.32 standard deviations
in kindergarten scores.\footnote{Our replicated estimates, not shown, of the kindergarten effect of $q^C$ are 0.339 for mathematics and 0.328 for reading.}

Where the two measures differ is in their estimated effect in later years. Chetty
et al. (2011) report that the effect of $q^C$ from kindergarten on Grade 8 scores is
negligible and we replicate that result using $q^C$ for Grade 1. However, our results
suggest that the entire effect of $q^C$ disappears after one year, which is unexpected
and somewhat in contrast with other literature which finds a more gradual decline
(Hanushek and Rivkin, 2006). Our alternative measures are more consistent with
that broader literature. Though also showing a marked decline in effect, from
Grade 2 onward that remains fairly stable for both ($q^A$ and $q^C$) measures: one
standard deviation change in teacher quality is associated with a corresponding
0.1 standard deviation in student test scores. The results for reading - shown in
figure 2.11 - are largely the same for our two measures, while for $q^C$ they indicate a
marginally more gradual decay of reading effects that are also larger in magnitude
for later years.
Figure 2.10 – Estimated effect of Grade 1 quality on mathematics achievement

**Effect of teacher quality on student achievement in mathematics**

Note: Solid symbols represent the coefficient from a regression of standardised score levels for the relevant grade, on the relevant measure of Grade 1 teacher quality. All regressions include school and entry-year fixed effects. Bars represent 90% confidence intervals. All quality measures exclude student’s own score.
Figure 2.11 – Estimated effect of Grade 1 quality on reading achievement

Effect of teacher quality on student achievement in reading

Note: Solid symbols represent the coefficient from a regression of standardised reading score levels, for the relevant grade, on the relevant measure of Grade 1 teacher quality. All regressions include school and entry-year fixed effects. Bars represent 90% confidence intervals. All quality measures exclude student’s own score.
Another advantage of the \( q^0 \) and \( q^A \) measures is that they are constructed so as to be independent of class size. The next chapter reports estimates of class size and quality effects from various specifications of the educational production function using these variables. Here we examine any implications of this for the magnitude of the quality coefficient. Since \( q^C \) is strongly correlated with class size, while \( q^A \) and \( q^0 \) are not, one may expect that the results shown in Figures 2.10 and 2.11 would change when class assignment is included as a regression covariate. In fact, using that regression specification produces similar results (not shown) for all measures, using mathematics and reading scores.

Chetty et al. (2011) suggest a different approach to estimating the effect of teacher (class) quality net of class size effects: they limit the sample used to students that were in regular-sized classes (i.e. assigned to 'regular' or 'regular with aide' treatment groups). Figures 2.12 and 2.13 show the estimates from this subsample of students. The contemporaneous effect on mathematics scores remains the same, but the contemporaneous effect on reading scores decreases from 0.36 to 0.18. For Grades 2 to 4 the point estimates for all quality measures decrease, meaning that for \( q^C \) some of these become negative. However, the smaller sample sizes lead to wider confidence intervals and weakened ability to assert differences between point estimates.
Figure 2.12 – Estimated effect of Grade 1 quality on mathematics achievement

Effect of teacher quality on student achievement in mathematics (large classes)

Note: Solid symbols represent the coefficient from a regression of standardised score levels, for the relevant grade, on the relevant measure of Grade 1 teacher quality. All regressions include school and entry-year fixed effects. Bars represent 90% confidence intervals. All quality measures exclude student's own score.
Figure 2.13 – Estimated effect of Grade 1 quality on reading achievement

**Figure 2.13**

*Effect of teacher quality on student achievement in reading (large classes)*

- **Standard deviations (score levels)**
  - Grade 1
  - Grade 2
  - Grade 3
  - Grade 4
  - Grade 5
  - Grade 6
  - Grade 7
  - Grade 8

*Note:* Solid symbols represent the coefficient from a regression of standardised reading score levels, for the relevant grade, on the relevant measure of Grade 1 teacher quality. All regressions include school and entry-year fixed effects. Bars represent 90% confidence intervals. All quality measures exclude student's own score.
Appendix A

Class size and variance of quality measures

As mentioned in the main text, one disadvantage of using a quality measure based on score changes is that it reduces the number of students that can be used to calculate the relevant average. Possible concerns about the effect of this on our difference-based quality measure ($q^D$) may fall along two dimensions. First, we may be concerned about the inaccuracy (high variance) of the measure when calculated using very small numbers of students. Second, we may be concerned that turnover is correlated with factors that are also associated with student outcomes. For example, a lower quality school may have higher student turnover leading to less accurate teacher quality measures in these schools. Alternatively, exit and entry of students may be associated with characteristics of students, including their past scores, which might then lead to a bias in the value of the quality measure calculated.

Some analyses side-step this problem by, as is the case with Chetty et al. (2011), using end-of-year averages. However, we show in the main text that this approach suffers from a variety of other problems and limitations both in relation to the theoretical concerns raised by Todd and Wolpin (2003) and properties of the STAR data itself. Ding and Lehrer (2011b) provide an analysis of the dynamics of STAR students as they move through the programme but their interest is not in teacher quality or class average achievement. Below we examine the difference-based quality measure we construct ($q^D$) for sensitivity to the two above-mentioned concerns.
A.1 Small denominators

To frame the issue more formally, recall the representation in (2.7) and, in addition, assume that students who were in STAR in the previous year were in the same class size type (small or regular). If we are willing to make the additional assumption that students new to the STAR programme are no different to those who were in the programme before then the basic issue concerns the signal-to-noise ratio, as is more clearly seen in the following representation:

\[
q_{jk}^{\text{D}} = \frac{\beta_1 q_{jk}^* + \frac{1}{n'} \sum_{i'=1}^{n'} \left( \Delta \alpha_{0g} + \beta_2 \alpha_{gjk} + \alpha_1 H_{jk} + \alpha_2 G_{jk} + \epsilon_{gjk} \right)}{\gamma}
\]

(A.1)

Here \( n' \) is the number of children in the class for whom the preceding year's score is available. As presented this is a simple case of measurement error. For the purposes of ranking teachers correctly the issue is the extent to which the difference between \( n \) (the number of children in the class) and \( n' \) (the number of children in the class who were in STAR in the previous year) affects rankings across schools and therefore quality comparisons within schools.

Chapter 3 presents some additional discussion of the measurement error issue in the context of using the quality variable for estimation. Here we use graphical plots to discern whether denominator size (the number of students in a class with scores for both years) appears to affect the distribution of \( q^D \).

First, in order to give a sense of the numerical differences, Figures A.1-A.3 show the distribution of the number of students per class for which the difference measure \( (q^D) \) was calculated using mathematics scores. (Analogous figures for reading - not shown - are not materially different).
Figure A.1

Figure A.2
Denominator of average score changes
Grade 3 Mathematics

Figure A.3
The fairly wide spreads above are partly the result of differing class sizes; recall that the smallest intended class was 13 and the largest 25. Figures A.4-A.6 represent the number of children in the denominator as a percentage of the actual number of the children in the class, i.e. these show, for the relevant grades, the percentage of children in the class who had been in the STAR programme in the previous year and had non-missing test scores for both years.  

\[ \text{Denominator of average score changes} \]
\[ \text{Grade 1 Mathematics} \]

Figure A.4

\[ ^1 \text{Again, there are no material differences with the graphs using reading scores.} \]
Figure A.5

Figure A.6
The percentage of students in a class that can be used for a difference calculation is primarily a function of turnover in the STAR sample - there is relatively little missing data on test scores for students who were in the programme. The more students entering and leaving the sample the smaller the proportion that, in a given year, were in the sample in the preceding year.

As a final graphical assessment, the figures below show scatter plots of $q^D$ by the number of students used to calculate the average score change. There does not appear to be any systematic pattern, such as wider dispersion of scores for small denominators or lower dispersion for larger denominators.\textsuperscript{2}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figureA7.png}
\caption{Variance in $qD$ by denominator}
\end{figure}

\textsuperscript{2}Theoretically we would expect the variance to decrease with sample size, but this need not be the case for any given empirical ‘draw’ from the distribution of the sample variance.
Figure A.8

Figure A.9
A.2 Possible selection or attrition effects

As regards the possibility of selection induced by only considering students with two years of test data, there are two considerations. First, teacher quality could be correlated with \( n' \) because both are correlated with school characteristics. Thus we would have measurement error that varies with the value of the variable of interest. One might expect to see this in the scatter diagrams above, but as noted there do not appear to be any patterns of this sort visually. As an additional check we regress \( q^D \) on \( n' \) and on the percentage of the students whose scores were used. These results are shown in Table A.1. Besides one significant result for Grade 1 reading, there is no evidence of a relationship.

Table A.1 – Relationship between number of observations and teacher quality

<table>
<thead>
<tr>
<th>( q^D )</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>Percent</td>
<td>Count</td>
</tr>
<tr>
<td>Mathematics scores</td>
<td>0.003</td>
<td>0.283</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.309)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>Reading scores</td>
<td>0.042**</td>
<td>1.004***</td>
<td>-0.023</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.306)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( N )</td>
<td>338</td>
<td>338</td>
<td>331</td>
</tr>
</tbody>
</table>

* \( p < 0.1; \) ** \( p < 0.05; \) *** \( p < 0.01 \)

Second, and related to the preceding subsection, there may be some systematic differences in the trajectories (\( \Delta \alpha_{0gjk} \)) of students averaged over, and therefore differences in the proportion of these across classes will, at the least, introduce further noise. Note on this second issue that if there is differential attrition from, or selection into, some classes then this would also confound the other quality measures (\( q^A \) and \( q^C \)) that have been used in the literature.

In examining this, one consistent fact is that students who have been in STAR for longer have higher average test scores. There are two aspects to this observation that, to our knowledge, have not been noted in the literature to date: i.
Even students who have not been in small classes have scores that are increasing with the years spent in STAR; ii. Scores are higher for students who were in the STAR programme for longer, even in kindergarten. In other words, scores are (unconditional) predictors of continuation in STAR.

Figure A.10
Note, however, that because the direction and approximate magnitude of the differences are broadly the same for all class types, these should therefore not affect estimates of the gains from being in a small class. So while the results are interesting, and possibly merit some separate work, they do not indicate a problem for our current analysis. Similar patterns can be seen for reading scores as shown in Figures A.14-A.17.
Figure A.14

Figure A.15
Score distribution by years in STAR and class type

Grade 2 Reading

Figure A.16

Score distribution by years in STAR and class type

Grade 3 Reading

Figure A.17
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Appendix B

Kernel densities for demeaned scores

Our derivations in the main text suggested that the distribution of scores as constructed within class types should be similar across types. This insight is the basis for our construction of the quality measure. Figures B.1 - B.3 below show kernel density plots of these variables, suggesting a fair similarity between distributions. For example, we do not see marked differences like a bimodal distribution as compared to a Normal distribution.

Figure B.1
Figure B.2

Figure B.3
The comparisons for reading are presented in Figure B.4-B.6 below.

Figure B.4
Demeaned score distributions by class type
Grade 2 Reading

Figure B.5

Demeaned score distributions by class type
Grade 3 Reading

Figure B.6
Visual comparisons have their limits, so we also run Kolmogorov-Smirnov tests for equality of two distributions. The null hypothesis is that the distributions are the same and the p-values for these tests are reported in Table 2.1 in the main text. None of those values suggests that the null can be rejected at the 10% level.
Appendix C

Figures and tables not shown in text

C.1 Scatter plots comparing rankings

![Comparison of quality measure rankings](image)

*Figure C.1*
Comparison of quality measure rankings
Grade 2 Reading

Note: Low rankings correspond to high quality.

Figure C.2

Comparison of quality measure rankings
Grade 3 Mathematics

Note: Low rankings correspond to high quality.

Figure C.3
C.2 Quality measures across school types based on reading scores
Comparison of quality measures over school types

Quality measure QA: Reading

Figure C.5

Comparison of quality measures over school types

Quality measure QB: Reading

Figure C.6
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Comparison of quality measures over school types
Quality measure qC: Reading

Figure C.7
C.3 STAR ‘effective teachers’ relative to quality measure rankings

Figure C.8
STAR effective teachers within quality rankings
qD Reading Grade 3

Figure C.9

STAR effective teachers within quality rankings
qA Mathematics Grade 2

Figure C.10
Figure C.11

Figure C.12
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STAR effective teachers within quality rankings

qA Reading Grade 3

STAR effective teacher ranking

Other teachers

Effective teachers

Note: Effective teacher ranking based on author's reconstruction using procedure described in STAR Technical Report (see text for details).

Figure C.13

STAR effective teachers within quality rankings

qC Mathematics Grade 2

STAR effective teacher ranking

Other teachers

Effective teachers

Note: Effective teacher ranking based on author's reconstruction using procedure described in STAR Technical Report (see text for details).

Figure C.14
STAR effective teachers within quality rankings

gC Reading Grade 2

Figure C.15

STAR effective teachers within quality rankings

gC Mathematics Grade 3

Figure C.16
STAR effective teachers within quality rankings

qC Reading Grade 3

Figure C.17

STAR effectiveness measure by grades

Figure C.18
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C.4 Residualising on actual class size

In the main text we noted that in the actual Project STAR experiment there was variation in class size within treatment assignment (class type) categories. Our quality measure, however, was constructed only within these categories and did not explicitly account for variation within them. To check whether this makes a significant difference we residualised class average scores (or score changes) on actual class size before constructing the ranking. Table C.1 and C.2 show the Spearman rank correlations between the residualised and non-residualised measures. For the levels-based measure ($q^A$) the smallest correlation is 0.992 and for our preferred change-based measure ($q^D$) the smallest is 0.995 and all are highly significant. From this we conclude that the class-type based measures are not significantly confounded by within-type variation.

Table C.1 - Spearman rank correlations for $q^A$

<table>
<thead>
<tr>
<th></th>
<th>Grade0</th>
<th>Grade1</th>
<th>Grade2</th>
<th>Grade3</th>
</tr>
</thead>
<tbody>
<tr>
<td>MATHEMATICS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.997</td>
<td>0.993</td>
<td>0.995</td>
<td>0.993</td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>N</td>
<td>325</td>
<td>339</td>
<td>335</td>
<td>333</td>
</tr>
<tr>
<td>READING</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.995</td>
<td>0.993</td>
<td>0.995</td>
<td>0.992</td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>N</td>
<td>325</td>
<td>334</td>
<td>335</td>
<td>328</td>
</tr>
</tbody>
</table>

Note: The correlation coefficients show the Spearman rank correlation between the relevant quality variable and the same variable residualised on actual class size.
Table C.2 – Spearman rank correlations for $q^D$

<table>
<thead>
<tr>
<th></th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MATHEMATICS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.997</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>N</td>
<td>338</td>
<td>331</td>
<td>329</td>
</tr>
<tr>
<td><strong>READING</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.995</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>N</td>
<td>333</td>
<td>331</td>
<td>328</td>
</tr>
</tbody>
</table>

Note: The correlation coefficients show the Spearman rank correlation between the relevant quality variable and the same variable residualised on actual class size.
Chapter 3

The external validity of class size effects: teacher quality in Project STAR

Abstract

As discussed in Chapter 1, the external validity of treatment effects is of fundamental importance for policy and interaction effects are critical determinants of external validity. This chapter provides an empirical exploration of the significance of this relationship in the context of experimental evaluations of class size effects on student outcomes. While the existing literature assumes an additively separable educational production function, the way in which class size is hypothesised to affect outcomes more plausibly implies an alternative specification in which the marginal effect of size depends on teacher (class) quality. To investigate this possibility the novel measure of quality constructed in Chapter 2 is used to estimate possible interaction effects between teacher quality and class size in the Tennessee Project STAR dataset. Results are mixed across grades and subjects, but include statistically and economically significant effects that suggest dependence between the class size effect and class quality. Given the analysis in Chapter 1, this implies that even the results from an ideal class size experiment cannot be extrapolated to a different context without information on the distribution of teacher (class) quality; the external validity of class size effects will depend on the teacher quality distribution in the populations of interest. In addition, our analysis contributes to the economics of education literature by considering the relationship between teacher quality and class size. In the presence of an interactive production function the policy problem may be to find an optimal combination of size and quality, in contrast to much of the existing literature which treats such interventions as mutually exclusive.
The use of randomised interventions to estimate causal relationships brings with it the promise of greater credibility of policy prescriptions based on econometric analysis. Many studies have been in the area of education, tackling questions such as the effects of class size, textbook allocation, grade-based tracking and teacher incentives. This approach, when successfully implemented, provides internal validity - achieving identification of the causal effect. It need not, however, provide external validity: identification of a causal effect that would occur in the implementation of the same intervention in other contexts. While the importance of both forms of validity has been known for some time in the broader social science literature, there have been only a handful of contributions dealing with external validity in the recent econometrics literature.

Chapter 1 shows in detail that if the (possibly reduced form) linear structural equation contains an interaction term involving the treatment variable, the average treatment effect will vary with the mean of the interacting variable. The analysis of the present chapter is premised on the claim that the relationship between class size and student outcomes may be a good example of such a relationship: class size may have an effect partly because it moderates the causal effect of other variables. Perhaps the most important of these is the effect of the teacher, which one strand of the literature argues is the most important school-based component of the education production function. Until recently, however, the literature could to a large extent be characterised by two types of contributions: those emphasising the role of teacher quality (or teacher effects more broadly) and those emphasising the importance of material factors, in which category class size analyses have been placed. In the present paper, by contrast, our interest is in how these two types of factors interact with each other. Given the 'production function' terminology we would argue that this kind of interdependence between inputs should be the default assumption. Within the literature on firms additively separable production functions are considered highly implausible and there is little reason to believe that the production of education is likely to be less complex than the production of goods.

Chapter 2 showed how, in a randomised evaluation satisfying certain conditions, a value-added teacher quality measure can be constructed so that it is orthogonal to class size. This is important because direct measures of teacher quality rarely exist and where they do it is not in association with experimental data on class size. That analysis therefore presents the possibility of estimating unconfounded interaction effects between size and, broadly defined, teacher quality using the same data. Our empirical analysis uses the Tennessee Student/Teacher Achievement Ratio project ('Project STAR') conducted in the late 1980s, which
satisfies the previously-stated requirements for constructing the teacher quality measure since students and teachers were randomly assigned to different size classes. Besides providing direct evidence relating to external validity, estimating an interactive functional form for quality and class size constitutes a contribution to the economics of education literature - to date no paper has addressed this issue. We are aware of one unpublished attempt in the education literature by Konstantopolous and Sun (2011); the differences between that analysis and the present one are discussed further in later sections. The analysis that follows thereby provides a first attempt at unifying the economic literatures on class size and teacher effects by showing how, in one context, the effect of class size appears to depend on class quality and vice versa. Since parts of the support of the relevant bivariate distribution - such as the high class sizes and low teacher quality found in many developing countries - are not present in our data the expectation ex ante is that the results will understate the extent of possible interaction effects between quality and size.

This kind of relationship raises difficult questions about the extent to which even the results of well-designed policy experiments can be responsibly used to make recommendations for policy in other geographical, or even temporal, contexts. Beyond that, in our specific example the stringent requirements for constructing a teacher quality measure raise a more insurmountable problem: achieving external validity may be impossible if key variables are not measurable, or otherwise incomparable, in the experimental or target populations. If relevant variables such as teacher quality are not available to researchers then even fully non-parametric approaches to extrapolation will fail. In this sense the present work can be considered a modest contribution to the literature on limitations to economic knowledge.

The closest contributions in the programme evaluation literature to the present chapter are the empirical analyses by Allcott and Mullainathan (2012) and Bold et al. (2013). Both these studies examine external validity in relation to the importance of programme implementation partners. Although more commonly considered a different form of heterogeneity to the subject of our concern - heterogeneity in programme, rather than heterogeneity in programme effects (Hotz et al., 2005) - this could also be formulated as an issue of interaction. Somewhat closer to our concern is the additional analysis by Bold et al. (2013) where the authors examine variation in the effect of the contract teacher intervention over geographical space, concluding that the limited variability supports claims to external validity of studies such as Duflo et al. (2011).
The remainder of the chapter is structured as follows. Section 3.1 summarises the literature on educational production functions with a particular emphasis on experimental or quasi-experimental analyses of class size effects, demonstrating why these constitute a valuable empirical case study for the external validity problem. Section 3.3 gives a more detailed overview of the STAR data than was provided in the previous chapter and discusses how the strengths of that experimental design enable our analysis of interactions. With this background, Section 3.4 presents the empirical analysis and considers robustness of these to alternative specifications and assumptions made regarding other aspects of the production function. There are some important additional technical issues - specification concerns when estimating interaction effects, choice of standard errors, the relevance of interaction for our quality measure and reflection effects - mentioned briefly in that section which require further consideration and these are addressed more fully in section 3.5. Section 3.6 locates our findings within the existing empirical literature and discusses the implications for external validity of class size effect estimates in general.

### 3.1 Educational production functions and class size effects

The issues of causal interaction discussed in Chapter 1 are entirely generic in the sense that they concern causal inference in general rather than any particular area of study. To demonstrate the empirical relevance of such issues requires, however, that we narrow our focus to a particular causal relationship of interest. This section explains three reasons for choosing the example of class size effects. First, these have been the subject of numerous high-quality studies based on either random or quasi-random variation across different contexts. Second, the apparent stability of these effects has been cited to substantiate the view that external validity of average treatment effects may often hold for questions of policy interest. Finally, we argue that although this point has been neglected in the literature on educational production functions, class size exemplifies the interaction problem because its primary causal effect may be through the moderation of the effects of other variables operating at the classroom level.

There is some overlap between our discussion here and that in 2.2, but this is necessary for completeness and the emphasis of the discussions is different.
3.1.1 Why class size?

The usefulness of randomised evaluations for informing policy has been the subject of a series of important recent debates. Most critical contributions rely either on theoretical or conceptual criticisms, or specific empirical illustrations of how policy questions may not be adequately addressed through a randomised evaluation. This is partly because there are very few areas in which enough experiments have been conducted to engage with a diversity of evidence. A notable exception is the case of educational interventions where there now exists a sufficient number of studies to justify thorough meta-analyses of the kind performed by Kremer and Holla (2009), Glewwe, Hanushek, Humpage, and Ravina (2011) and McEwan (2013). In this context experiments to test the effects of class size reductions have been specifically cited as a possible example of simple external validity, with Angrist and Pischke (2010: 24) noting that in the four studies they consider: "a ten-student reduction in class size produces about a 0.2 to 0.3 standard deviation increase in individual test scores". This provides one motivation for our study of class size using the Project STAR experiment.2

The second motivation is that, it will be argued, class size is a prime candidate for a variable whose effect is dependent on the value of other variables, implying an interactive functional form for the underlying data generating process. For instance, if a teacher is very bad it is plausible that greater exposure (lower class size) to that teacher has little, if any, positive effect whereas the opposite may be true for a high quality teacher. The only paper in the economics literature to have tackled this issue directly is Lazear (2001), who develops a theoretical model of the classroom as a public good that suffers from ‘congestion’ as pupil numbers increase. This model has been consistently overlooked by subsequent empirical studies, perhaps because of implausibly strong modelling assumptions regarding maximising behaviour of teachers and schools - a commonly-raised concern with structural approaches to econometrics in general (Heckman, 2000, Imbens, 2010, 2013). As Krueger (2003) notes, however, the structural approach does have the advantage that it "yields a specific functional form for the education production function" (Krueger, 2003: 54) and Keane (2010a,b) has noted the implications of that for randomised programme evaluations. So while structural interaction is implied by examining variation in treatment effects across other variables, most studies have neglected explicit consideration of appropriate functional form representations of class size. Even structural approaches such as Todd and Wolpin

---

2Related concerns about external validity are raised in a very recent article by Pritchett and Sandefur (2013), focusing empirically on returns to education and class size effects. The emphasis there, however, is more on cross-country comparisons of estimated parameters and possible selection into experimental samples.
(2003) begin methodological discussion with fully non-parametric models, but base empirical estimation on linear models with the simplest of additive forms. Some prescient discussion on this issue can be found in Hanushek (1979) and Ehrenberg, Brewer, Gamoran, and Willms (2001). The result is that some analyses - for instance Bandiera, Larcinese, and Rasul's (2010) quasi-experimental analysis of university class size effects - argue that results are 'generalisable' because of similarity in a few incidentally observed variables across contexts.

Some particularly relevant contributions to the class size literature are Krueger (1999), Krueger and Whitmore (2001), Nye et al. (2004) and Chetty et al. (2011) using the STAR data. Konstantopoulos (2011), Konstantopoulos and Sun (2011) and Jackson and Page (2013) follow Krueger (1999) in examining variation in the class size effect across other variables. Ding and Lehrer (2011a) and Chetty et al. (2011) show, however, that some of these relationships are no longer statistically significant when all covariates are considered simultaneously. Taking different perspectives on the external validity problem, Ding and Lehrer (2010a) examine possible Hawthorne effects in Project STAR and Rivkin and Jepsen (2009) consider limitations to extrapolation due to scale-up effects on the quality of available teachers by examining an actual class-size reduction programme in California. While Konstantopoulos and Sun (2011) is most similar to the present paper by virtue of its interest in how teacher effects may depend on class sizes in Project STAR, the substance of that paper is otherwise very different and, as discussed in a later section, less convincing.

By the 1990s there had been many hundreds of studies of the effect of class size on educational outcomes using non-experimental data (Hanushek, 1999, 2003). Subsequently many studies have used random or quasi-random variation; early examples in economics are Angrist and Lavy (1999), Krueger (1999), Hoxby (2000) and Krueger and Whitmore (2001). Krueger (2003) and Hanushek (2003) survey these and other studies but disagree on whether systematically large and positive class size effects have been identified. There are now too many recent contributions to detail here: Urquiola (2006), Browning and Heinesen (2007) and Bandiera et al. (2010) are more recent contributions but using similar approaches to estimation and identification to previous studies; Chingos (2012) and Choa, Glewwe, and Whitler (2012) provide evidence from new US states that implemented class size reduction policies; Urquiola and Verhoogen (2009) and Heinesen (2010) use regression-discontinuity strategies with class-size caps; and, Koenker and Ma (2006) implement quantile estimation extending earlier work by Levin (2001). Ding and Lehrer (2010a,b, 2011b) use the STAR data to examine treatment effect dynamics with similar results regarding effect decay found by Jacob, Lefgren, and Sins (2010) using non-experimental data from North Carolina.
3.2 A model of class size in educational production

To formalise these concerns and develop a basis for the subsequent empirical analysis, we propose a simple model of educational production in which class size is represented explicitly rather than as part of a generic vector of inputs. Based on that we outline an empirical strategy that utilises the randomisation in Project STAR to estimate interaction effects between class quality and class size.

As we saw in the preceding chapter, a general specification of educational production might look as follows:

\[ \text{Student achievement} = F(\text{Indiv}, Hhd, \text{Class}, \text{School}) + \text{error} \]

The majority of empirical contributions to the economics literature assume that all components of \( F() \) can be represented as additively separable.\(^4\) There are various problems with this from the perspective of class size studies. The most basic concern is the absence of justification for conceiving of class size as a factor that has a direct causal effect of its own. Arguments in favour of smaller classes in the education literature have often emphasised the effect on teachers' opportunity to interact with, and give greater attention to, individual students. Hattie (2005) provides a critical survey, while Blatchford and Mortimer (1994) discuss mechanisms and Blatchford, Goldstein, and Mortimore (1998) explicitly consider factors that may mediate the class size effect. Given this, one would expect that the effect on student outcomes partly depends on teacher competence, effort and ability, which together will be referred to as 'teacher quality'. That hypothesis is also implied by the more generic notion that larger classes 'dilute' the educational experience: the effect on educational achievement may depend on what the quality of the undiluted experience is.

In the economics literature, Lazear's (2001) 'disruption' model is the only representation that, to our knowledge, allows for the specific possibility that class size interacts with other class-level factors. The broad idea is the same, as Lazear puts it: "the cost of adding additional students can be thought of as a congestion effect" (Lazear, 2001: 779). That paper takes the insight in a different direction, however, as Lazear attempts to provide an explanation for why there is little consensus in the empirical literature on whether class size matters. In particular, the argument he makes is that class size is typically a choice variable for profit-maximising schools that has different optimal values in different situations. The key variable

\(^4\)Two exceptions are Figlio (1999) and Harris (2007), but the issues discussed in those papers are largely unrelated to our primary concerns - class size effects and external validity.
in that optimisation process is assumed to be student behaviour, as represented by a ‘disruption’ parameter representing the proportion of time a given student is behaving in class. The probability of disruption in a given class can be determined based on the distribution of this parameter within the class.

The assumptions required to derive the Lazear model are arguably inappropriate for empirical analysis concerning public schools, for which resource and class size decisions are often imposed externally. Instead, our analysis adopts a more agnostic approach, using a marginally more complicated form of the production function than traditionally used in the literature and thereby allowing class size to interact with other factors. Recent theoretical specifications of parametric forms of $F(\cdot)$ take into account the effect of past inputs as well as current ones, and do so in a manner that allows for some ‘decay’ in these effects over time (Todd and Wolpin (2003), Rothstein (2010)). As in Chapter 2 we build on that approach, assuming additive separability of individual- and school-level components. Now, however, we do not assume that teacher quality and class size are additively separable. One can then write the following more specific expression for the achievement of student $i$ in classroom $j$ in grade $g$ and school $k$, in which the role of class size is represented explicitly:

$$A_{ijgk} = \alpha_{0ijg} + \alpha_1 \sum_{h=1}^{g} \sigma^{\theta-h} H_{ih} + \beta \sum_{h=1}^{g} \lambda^{\theta-h} (1 - \delta C_{hj}) f(q_{hj}, R_{hj}, \alpha_{0,jh})$$

$$+ \alpha_2 \sum_{h=1}^{g} \delta^{\theta-h} G_{hk} + \sum_{h=1}^{g} \epsilon_{ihjk}$$

(3.1)

The individual-level ability parameter $\alpha_{0ijg}$ represents what the student would achieve even absent other factors; $H_{ig}$ represents the contribution of household factors that could include variables such as parental education and household income; $G_{igk}$ represents school-level factors which could include school management and school-level resources; and, $\epsilon_{ijgk}$ is an individual-specific error term. The remaining term captures our approach to class size, where $\bar{C}_{jg}$ is total class size and $C_{ijg} = \bar{C}_{jg} - 1$ is used to represent class size excluding the pupil in question. The variable $R_{ig}$ represents classroom resources, $q_{igj}$ is true teacher quality and $\alpha_{0,jg}$ is the mean ability of student $i$'s classmates. These inputs are converted into a ‘classroom effect’ by a production technology represented by $f(\cdot)$. In the case of one-on-one tuition (i.e. a personal tutor), $\alpha_{0,jg} = 0$ and $C_{ijg} = 0$ so $i$ gets

\[^5\text{In this case the subscript is best thought of as representing a sample mean: } \alpha_{0,jg} = 1/n_j \sum_{i=1}^{n_j} \alpha_{0,ijg}.\]
the full benefit of the classroom effect and there is no (positive or negative) peer effect. Every additional student reduces this effect by a factor of \( \delta \). The parameters \( \phi \), \( \lambda \) and \( \sigma \) represent the rate of decay of prior \( (h < g) \) realisations of the associated variables.

Assuming that child \( i \) is in the same class type up to the current grade \( (g) \), the average treatment effect under successful randomisation for two fixed class sizes \( C_1 \) (under treatment) and \( C_0 \) (the control) is:

\[
E[A_{ijgkiC_1}] - E[A_{ijgkiC_2}] = C_1 - E[A_{ijgkiC_0}g] = \beta \delta (C_1 - C_0) \sum_{h=1}^{g} E[\lambda^{h-f} f(q_{h}, R_s, \alpha_{ijh})] \tag{3.2}
\]

In other words, the representation of the educational production technology in (3.1) implies the type of context-dependent treatment effect discussed in Chapter 1.

Our approach in (3.1) differs from Lazear in a few respects. First, it explicitly relates the class size effect to the classroom effect. This is critical for consideration of the issues raised regarding interaction and external validity. Second, we do not develop a model of class size optimisation. Whether the model Lazear constructs is informative for empirical purposes is a moot point, but since our empirical application randomly allocates students to class types the issue of class size choice is arguably less of a concern.\(^6\) Finally, our model does not allow the marginal effect of additional students \( (8) \) to vary with the characteristics of students. Such a relationship could imply \( \delta = p(H_{ij}) \) - propensity to misbehave is associated with household factors - meaning that the expression in (3.2) may understate problems of external validity.

Our analysis differs from Todd and Wolpin (2003) in similar ways. That paper focuses on choice-based reasons why educational intervention effects identified in randomised trials may not address the policy question of interest, while class size

\(^6\)Of course, as the discussion in Chapter 1 makes clear, a structural approach would insist on modelling choice-based compliance with assignment along with issues such as substitution effects. Besides our consideration of interaction, the objective of our analysis is to follow as closely as possible the standard approach in the experimental programme evaluation literature. We therefore do not adopt the structural approach, using index models or otherwise; the merits of that method require dedicated work that is beyond the scope of the present thesis.
is subsumed in a generic term representing school-level inputs. The key contribution of Todd and Wolpin (2003), however, is the typology the authors provide of the importance of assumptions regarding effects of past inputs for the form of the production function and the data required to estimate these different forms. As in the preceding chapter, assuming no decay ($\phi = \lambda = \sigma = 1$) conveniently allows a more simple representation in first differences:7

$$\Delta A_{ijgk} = \Delta a_{0ijg} + \alpha_1 H_{ijg} + \beta (1 - \delta C_{ijg}) f(q_g^{*gj}, R_{ij}, \alpha_{0,jg}) + \alpha_2 G_{ijgk} + \epsilon_{ijgk} \quad (3.3)$$

The subsequent empirical analysis favours an approach premised on the simplified representation in (3.3) - either using first differences or controlling for past scores. Nevertheless, the fact that there is some contention regarding the form of these specifications should, as with other class size analyses, be seen as a caveat to the results.

### 3.3 Project STAR: ‘the Barbary steed’ of the class size literature

To empirically test for interaction between teacher quality and class size, we utilise arguably the best-known dataset in the class size literature from the Student/Teacher Achievement Ratio project, better known as ‘Project STAR’. This was a randomised policy experiment conducted in Tennessee in the late 1980s that aimed to assess the benefits (if any) of reductions in class size. In addition to the programme design, the dataset - Achilles et al. (2008) - has the advantage that it is has been used for numerous class size studies, has therefore been exhaustively documented, and is publicly accessible. Mosteller (1995) is an accessible overview of the study and results from initial studies, and Finn, Gerber, and Boyd-Zaharias (2005) provide a later, short overview of the findings from much of the research in the education literature. The data has been used only more recently by economists, beginning with Krueger (1999) and extending to a number of more recent contributions (noted in the previous section) that consider some of the empirical and theoretical complications in more detail. Schanzenbach (2006) provides an assessment of what has been learned from the studies in education and early studies in economics and Rockoff (2009) provides an overview of older class size experiments in the United States. In the context of a debate on the relative merits of different sources of evidence - see Hanushek (2003) - Krueger

---

7This corresponds to equation (7) in Todd and Wolpin (2003).
3.3.1 Data overview

Project STAR was conducted over four years from 1985 to 1989 in the state of Tennessee in the United States, involving 11,600 students, 79 schools and 1,341 teachers (classes). The intervention began in kindergarten and finished in Grade 3. School participation was on an opt-in basis, which - along with enrolment requirements and deliberate over-sampling of schools with higher proportion of students receiving free lunches - means that the programme population of schools is not a random sample of Tennessee schools. Krueger (1999) suggests, however, that beyond enrolment there is little evidence of systematic differences from state averages on other variables. There were three types of classes in the study: 'small' (13-17 students), 'regular' (22-25 students) and 'regular with an aide' (also 22-25 students but with a full-time teaching aide). Both students and teachers were randomly assigned to class types. Concern has been expressed in the literature that regular classes had part-time (as opposed to full-time in the aide treatment) teaching aides after kindergarten (Krueger, 2003: 500-501), which would confound identification of an aide effect. Furthermore, after preliminary analysis appeared to show no effect of aides in kindergarten, children in regular classes were randomly reassigned in Grade 1 across classes with and without aides.9

Children in the programme completed various tests of academic performance at the end of each year, but an important limitation is that no baseline information is available on achievement either prior to entering the programme or at the moment of entry. If a child was assigned to a small or regular class, the intention of the experimental design was that they should remain in that class type throughout the programme. Therefore the group with the longest 'exposure' to treatment were those who entered a programme school in kindergarten and remained in that school until the end of Grade 3. Any child who entered a programme school after kindergarten (which was not legally mandatory) and before the end of the programme was randomly assigned to one of the class types. Students leaving schools exited the programme, although measures of post-programme outcomes may be available for some of these children. As the experiment involved only one cohort across different grades, each teacher was observed only once. The

---

8 The majority of schools - 80% - had four grades or less, so it would not have been possible to continue the programme beyond Grade 3 in most of the original programme schools.

9 Krueger (2003: 499) suggests that this was to mollify some parents whose children ended-up in regular classes without aides.
study captured basic characteristics of teachers - such as experience, gender, race and level of education - but there was no attempt in the primary experiment at measuring teacher quality directly.\textsuperscript{10}

Due to differing grade-level enrolments at different schools, and the nature of the design, there is variation within treatment groups in class size. Schools were only accepted into the programme if they had sufficient numbers of children for at least one class of each type (i.e. 57 students in the grade). Beyond this threshold, larger numbers could be accommodated by increasing class sizes to the permitted maximum (for grades with up to 67 students) and then adding additional classes. For example, a 70 student grade could be accommodated by assigning an additional small class.\textsuperscript{11} Besides grade size there does not appear to be any relation between this variation and other factors. That is relevant for the objectives of this paper, since the interactive model of education production suggests that using actual class size is preferable to using the binary treatment variable and that is the approach that will be taken in the empirical analysis.

The achievement measures we focus on, following other studies and the models in (3.1) and (3.3), are outcomes in Stanford Achievement Tests (SATs) in reading and mathematics. Krueger (1999) reports similar results across the SATs and the Tennessee-specific Basic Skills First tests that were administered from Grade 1.\textsuperscript{12} An important point is that we use the SAT scaled scores as provided. This allows us to estimate value-added specifications since scores are comparable across grades.\textsuperscript{13}

\textsuperscript{10}There was one \textit{ex post} attempt at measuring quality using subjective assessments for a sub-sample of teachers, which found that teachers with higher student score gains also scored more highly on subjective assessments. Reconstructing the likely sub-sample, chapter 2 showed a good match between that and the ranking based on our class size-independent quality measure. Unfortunately, as noted there, we have not been able to obtain teacher-specific data for the subjective quality measures.

\textsuperscript{11}The exhaustive class allocation plan is provided in the official Project STAR technical report by Word et al. (1990).

\textsuperscript{12}Table 2 in Finn et al. (2005) gives an overview of the various measures available, including some non-achievement measures. Among the achievement measures are also two less-often used SAT measures: 'listening scale' and word recognition tests.

\textsuperscript{13}By contrast, Mosteller (1995) norms to national performance while Krueger (1999) normalizes within the regular class types and then assigns a percentile to students in small classes based on that distribution. Besides giving an interpretation to coefficients in terms of score percentiles, this may also be motivated by concerns of comparability. However, the information we have been able to find suggests that while scaled scores from the (9th) edition of the SATs that was used cannot be compared across subjects, they can be compared \textit{across grades within subject} (see for instance Finn and Achilles, 1990: 562).
Some recent studies, such as Krueger and Whitmore (2001) and Chetty et al. (2011), have extended the basic STAR dataset to include data on the post-programme outcomes of participants such as their earnings and whether they wrote a college entrance examination. While it would be interesting to apply a similarly-motivated analysis to that data, the core dataset - Achilles et al. (2008) - is most suited to our primary interest.\footnote{See Finn, Zaharias, Fish, and Gerber (2007) for a basic user guide to the core data and some of its extensions. Note that various measures of achievement are also available from Grade 4 onward, but participation rates vary substantially across these measures which implies the possibility of confounding selection.}

In any experimental evaluation the actual success of random assignment is always a key concern in establishing whether internal validity has been achieved. To our knowledge, all studies of STAR have found that the initial assignment process was successful - see for instance Krueger (1999) and Hanushek (1999) - and we will not repeat the detail of those findings here. With an experiment that has a longitudinal component, however, there is the additional concern that attrition may act as a confounding factor. Although outward attrition was sizeable - various authors have noted that less than one-half of students participated in the full programme - the conclusion of studies such as Krueger’s (1999) has been that there is no systematic selection that would bias estimated coefficients. This has, however, been disputed by Hanushek (1999). The main purpose of the present paper, being concerned with the importance of interactive specifications relative to past fully linear specifications, is such that we need not delve any further into these internal validity analyses. Where an additional contribution is required is in relation to a classroom effect measure that separates class/teacher quality and class size.

### 3.3.2 Separating class size and quality

In testing for interaction effects between a treatment variable and other variables one important concern, although often not given due attention in most empirical work examining ‘treatment heterogeneity’ of this kind, is that a covariate that has not been randomly assigned may introduce an endogeneity problem. This challenge is, for example, neglected by Mueller’s (2013) recent paper on interaction effects between teacher experience and class size in STAR, meaning that paper does not in fact identify a causal effect of experience per se. The ideal situation, therefore, is where both variables hypothesised to interact have been randomised. In most instances that occurs where this is an explicit component of multiple-arm experimental designs (Cox and Reid, 2000). In our model in (3.1) the two interacting variables are class size and classroom effect/teacher quality. In Project STAR
random assignment was explicitly associated with class type: students and teachers were randomly assigned to either small or regular classes, and within regular classes to those with or without a teaching aide. This means that within schools the quality of the teacher a given student received was effectively randomly assigned from the quality distribution of teachers in that school and grade.

Chapter 2 laid out our contribution in this regard, following other authors - most notably Chetty et al. (2011) - that have constructed class quality measures using the STAR data. The key difference is that those measures are not independent of class size and therefore cannot be used to estimate interaction effects. Chetty et al. (2011) construct an 'omnibus' measure of class quality in STAR but, as the name implies, not in a way that allows separate consideration of class size. Nye et al. (2004) propose limiting the analysis to schools with at least two classes of each type in order to allow comparisons of teachers in the same class type in the same school but this does not quite address our interest. Konstantopolous and Sun (2011) ostensibly aim to isolate teacher effect residuals in a hierarchical linear model in order to examine interactions with class size but do not, in fact, provide any description of this process or empirical results from it. Instead the authors report quantile regressions on teacher effects within each class type and without meaningful comparisons across these. Our insight in Chapter 2 was to utilise the fact that the distribution of teacher quality across schools ought, by virtue of random assignment within schools, to be approximately the same across class types. If we then create a quality measure, or ranking, using all teachers in the experimental sample for a particular grade within each class type, this would allow comparisons of relative teacher quality within schools.

To illustrate again, consider two kindergarten teachers in a single school selected for the STAR experiment, one (R) randomly assigned to a regular class the other (S) to a small class. For every kindergarten teacher in the sample we calculate the mean student test score gain on common, standardised tests for the students in their class. The method ranks teacher R relative to all other teachers in the experiment that were assigned to regular classes and teacher S relative to all others in small classes, based on the mean score gain. Assume R ranks at the 20th percentile of regular class teachers. The same process ranks S at the 40th percentile among teachers in small classes. From this we conclude that the quality of teacher R is higher than that of teacher S since all school effects are shared and random assignment of students to classes should ensure that mean student ability is approximately the same. The difference between their percentile positions provides a quantitative measure of differences in quality. By first defining quality within class type we eliminate the effect of class size from this variable thereby
enabling estimation of plausibly unconfounded interaction effects.\textsuperscript{15}

We now proceed to our primary empirical contribution: investigation of the existence of class size-teacher quality interaction effects in the STAR data.

3.4 Empirical analysis: quality matters for class size effects

In estimating interaction effects our choice of regression specifications aims to stay as close to the extant literature as possible, specifically Krueger's (1999) approach to estimating treatment effects from the STAR data. However, our choice of teacher value-added measure draws attention to the fact that what is of interest in a given grade is the change in a student's score, not the actual score level since - under our assumptions - the latter is more likely to be confounded by cumulative, unmeasured factors.

In this section we report results from tests of the size-quality interaction hypotheses using the Project STAR data. Using our quality variable we estimate our primary regression equations for Grades 1-3 in the STAR experiment. Recall that omission of kindergarten follows from the fact that there were no baseline test scores and tests were written at the end of the academic year. This is not ideal, since as discussed below, some authors have argued that the largest effects in STAR are observed in the kindergarten year.\textsuperscript{16} However, those studies focus on levels-based dependent variables that are unsatisfactory for our purposes. As we will see from the empirical results, however, this choice is not inconsequential.

The change in test score on a particular subject - either maths or reading - of child $i$ is regressed on a vector of explanatory variables from the current period: teacher quality measure, class size, a quality-size interaction term, individual-specific characteristics (race, gender and whether the child is receiving a fre
lunch), school location (urban, rural, suburban or inner city) and school and entry-year fixed effects. The regression equation can be expressed as:

\[ \Delta A_{ijk} = \beta_0 + \beta_1 C_j + \beta_2 q_{ij}^D + \beta_3 C_j q_{ij}^D + G_k + X_i \lambda + \alpha_g + \alpha_s + \nu_{ijk} \]  

(3.4)

One seeming oddity of the above expression is that school fixed effects are included even though the dependent variable is differenced. Note, however, that this follows directly from the expression in (3.3), which implies that under a cumulative specification of the production function school effects may be relevant predictors of student achievement changes or trajectories. These fixed effects are included primarily because our quality measure is only valid for within-school comparisons. This, in turn, follows from the fact that randomization of teachers and students took place within schools (Krueger, 1999: 523).

The variable \( q^D \) is our teacher/class quality measure based on score differences. As with authors such as Chetty et al. (2011), Nye et al. (2004) and Konstan­topoulos and Sun (2011) we do not commit ourselves to an interpretation of the coefficient on this classroom effect \( \beta_2 \); the underlying causal channels could consist of a variety of factors whether the outcome variable is test scores (as in our case) or adult earnings. Furthermore, for our purposes the overriding interest is in two issues:

1. Whether interaction between quality and class size is statistically significant: \( \beta_3 = 0? \)

2. The relative magnitude of interaction: how does \( \beta_3 q_{ij}^D \) compare to \( \beta_1 \) for various values of \( q^D \); and, how does \( \beta_3 C_j \) compare to \( \beta_2 \) for different class sizes?

One important caveat is necessary regarding the intuition for the quality measure discussed in the previous section. In Chapter 2 the rationale for our quality measure is illustrated using an educational production function in which class size and teacher quality enter additively. Thus the formal justification for the quality measure is premised on a model that assumes the null hypothesis (non-interaction) to be true. This allows us to test the null hypothesis that the interaction effect is zero, but if the effect is significantly different from zero the magnitude of the estimated coefficient must be treated with caution. 17

17The direction of the bias is an empirical rather than analytical question, since it depends on the extent to which the interaction with class size may affect an individual teacher’s VAM score.
One last point to note is that the quality variable utilised in our regressions, as in section 2.4.5, omits the individual’s own test score in calculating the class average score change. This is to avoid a direct form of bias in the quality variable that could possibly lead to bias in the coefficient of the interaction effect. In practice, therefore, the quality measure used \(q^d\) is calculated using class-average score changes \(q^d_i\), for individual \(i\) experimentally assigned \(C_T\). The subscript \(i\) indicates that individual \(i\)’s value is excluded.

\[
q^D_{ijk} = \frac{q^d_{ijk} - E[q^d_{ijk}(C_T)]}{\sigma^d_{ij}}
\]

A similar 'leave-out mean' approach is taken by Chetty et al. (2011) in constructing their quality measure \(q^C\), which can then be written as:

\[
q^C_{ijk} = \frac{1}{(n_{jk} - 1)} \sum_{j=1}^{n_{jk}} A_{ijk} - \frac{1}{\sum_{j=1}^{n_{jk}-1}} \left( \sum_{j=1}^{n_{jk}} \sum_{i=1}^{n_{jk}} A_{ijk} - A_{ijk} \right)
\]

### 3.4.1 Main results

The results are presented by subject and grade, where the quality variable has been constructed using score changes for that subject, on the assumption that teacher 'quality' may vary by subject. The dependent variable is standardised Stanford Achievement Test scores. Following a somewhat similar method to Krueger (1999) we standardise these dependent variable scores by the mean and standard deviation of scores from regular classes only. Krueger’s approach is to construct percentiles using all regular and aide classes and locate scores from small classes within that distribution. Our intention is instead to express coefficients as the effect on the dependent variable in terms of standard deviations of test scores in regular-sized classes.\(^{18}\)

As noted by Cox and Reid (2000): "the significance (or otherwise) of main effects is virtually always irrelevant in the presence of appreciable interaction." (Cox and Reid, 2000: 107). Hence we report estimates of the marginal effects of the

\(^{18}\)To confirm that this works, define \(Z\) as the variable of interest and \(Y\) as the standardised equivalent: \(Y = \frac{Z - \mu}{\sigma}\), where \(\mu\) and \(\sigma\) are the mean and standard deviation of some sub-group of \(Z\). Furthermore, we have the average treatment effect as: \(\alpha = E[Y|C_1] - E[Y|C_0]\). Rewriting in terms of \(Z\): \(\alpha = (1/\sigma)(E[Z|C_1] - \mu) - (1/\sigma)(E[Z|C_0] - \mu)\). Hence we have: \(\text{ATE}(Z) = \sigma \text{ATE}(Y)\). So our estimated coefficient will be in terms of the standard deviations of the sub-group.
two variables of interest taken at fixed values of the other. 19 The corresponding regression results, which we discuss further in the next subsection, can be found in column (4) of Tables 3.3-3.8. In addition we report the marginal effect of being in a class with a teaching aide, which in the absence of a more complicated specification is simply the regression coefficient on the dummy variable. What is of interest here in relation to the interaction effects is not so much the significance of a given marginal effect, but rather the differences in marginal effects as estimated across the distribution of the interacting variable.

Table 3.1 and 3.2 summarise the results of the marginal effects from our preferred specification, using mathematics and reading scores respectively. The dependent variable is score changes and we control for individual-level characteristics (receiving a free lunch, gender and race) as well as school and entry year fixed effects. As discussed above, while one oft-invoked advantage of difference-based specifications is that they remove time-invariant fixed effects, there are plausible cumulative formulations of the education production function in which school fixed effects are not removed by score differencing. Given the heavy reliance of the entire analysis on within-school random assignment we therefore follow Krueger (1999) in controlling for fixed effects even in specifications using first differences. 20 We use actual class size as an explanatory variable and hence to construct the interaction variable with class quality. This corresponds to specification (4) in the regression results reported in Section 3.4.3, which shows that alternatives - class assignment dummy or use of this as an instrument - do not affect the statistical significance or magnitude of our main results.

19 This makes use of the margins and marginsplot commands in recent versions of the Stata package.
20 In separate analysis, not shown, we find that excluding these fixed effects does not materially change our conclusions or markedly affect precision of the estimates.
Table 3.1 - Marginal effects of quality and size on score changes: Mathematics

<table>
<thead>
<tr>
<th>dA/dQ C=13</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.552***</td>
<td>0.619***</td>
<td>0.612***</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.031)</td>
<td>(0.030)</td>
</tr>
<tr>
<td></td>
<td>0.517***</td>
<td>0.576***</td>
<td>0.580***</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.020)</td>
<td>(0.021)</td>
</tr>
<tr>
<td></td>
<td>0.474***</td>
<td>0.522***</td>
<td>0.540***</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.018)</td>
<td>(0.017)</td>
</tr>
<tr>
<td></td>
<td>0.447***</td>
<td>0.496***</td>
<td>0.516***</td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td>(0.024)</td>
<td>(0.022)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>dA/dC Q=p25</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.011**</td>
<td>0.008*</td>
<td>0.013**</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td></td>
<td>-0.017***</td>
<td>0.001</td>
<td>0.006**</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td></td>
<td>-0.021***</td>
<td>-0.006</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Aide</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.079**</td>
<td>0.094***</td>
<td>0.904</td>
</tr>
<tr>
<td></td>
<td>(0.035)</td>
<td>(0.030)</td>
<td>(0.039)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R^2</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.31</td>
<td>0.36</td>
<td>0.35</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3,579</td>
<td>4,210</td>
<td>4,372</td>
</tr>
</tbody>
</table>

Columns show, for Grades 1 to 3, the marginal effects of class quality, size and teaching aide in Project STAR from our preferred specification in which mathematics end-of-year score changes are regressed on quality, class size, a quality-size interaction variable, aide dummy and a vector of controls for individual student’s race, gender and free lunch receipt. Additional variables control for school location, school fixed effects and entry year effects. Asterisks represent p-values as follows: * p < 0.1; ** p < 0.05; *** p < 0.01. Marginal effects are evaluated at the upper and lower limits of the class size categories (13 and 17 for ‘small’, 22 and 25 for ‘regular’) and the 25th, 50th and 75th percentiles of the quality distribution.
Table 3.2 – Marginal effects of quality and size on score changes: Reading

<table>
<thead>
<tr>
<th></th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>dA/dQ C=13</td>
<td>0.452***</td>
<td>0.391***</td>
<td>0.505***</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.036)</td>
<td>(0.034)</td>
</tr>
<tr>
<td>C=17</td>
<td>0.436***</td>
<td>0.390***</td>
<td>0.461***</td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.024)</td>
<td>(0.023)</td>
</tr>
<tr>
<td>C=22</td>
<td>0.415***</td>
<td>0.390***</td>
<td>0.405***</td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.021)</td>
<td>(0.020)</td>
</tr>
<tr>
<td>C=25</td>
<td>0.403***</td>
<td>0.389***</td>
<td>0.373***</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td>(0.028)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>dA/dC Q=p25</td>
<td>-0.028***</td>
<td>0.006</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Q=p50</td>
<td>-0.031***</td>
<td>0.006</td>
<td>-0.000</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Q=p75</td>
<td>-0.033***</td>
<td>0.006</td>
<td>-0.007</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Aide</td>
<td>0.191***</td>
<td>0.041</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.034)</td>
<td>(0.033)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.34</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>$N$</td>
<td>3,609</td>
<td>4,174</td>
<td>4,374</td>
</tr>
</tbody>
</table>

Columns show, for Grades 1 to 3, the marginal effects of class quality, size and teaching aide in Project STAR from our preferred specification in which mathematics end-of-year score changes are regressed on quality, class size, a quality-size interaction variable, aide dummy and a vector of controls for individual student's race, gender and free lunch receipt. Additional variables control for school location, school fixed effects and entry year effects. Asterisks represent p-values as follows: * p < 0.1; ** p < 0.05; *** p < 0.01. Marginal effects are evaluated at the upper and lower limits of the class size categories (13 and 17 for 'small', 22 and 25 for 'regular') and the 25th, 50th and 75th percentiles of the quality distribution.
Looking at the point estimates, the qualitative nature of the results is broadly the same across grades and subjects. First, the positive effect of quality decreases with class size. Second, where the marginal effect of class size is significant, it becomes more negative with higher quality. As with some other studies using the STAR data the strongest results are found for earlier grades. While Chetty et al. (2011) focus on kindergarten, because we are using score changes and no baseline tests were conducted the earliest grade we can utilise is Grade 1 and this gives the strongest results in terms of statistical significance of marginal effects and interaction. As measured by the $R^2$, the proportion of the variance in scores explained by the independent variables is substantially lower for reading scores in Grade 2 and 3.

Note that contrary to other authors our primary interest is not in the marginal effect of class size (à la Krueger (1999)) or class quality (as per Chetty et al. (2011)) but rather how each effect varies across the other variable. The largest such differences are in the results for Grade 1 mathematics. At the largest assigned class size (25) a one standard deviation increase in quality increases achievement change by 0.45 of a standard deviation, but at the smallest assigned size (13) increases by 0.55 of a standard deviation: an increase of 23.5% from the large class effect. Similarly, at low quality levels (the 25th percentile of this particular population) a one-student increase in class size decreases achievement change by 0.1 of a standard deviation, but at higher quality levels (the 75th percentile) it decreases achievement change by 0.2 of a standard deviation: a doubling of the class size effect. These differences are smaller for Grade 1 reading, being 12% and 18% respectively.

The insignificance, or possible positive effect, of class size in later grades may appear to contradict the findings of Krueger (1999: Table V, 112) who reports similar estimates across all four grades. The difference, we suggest, is due to the choice of the dependent variable. Krueger regresses score levels on class size and controls. If the educational production function is cumulative with low decay then a large effect in kindergarten followed by small or no effects in higher grades may still produce large and significant coefficients in regressions using score levels from the higher grades; by virtue of high correlation between assignment from year-to-year one cannot distinguish when the effect took place.\footnote{And note that with the exception of the distinction between regular classes with and without aides, over which students were re-randomised from kindergarten to Grade 1, the experimental design intends for there to be perfect correlation across years in assignment. Anything less than this indicates some level of non-compliance, which as we noted in the previous section is - fortunately - fairly small.}
Although Krueger (1999), and Krueger and Whitmore (2001), preceded publication of Todd and Wolpin's (2003) valuable typology, Krueger (1999) does attempt to estimate the cumulative effect of assignment by estimating the coefficient on a variable representing cumulative years in small classes using pooled data. Doing so he concludes that the largest effect comes from initial assignment, but that the effect of subsequent years is still positive and significant. As a consequence, Krueger dismisses the value-added specification (Krueger, 1999: 523) of the kind we favour here, because it fails to capture the large initial effect of assignment. This is less of a problem for our primary purpose in the present paper, namely the estimation of interaction effects. If anything it may indicate that the magnitude of our results is understated. Suffice to say that our findings are not irreconcilable with Krueger's.

A somewhat surprising result is that besides being largely insignificant for Grade 2 and 3 achievement changes in reading scores, class size appears to have a positive effect on changes in mathematics achievement in low quality classes in these grades. In other words, for class quality at the 25th percentile larger classes have a positive effect. One needs to be somewhat cautious in interpreting this result. Comparing the class size coefficient in columns (1) and (9) of Table 3.6 and 3.8 shows that the positive coefficient arises from using score changes as the dependent variable rather than score levels, meaning that the positive effect has nothing to do with our inclusion of a quality measure or interaction effect. This suggests one particular explanation: the positive coefficient in Grades 2 and 3 may reflect a catch-up effect on the part of students in larger classes, given an initial advantage that accrued to students who were in small classes in kindergarten or Grade 1. In this respect note that - consistent with the preceding literature, such as Krueger (1999) - the net effect of class size remains negative: the benefit of a smaller class in earlier years is larger than the apparently low or negative effect in later years. That can be seen in columns (5)-(9) of Tables 3.3-3.8, which report the coefficient on class size for a specification using score levels as the dependent variable. Taking this into account, one can see that the direction of the interaction effect is consistent across grades and subjects, with higher teacher quality being associated with a more beneficial effect of smaller classes.

A second, perhaps more unexpected, result is the significance of having a teaching aide in a regular-sized classroom. The effect size ranges from 0.08 and 0.094 of a standard deviation for Grade 1 and 2 mathematics, to 0.191 of a standard deviation for Grade 1 reading. The extant literature using the STAR data reports no significant effect of an aide and as a result many authors collapse the 'regular' and 'regular with aide' categories into one. The possible explanation for this result
is less clear, but in the next subsection - and further to the discussion above - we discuss the role played by different aspects of the chosen specifications.

Graphs 3.1 - 3.3 illustrate our results for mathematics scores of the marginal effect of quality across different class sizes. The corresponding graphs for reading are shown in Appendix D.1. Looking at Grade 1, for example, differences in point estimates indicate the same qualitative conclusion in both cases: a negative effect of class size that increases in magnitude as quality increases. In the case of mathematics the rate of increase is somewhat higher than for reading although the absolute value of the latter coefficient is larger for each quality decile.

Figure 3.1 – Marginal effect of class size across quality deciles
Figure 3.2 – Marginal effect of class size across quality deciles

Note: Estimates from a regression of standardised score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the 'marginplot' command in Stata12.
Figure 3.3 – Marginal effect of class size across quality deciles

Effect of class size across quality
Grade 3 mathematics

Note: Estimates from a regression of standardised score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the ‘marginsplot’ command in Stata12.
The results, again using mathematics scores, showing the marginal effect of class across different quintiles of the quality distribution are in graphs 3.4 - 3.6. The corresponding graphs for reading are in appendix D.2.

In all our regressions, precision of estimates is a serious constraint even for estimating simple interactive models, as can be seen from the relatively wide confidence intervals in these graphs. There are some interesting characteristics of the standard errors in these regressions but we follow the applied econometrics literature in, conservatively, using the largest standard errors. In this case the largest variances are from the 'conventional' standard errors (calculated under the assumption of homoscedasticity and no clustering), not those that account for clustering. The broader implication of this lack of precision, arising in no small part due to our exploiting within-school variation, is that it limits our ability to test more complicated forms of the education production function. We discuss both these points in more detail in the next section, but suffice to say that there are good reasons to believe that our basic findings ought not to be compromised by either issue.

22McEwan's (2013) survey of programme evaluations in education provides a fairly detailed discussion of power limitations of this sort.
Figure 3.4 – Marginal effect of quality across class sizes

Note: Estimates from a regression of standardized score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the "marginsplot" command in Stata12.
Figure 3.5 - Marginal effect of quality across class sizes

Effect of quality across class sizes
Grade 2 mathematics

Note: Estimates from a regression of standardised score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the 'marginsplot' command in Stata12.
Figure 3.6 – Marginal effect of quality across class sizes

Effect of quality across class sizes
Grade 3 mathematics

Score change (std deviations)

Class size

Note: Estimates from a regression of standardized score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the ‘marginsplot’ command in Stata12.
3.4.2 Importance of the dependent variable

The regression model estimated in Tables 3.1 and 3.2 follows directly from our conceptualisation of the education production function in earlier sections. Nevertheless, it is important to note the sensitivity of results to other specifications. Tables 3.3 - 3.8 examine in more detail the effect of including certain controls and not others, on score changes and levels. An obvious specification check when utilising a differenced dependent variable is to estimate a specification with the current year's value as dependent variable and the preceding year's observation as an additional explanatory variable, thereby relaxing the implicit constraint that the latter coefficient be equal to one. As shown in column (5) of Tables 3.3 - 3.8, though the results do sometimes differ relative to our preferred specification, significant interaction effects are found with both specifications so this does not materially affect our overall findings.
Table 3.3 - Different specifications: Grade 1 mathematics

<table>
<thead>
<tr>
<th>qD</th>
<th>Score changes ($\Delta A_1$)</th>
<th>Score levels($A_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Class size</td>
<td>-0.099*** (0.004)</td>
<td>-0.011*** (0.004)</td>
</tr>
<tr>
<td>qD Maths</td>
<td>0.666*** (0.091)</td>
<td>0.666*** (0.090)</td>
</tr>
<tr>
<td>Interaction</td>
<td>-0.009** (0.005)</td>
<td>-0.009* (0.005)</td>
</tr>
<tr>
<td>Aide</td>
<td>0.077** (0.034)</td>
<td>0.079** (0.035)</td>
</tr>
<tr>
<td>Score$_{t-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.25</td>
<td>0.30</td>
</tr>
<tr>
<td>$N$</td>
<td>4,163</td>
<td>3,655</td>
</tr>
</tbody>
</table>

Each column shows coefficient estimates from various specifications of an education production function, using the Project STAR public use dataset. Column (4) is our preferred specification - used to calculate marginal effects in Tables 3.1 and 3.2 - in which score changes are regressed on a value-added quality variable ($q^D$) constructed using scores for the same subject as the dependent variable, class size, a size-quality interaction term, aide dummy and a vector of covariates that are not shown. These are: individual student's race, gender and free lunch receipt as well as school location, school fixed effects and entry year effects. All specifications except columns (1)-(3) use these controls. Columns (1)-(4) have score changes as the dependent variable whereas score levels are used in columns (5)-(9). Asterisks represent $p$-values as follows: * $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$. 
Table 3.4 — Different specifications: Grade 1 reading

<table>
<thead>
<tr>
<th>qD</th>
<th>Score changes (ΔA&lt;sub&gt;t&lt;/sub&gt;)</th>
<th>Score levels(A&lt;sub&gt;t&lt;/sub&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Class size</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.019***</td>
<td>-0.019***</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>qD Read</td>
<td>0.517***</td>
<td>0.520***</td>
</tr>
<tr>
<td></td>
<td>(0.089)</td>
<td>(0.088)</td>
</tr>
<tr>
<td>Interaction</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.005</td>
<td>-0.004</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Aide</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.185***</td>
<td>0.191***</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.036)</td>
</tr>
<tr>
<td>Score&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.25</td>
<td>0.30</td>
</tr>
<tr>
<td>N</td>
<td>4,010</td>
<td>3,685</td>
</tr>
</tbody>
</table>

Each column shows coefficient estimates from various specifications of an education production function, using the Project STAR public use dataset. Column (4) is our preferred specification - used to calculate marginal effects in Tables 3.1 and 3.2 - in which score changes are regressed on a value-added quality variable (q<sub>D</sub>) constructed using scores for the same subject as the dependent variable, class size, a size-quality interaction term, aide dummy and a vector of covariates that are not shown. These are: individual student’s race, gender and free lunch receipt as well as school location, school fixed effects and entry year effects. All specifications except columns (1)-(3) use these controls. Columns (1)-(4) have score changes as the dependent variable whereas score levels are used in columns (5)-(9). Asterisks represent p-values as follows: * p < 0.1; ** p < 0.05; *** p < 0.01.
Table 3.5 – Different specifications: Grade 2 mathematics

<table>
<thead>
<tr>
<th></th>
<th>Score changes ($\Delta A_2$)</th>
<th>Score levels($A_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Class size</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.006*</td>
<td>0.005*</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>qD Maths</td>
<td>0.773***</td>
<td>0.758***</td>
</tr>
<tr>
<td></td>
<td>(0.074)</td>
<td>(0.074)</td>
</tr>
<tr>
<td>Interaction</td>
<td>-0.011***</td>
<td>-0.011***</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Aide</td>
<td>0.096***</td>
<td>0.094***</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>Score_{t-1}</td>
<td>0.17</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.17</td>
<td>0.35</td>
</tr>
<tr>
<td>$N$</td>
<td>4,656</td>
<td>4,403</td>
</tr>
</tbody>
</table>

Each column shows coefficient estimates from various specifications of an education production function, using the Project STAR public use dataset. Column (4) is our preferred specification - used to calculate marginal effects in Tables 3.1 and 3.2 - in which score changes are regressed on a value-added quality variable ($qD$) constructed using scores for the same subject as the dependent variable, class size, a size-quality interaction term, aide dummy and a vector of covariates that are not shown. These are: individual student’s race, gender and free lunch receipt as well as school location, school fixed effects and entry year effects. All specifications except columns (1)-(3) use these controls. Columns (1)-(4) have score changes as the dependent variable whereas score levels are used in columns (5)-(9). Asterisks represent p-values as follows: * $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$.  


Table 3.6 – Different specifications: Grade 2 reading

<table>
<thead>
<tr>
<th>qD</th>
<th>Score changes ((\Delta A_2))</th>
<th>Score levels((A_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Class size</td>
<td>0.009*** 0.009** 0.006 0.006</td>
<td>0.006** -0.024*** -0.024*** -0.021*** -0.016***</td>
</tr>
<tr>
<td></td>
<td>(0.004) (0.003) (0.004) (0.004)</td>
<td>(0.003) (0.004) (0.004) (0.004) (0.003)</td>
</tr>
<tr>
<td>qD Read</td>
<td>0.398*** 0.395*** 0.393***</td>
<td>0.299*** 0.285*** 0.175***</td>
</tr>
<tr>
<td></td>
<td>(0.085) (0.085) (0.086)</td>
<td>(0.057) (0.084) (0.020)</td>
</tr>
<tr>
<td>Interaction</td>
<td>-0.001 -0.001 -0.000</td>
<td>-0.002 -0.005</td>
</tr>
<tr>
<td></td>
<td>(0.004) (0.004) (0.004)</td>
<td>(0.003) (0.004)</td>
</tr>
<tr>
<td>Aide</td>
<td>0.036 0.041 0.055** 0.095***</td>
<td>0.055** 0.095*** 0.096*** 0.085***</td>
</tr>
<tr>
<td></td>
<td>(0.033) (0.034) (0.022) (0.033)</td>
<td>(0.023) (0.033) (0.033) (0.033)</td>
</tr>
<tr>
<td>Score_{t-1}</td>
<td>0.014***</td>
<td>(0.006)</td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.15 0.21 0.21 0.22</td>
<td>0.58 0.29 0.29 0.28 0.28</td>
</tr>
<tr>
<td>(N)</td>
<td>4,594 4,367 4,367 4,174</td>
<td>4,174 4,174 4,174 4,398 4,398</td>
</tr>
</tbody>
</table>

Each column shows coefficient estimates from various specifications of an education production function, using the Project STAR public use dataset. Column (4) is our preferred specification—used to calculate marginal effects in Tables 3.1 and 3.2—in which score changes are regressed on a value-added quality variable \(q^D\) constructed using scores for the same subject as the dependent variable, class size, a size-quality interaction term, aide dummy and a vector of covariates that are not shown. These are: individual student’s race, gender and free lunch receipt as well as school location, school fixed effects and entry year effects. All specifications except columns (1)-(3) use these controls. Columns (1)-(4) have score changes as the dependent variable whereas score levels are used in columns (5)-(9). Asterisks represent p-values as follows: * \(p < 0.1\); ** \(p < 0.05\); *** \(p < 0.01\).
## Table 3.7 – Different specifications: Grade 3 mathematics

<table>
<thead>
<tr>
<th>qD</th>
<th>Score changes (ΔA₃)</th>
<th>Score levels(A₃)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Class size</td>
<td>0.007**</td>
<td>0.008***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>qD Maths</td>
<td>0.705***</td>
<td>0.705***</td>
</tr>
<tr>
<td></td>
<td>(0.070)</td>
<td>(0.070)</td>
</tr>
<tr>
<td>Interaction</td>
<td>-0.007**</td>
<td>-0.007**</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Aide</td>
<td>0.001</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>(0.030)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>Scoreₑ₋₁</td>
<td>0.018***</td>
<td>0.018***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>R²</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.19</td>
<td>0.34</td>
<td>0.34</td>
<td>0.35</td>
<td>0.69</td>
<td>0.28</td>
<td>0.28</td>
<td>0.25</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Each column shows coefficient estimates from various specifications of an education production function, using the Project STAR public use dataset. Column (4) is our preferred specification - used to calculate marginal effects in Tables 3.1 and 3.2 - in which score changes are regressed on a value-added quality variable (qD) constructed using scores for the same subject as the dependent variable, class size, a size-quality interaction term, aide dummy and a vector of covariates that are not shown. These are: individual student’s race, gender and free lunch receipt as well as school location, school fixed effects and entry year effects. All specifications except columns (1)-(3) use these controls. Columns (1)-(4) have score changes as the dependent variable whereas score levels are used in columns (5)-(9). Asterisks represent p-values as follows: * p < 0.1; ** p < 0.05; *** p < 0.01.
Table 3.8 – Different specifications: Grade 3 reading

<table>
<thead>
<tr>
<th></th>
<th>Score changes ($\Delta A_3$)</th>
<th></th>
<th>Score levels($A_3$)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>qD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class size</td>
<td>-0.001 (0.004)</td>
<td>-0.002 (0.004)</td>
<td>-0.000 (0.004)</td>
<td>-0.000 (0.004)</td>
</tr>
<tr>
<td>qD Read</td>
<td>0.651*** (0.080)</td>
<td>0.652*** (0.080)</td>
<td>0.647*** (0.080)</td>
<td>0.647*** (0.080)</td>
</tr>
<tr>
<td>Interaction</td>
<td>-0.011*** (0.004)</td>
<td>-0.011*** (0.004)</td>
<td>-0.011*** (0.004)</td>
<td>0.007*** (0.003)</td>
</tr>
<tr>
<td>Aide</td>
<td>-0.021 (0.032)</td>
<td>-0.020 (0.033)</td>
<td>-0.011 (0.033)</td>
<td>-0.002 (0.033)</td>
</tr>
<tr>
<td>Score$_{t-1}$</td>
<td>0.018*** (0.000)</td>
<td>0.018*** (0.000)</td>
<td>0.018*** (0.000)</td>
<td>0.018*** (0.000)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.14</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>N</td>
<td>4,709</td>
<td>4,501</td>
<td>4,501</td>
<td>4,374</td>
</tr>
</tbody>
</table>

Each column shows coefficient estimates from various specifications of an education production function, using the Project STAR public use dataset. Column (4) is our preferred specification - used to calculate marginal effects in Tables 3.1 and 3.2 - in which score changes are regressed on a value-added quality variable ($qD$) constructed using scores for the same subject as the dependent variable, class size, a size-quality interaction term, aide dummy and a vector of covariates that are not shown. These are: individual student's race, gender and free lunch receipt as well as school location, school fixed effects and entry year effects. All specifications except columns (1)-(3) use these controls. Columns (1)-(4) have score changes as the dependent variable whereas score levels are used in columns (5)-(9). Asterisks represent p-values as follows: * $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$. 


Another issue is how the inclusion of our constructed quality variable, without the interaction, affects the coefficient on class size. Given that the quality measure is constructed to be (unconditionally) independent of class size we would expect that its inclusion does not have a statistically significant effect on that coefficient. In most cases this is what we find, though as can be seen from columns (7) and (8) in Tables 3.3-3.8 there does seem to be a partial correlation between the variables that affects the coefficient - increasing it in magnitude - when using score levels as the dependent variable. Fortunately this does not appear to be material when using achievement changes.

The same cannot be said when using the current year's test score in levels as the dependent variable and not including the previous year on the right-hand side. As the above tables show, using this specification readers most of the interaction effects insignificant and in some cases has a similar effect on the significance of the side variable - reproducing the results of the literature in that regard. As already noted, it comes as something of a surprise that the aide dummy is significant in some levels specifications - Grade 1 and Grade 2 reading - since most previous papers have simply collapsed aide and regular classes together on the basis that they do not appear to be materially different. This could be because most studies combine mathematics and reading scores, but is an interesting result that perhaps suggests the role of aides in the study ought to be revisited.

There are a few points to be made in relation to the choice of specification and sensitivity to this. First, and most simply, it is important for the consistency of our account that the estimated model corresponds to the implications of our earlier assumptions - for the purpose of constructing the quality measure - regarding the underlying relationship. This requires utilising score changes as the dependent variable or, at least, using the preceding year's score as an explanatory variable - to control for confounding historical factors - when using score levels as the dependent variable. When that is done the estimated interaction effect is significant in most cases. The second issue is whether the literature provides a particular reason to adopt one or other of these specifications. While such issues are discussed at length by Todd and Wolpin (2003), that paper post-dates Krueger (1999) and indeed Krueger and Whitmore (2001) and is not referenced by Chetty et al. (2011). As a consequence, these key contributions do not substantiate their choice of a levels-based specification over one that considers score changes. In fact, since - as we have seen - changes in scores are the basis for value-added models of teacher quality, there appears to be a stronger case for focusing on these. As we noted above in comparing our results to the existing literature, Krueger (1999) rejected the value-added specification because the largest results in levels were
for kindergarten and these would not be captured by a specification using score changes. That is an \textit{ex post} data-driven decision, whereas here we have committed \textit{ex ante} to a particular formulation of the educational production function.

The last question to address, then, is why we might observe this sensitivity of the results to the dependent variable used. Our motivation for differencing achievement was the existence of a cumulative production function (Todd and Wolpin, 2003). That creates two problems for estimation. First, the presence of unobserved present and historical inputs leads to an increase in unexplained variation and possibly a decrease in the precision of estimates. Second, and more concerning, is that correlations between unobserved or omitted explanatory variables from preceding periods may lead to biases in the estimates. If we compare columns (5) and (6) in Tables 3.3 - 3.8 we see a possible combination of these two factors: failing to control for the previous year’s test score, when the dependent variable is current year’s scores in levels, is associated with a smaller coefficient on the interaction term and a larger standard error. Omitting previous year’s score is consistently associated with a smaller coefficient on quality and an increase in the coefficient on class size. As noted in our earlier discussion regarding Krueger’s (1999) results, this is as we would expect: with past scores excluded, the coefficient on the class size variable will be picking-up the \textit{cumulative} effects of initial assignment not only the effect of the particular year under consideration.\textsuperscript{23}

\textbf{3.4.3 Using treatment assignment instead of actual class size}

Another specification issue to consider is that by using actual class size rather than a dummy for assignment we may be picking-up a complex form of endogeneity. Recall that the reason for using class size itself is that it potentially gives us more useful information on the underlying production function than a somewhat arbitrary assigned change in size. There is no evidence, to our knowledge, that class sizes within assignment categories are endogenous. Nevertheless, we address this concern by estimating two obvious alternative specifications: utilising a dummy variable indicating assignment to a regular class; and, instrumenting for class size using assignment.\textsuperscript{24} In both cases the interaction effect is adapted accordingly. The estimates of the relevant coefficients from these alternative approaches - ordinary least squares with the continuous class size variable ('OLS'), a categorical treatment variable ('Dummy') and instrumental variables ('IV') are shown in Table 3.9 and 3.10 below. Note that in all cases the instruments for class size and

\textsuperscript{23}Note that, as indicated in the notes to the tables, we have restricted the sample to those students with scores in both years in order to ensure that the differences in results are due to the specification change rather than changes in sample composition.

\textsuperscript{24}Krueger (1999) runs through the same process for his results.
the interaction term are, as we might expect, highly significant predictors in the first-stage regressions.
Table 3.9 – Robustness of regression results: Mathematics scores

<table>
<thead>
<tr>
<th>qD</th>
<th>Grade 1</th>
<th></th>
<th></th>
<th>Grade 2</th>
<th></th>
<th></th>
<th>Grade 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>Dummy</td>
<td>IV</td>
<td>OLS</td>
<td>Dummy</td>
<td>IV</td>
<td>OLS</td>
<td>Dummy</td>
</tr>
<tr>
<td>qD Maths</td>
<td>0.666***</td>
<td>0.456***</td>
<td>0.712***</td>
<td>0.759***</td>
<td>0.506***</td>
<td>0.780***</td>
<td>0.714***</td>
<td>0.527***</td>
</tr>
<tr>
<td></td>
<td>(0.091)</td>
<td>(0.027)</td>
<td>(0.098)</td>
<td>(0.076)</td>
<td>(0.020)</td>
<td>(0.081)</td>
<td>(0.070)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Class size</td>
<td>-0.016***</td>
<td>-0.017***</td>
<td>0.000</td>
<td>0.002</td>
<td>0.008**</td>
<td>0.010**</td>
<td>-0.008**</td>
<td>0.068**</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.029)</td>
</tr>
<tr>
<td>Interaction</td>
<td>-0.009*</td>
<td>0.078**</td>
<td>-0.011**</td>
<td>-0.111***</td>
<td>0.092***</td>
<td>-0.012***</td>
<td>-0.008**</td>
<td>0.068**</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.034)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.031)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.029)</td>
</tr>
<tr>
<td>Aide</td>
<td>0.079**</td>
<td>0.074**</td>
<td>0.084**</td>
<td>0.094***</td>
<td>0.091***</td>
<td>0.086***</td>
<td>0.004</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>(0.035)</td>
<td>(0.034)</td>
<td>(0.035)</td>
<td>(0.030)</td>
<td>(0.030)</td>
<td>(0.030)</td>
<td>(0.030)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>Small</td>
<td>0.119***</td>
<td></td>
<td></td>
<td>-0.016</td>
<td></td>
<td></td>
<td>-0.079**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td></td>
<td></td>
<td>(0.031)</td>
<td></td>
<td></td>
<td>(0.032)</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.35</td>
<td>0.35</td>
</tr>
</tbody>
</table>

All columns show coefficients from our preferred specification of the education production function estimated using the Project STAR public use dataset. In this specification score changes are regressed on a value added quality variable ($q^D$) constructed using scores for the same subject as the dependent variable, class size, a size-quality interaction term, aide dummy and a vector of covariates that are not shown. These are: individual student’s race, gender and free lunch receipt, as well as school location, school fixed effects and entry year effects. All specifications include these covariates. For each grade: the left-hand column reports coefficients from a regression using actual class size; the central column utilises instead a dummy for treatment assignment; and, the right-hand column uses treatment assignment to instrument for class size and the interaction term. The instrument employed for the latter is simply a variable created by interacting the treatment dummy with the quality variable. Asterisks represent p-values as follows: * $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$. 

Table 3.10 – Robustness of regression results: Reading scores

<table>
<thead>
<tr>
<th>qD</th>
<th>Grade 1 OLS</th>
<th>Grade 1 Dummy</th>
<th>Grade 1 IV</th>
<th>Grade 2 OLS</th>
<th>Grade 2 Dummy</th>
<th>Grade 2 IV</th>
<th>Grade 3 OLS</th>
<th>Grade 3 Dummy</th>
<th>Grade 3 IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>qD</td>
<td>0.506***</td>
<td>0.421***</td>
<td>0.459***</td>
<td>0.393***</td>
<td>0.385***</td>
<td>0.418***</td>
<td>0.647***</td>
<td>0.390***</td>
<td>0.680***</td>
</tr>
<tr>
<td>Reading</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.088)</td>
<td>(0.028)</td>
<td>(0.094)</td>
<td>(0.086)</td>
<td>(0.024)</td>
<td>(0.090)</td>
<td>(0.080)</td>
<td>(0.023)</td>
<td>(0.089)</td>
</tr>
<tr>
<td>Class size</td>
<td>-0.030***</td>
<td>-0.031***</td>
<td>0.006</td>
<td>0.006</td>
<td>0.007</td>
<td>-0.000</td>
<td>-0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction</td>
<td>-0.004</td>
<td>0.005</td>
<td>-0.002</td>
<td>-0.000</td>
<td>0.010</td>
<td>-0.001</td>
<td>-0.011***</td>
<td>0.094***</td>
<td>-0.013***</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.035)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.035)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.032)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Aide</td>
<td>0.191***</td>
<td>0.178***</td>
<td>0.192***</td>
<td>0.041</td>
<td>0.038</td>
<td>0.036</td>
<td>-0.020</td>
<td>-0.015</td>
<td>-0.018</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.036)</td>
<td>(0.037)</td>
<td>(0.034)</td>
<td>(0.033)</td>
<td>(0.034)</td>
<td>(0.033)</td>
<td>(0.033)</td>
<td>(0.034)</td>
</tr>
<tr>
<td>Small</td>
<td>0.217***</td>
<td></td>
<td>-0.056</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.035)</td>
<td></td>
<td>(0.035)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.34</td>
<td>0.33</td>
<td>0.34</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>N</td>
<td>3,609</td>
<td>3,609</td>
<td>3,609</td>
<td>4,174</td>
<td>4,174</td>
<td>4,174</td>
<td>4,374</td>
<td>4,374</td>
<td>4,374</td>
</tr>
</tbody>
</table>

All columns show coefficients from our preferred specification of the education production function estimated using the Project STAR public use dataset. In this specification score changes are regressed on a value-added quality variable ($q^{D}$) constructed using scores for the same subject as the dependent variable, class size, a size-quality interaction term, aide dummy and a vector of covariates that are not shown. These are: individual student’s race, gender and free lunch receipt as well as school location, school fixed effects and entry year effects. All specifications include these covariates. For each grade: the left-hand column reports coefficients from a regression using actual class size; the central column utilizes instead a dummy for treatment assignment; and, the right-hand column uses treatment assignment to instrument for class size and the interaction term. The instrument employed for the latter is simply a variable created by interacting the treatment dummy with the quality variable. Asterisks represent p-values as follows: * $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$.
The results show that using a dummy for assignment, or utilising that variable as an instrument for actual class size, does not affect the sign or significance of the coefficients. Note that assignment to a small class led to average small class sizes of seven to eight students less than in regular/large classes, so it is necessary to divide the coefficient by that number for comparison purposes. Doing this reveals that the magnitude of the coefficient on the dummy variable is consistent with that on actual class size. Comparing the magnitude of the coefficients from the OLS and IV regressions we see that instrumenting for class size produces coefficients that have a larger absolute value.

3.5 Further econometric complications

There are a number of additional econometric issues raised by the preceding analysis that deserve some separate consideration. A first set of issues noted by Chetty et al. (2011) are that the coefficient on a value-added quality measure, even using a leave-out mean, may be upward biased by a reflection effect (Manski, 1993) of a student's own ability on the scores of others. It may also be attenuated as a result of student-specific variation in achievement that has nothing to do with teacher quality. Second, the use of data based on clusters (schools and classes) necessitates consideration of the appropriate standard errors for the estimated coefficients. A third issue is what an interactive functional form might imply for the novel approach in Chapter 2 to constructing a teacher quality measure. Finally, a known problem with estimating interaction effects is that they may be biased by a failure to correctly characterise the functional form of one of the variables.25

3.5.1 Own-score bias, attenuation bias and the 'reflection effect'

The basic justification of our quality measure - as explained in section 3.3 and chapter 2 - was based on averages (of score changes or levels) across all students in a given class for whom information was available. While this is adequate for the purposes of constructing a quality measure or ranking on its own, if we intend to utilise such a variable in a regression where an individual student's score is the dependent variable, then that score should be excluded from the average used to construct the quality measure. In practice this means constructing a quality measure for every individual student, which is tedious but straightforward, and that is the variable used in the preceding regressions. This was also the approach taken by Chetty et al. (2011).

25I am grateful to Gideon du Rand for emphasising this concern.
A more difficult issue relates to the so-called 'reflection effect' described by Manski (1993). In our case, the potential problem is that if student i's ability or achievement affects the achievement of her classmates - as we assume in our production function (3.3) - then the coefficient on the quality variable will be biased even with the modification mentioned above. Chetty et al. (2011) note that with the data available one cannot resolve the problem; at best one can attempt to bound the extent of the bias. The reflection problem is particularly an issue for studies like Chetty et al. (2011), because the magnitude of the coefficient on the quality measure is of primary interest. In the (online) appendix to their paper Chetty et al. (2011) derive - subject to a number of simplifying assumptions - an expression for the reflection effect and estimate the relevant components in order to provide a bound on the likely bias. The bias is an inverse function of class size and therefore is substantially reduced since the latter is above 13 and up to 25 in the experiment. In fact, those authors conclude that the magnitude of the upward bias is approximately of the same order as the downward attenuation bias due to end-of-year score averages being a somewhat noisy measure of class quality.

Formally characterising the attenuation and reflection effects is significantly more challenging when the interest is in the marginal effect in the presence of an interactive functional form. This is particularly true if one wishes to utilise a fully specified production function to simultaneously characterise these two biases - as seems appropriate. By contrast, Chetty et al. (2011) characterise the two effects separately. While one may therefore be encouraged by those authors' conclusion that the two effects offset each other, this must remain a caveat to interpretation of the magnitude of our estimated marginal effects of quality. To what extent might these concerns affect estimates of the marginal effects? That the reflection effect is inversely proportional to class size may lead to an understatement - in the results shown in Table 3.1 and 3.2 - of the extent to which the marginal effect of quality declines with class size. Furthermore, attenuation bias due to noise in the measure of teacher/class quality is likely, leading to results with understated significance by virtue of attenuated coefficients.

### 3.5.2 Standard errors

In general it is desirable to report standard errors for estimates that are robust to possible misspecification or account for clustering. The fact that sample clustering can lead to downward-biased standard errors when assuming random sampling at the level of individuals is well-known. See for instance Moulton (1986, 1990), Pepper (2002) and Wooldridge (2003). The reason for this is primarily the existence of positive within-cluster correlations, so that in effect the extent of infor-
mation provided by this variation is overstated. Less emphasised is the fact that, in principle, adjusting for clustering could lead to a decrease in the magnitude of the estimated standard errors.

The issue of clustering is of obvious relevance in the present case, where observations represent individual students, but in reality these are grouped in classes and schools. Two different approaches have been taken to clustering when using the STAR data and these choices reflect some differences in specification. We focus on Krueger (1999) and Chetty et al. (2011). Krueger, who implements a fairly straightforward estimation of treatment effects, clusters by class. Krueger (1999: 511) reports that these “robust standard errors are about two-thirds larger than the OLS standard error”. Chetty et al. (2011) take a different approach, clustering on school rather than class on the basis that “clustering by school provides a conservative estimate of standard errors” (Chetty et al., 2011: 1619) and show in an appendix that for their specifications clustering by school does give, almost uniformly, larger standard errors than clustering by class.

For our purposes the question is which of these two approaches to adopt. We began by implementing both approaches and examining the effect on the standard errors relative to simply using the least squares standard errors. It transpires that using standard errors clustered at the class level leads to sizeable reductions relative to OLS in all specifications where the quality variable is included. A close reading of Chetty et al. (2011), for instance Chetty et al. (footnote 30 2011: 1640), reveals that those authors observed a similar effect. As they note, reductions in the magnitude of standard errors as a result of clustering may occur “when the intra-class correlation coefficient is small”. More specifically, the literature notes that this may occur when the intra-cluster correlation is negative. This is not a full explanation, since it is not immediately clear why this is the case and from Krueger’s (1999) results it is evident that the problem does not exist across all specifications of interest.

In this respect it is valuable to revisit the quality measure described in section 3.3. This measure was constructed at a class level, with the consequence that a significant proportion of what would be the shared error within classes will be captured by that variable. It is perhaps unsurprising, then, that clustering at the class level has a very different effect in specifications including quality measures. As a consequence, we follow Chetty et al.’s (2011) approach in using school- rather than class-level clustering as a robustness check on the significance of results. In the presence of controls for school fixed effects we do not expect this to greatly reduce the significance of our results and indeed it does not. In fact, even at the
school level clustered errors are smaller than the simple OLS ones but the effect is less marked than when clustering on class. Hence our results in this regard are compatible with Chetty et al. (2011), who note that “[errors clustered by school] are in nearly all cases larger than those from clustering on only classroom” (Chetty et al., 2011: 1619).

What those authors do not explicitly note is that in a minority of cases the former are still smaller than the usual OLS standard errors. For our specifications this was true for the majority of cases. Besides the effects of clustering, heteroscedasticity robust standard errors were also somewhat larger than the unadjusted OLS standard errors, though the magnitude of the difference was marginal. Although we cannot be sure of the reason for these somewhat unexpected results, Angrist and Pischke (2009: 307) note that robust standard errors can have poor finite sample properties which can lead to clustered standard errors that are smaller than ‘conventional’ ones. Whatever the underlying reason, the conclusion is that using robust or clustered standard errors - by class or school - increases the apparent significance of our results. In keeping with the spirit of the empirical literature we report the more conservative results, which in this case are associated with the usual OLS standard errors.

3.5.3 Implications of interaction for the quality variable

There is a tension between the analysis and discussion in the present chapter, which focuses on interaction of class size and teacher quality, and the preceding chapter in which our approach to constructing the quality measure followed the economics of education literature in assuming additive separability of the education production function. This apparent tension raises two key questions:

1. What implications would an interaction between teacher quality and class size have for the validity of our proposed quality measure?

2. Given the above, how might this affect estimation of interaction effects using $q^D$?

The second question can in part be addressed as a purely logical issue. The crucial point is that a test for interaction using the constructed measure produces an acceptable test of the null hypothesis, since if biasing of the quality measure by interaction leads us to reject the null then we need not be concerned that this is a Type I error (since any bias arises because the null is false). Relatedly, in the absence of any reason to believe that interaction would lead to a quality measure
that would induce false acceptance of the null (Type II error), we can conclude that rejection of the null of additive separability given our quality measure is, ceteris paribus, a reliable indicator that the true functional form is interactive. Therefore the constructed measure remains useful to our broader interest and, in addition, the analysis of interactions in this chapter provides information on one of the assumptions made in constructing the measure. It is theoretically possible that if the quality measure is biased in some way we might accept the null even though it is false. In this sense at least any tests of the null of additive separability can be thought of as conservative.

Besides the correctness of acceptance or rejection of the null an additional issue of interest is the extent of bias, if any, in the magnitude of the estimated parameter on the interaction term. This is not an issue that can resolved logically and therefore the effect of an interactive functional form on our quality measure is likely to matter most if we want to examine the quantitative aspects of the relationship (i.e. magnitude) as opposed to only the qualitative aspect (is there interaction or not).

We now examine whether and how the interactive form has implications for our approach to constructing the quality measure, using the basic model in (3.5). It should be noted that in the construction of quality measures, the possible importance of functional form is not explicitly addressed by Chetty et al. (2011), Nye et al. (2004) or Konstantopolous and Sun (2011) - the studies most similar to this one.

\[
A_{ijk} = \alpha_0 + \alpha_1 H_{ijk} + \beta (1 - \lambda C_{gj}) f(q_{gij}, R_{gj}, \alpha_0, \lambda, \delta) + \delta C_{gj} + \alpha_2 G_{gk} + \epsilon_{ijk}
\] (3.5)

For simplicity of exposition we work with this functional form rather than its cumulative equivalent. Regarding the parameters we assume: \( \beta > 0, \lambda \geq 0 \) and \( \delta < 0 \). Note that the parameter \( \lambda \), representing the reduction in the effect of class quality on scores due to class size, is constrained by the requirement that \( \lambda C_{gj} \leq 1 \). If we were to assume (3.5), and follow the procedure detailed in sections 2.3 and 2.4 of the preceding chapter for creating the \( q^A \) measure, this would give us:
Averaging within-class scores:

\[ q_{jk} = \alpha_0 + \alpha_1 H_{jk} + \beta(1 - \lambda C_{gj})q_{jk}^* + \delta C_{gj} + \alpha_2 G_{jk} + \varepsilon_{jk} \]

(3.5.1)

Assuming \( f() \) is additively separable:

\[ = \alpha_0 + \alpha_1 H_{jk} + \beta_1(1 - \lambda C_{gj})q_{jk}^* + \beta_2(1 - \lambda C_{gj})R_{gj} + \beta_3(1 - \lambda C_{gj})\alpha_{0,jg} + \delta C_{gj} + \alpha_2 G_{jk} + \varepsilon_{jk} \]

(3.5.2)

Demeaning within class type:

\[ \tilde{q}_{jk} = \alpha_0 + \alpha_1 \tilde{H}_{jk} + \beta_1\tilde{q}^* + \beta_2 \tilde{R}_{gj} + \beta_3 \tilde{\alpha}_{0,jg} + \alpha_2 \tilde{G}_{jk} + \tilde{\varepsilon}_{jk} \]

(3.5.3)

We can use (3.5.3) to demonstrate the problems that arise because of interaction. First, note that class size now determines the extent to which teacher (classroom) quality affects our constructed quality measure relative to other factors at the school and household level. What this means is that a good teacher in a poor community is more likely to be ranked lower than a bad teacher in a wealthy community if they are also in a larger class size category. While non-class factors affected rankings even when assuming a non-interactive functional form, the effects were the same across class size categories so we were able to construct a quality measure that was meaningful for within-school comparisons.

This leads to a prediction: if teacher quality interacts with class size then school fixed effects should explain a greater portion of the variation in quality for regular-sized classes than small classes. To test this we regress our difference-based quality measure on dummies for all schools separately by class type and grade. The results are shown in Table 3.11 and 3.12 for \( q^D \). The Grade 1 and 2 mathematics \( R^2 \) and adjusted \( R^2 \) are substantially higher for regular-size classes, while these statistics are approximately the same in Grade 3. The pattern for reading in Grade 1 is the same but in Grades 2 and 3 is mixed. This could indicate, as observed for instance in the differing correlations between quality measures, something different about the production function for reading relative to mathematics. For example, if non-classroom factors are more important for reading outcomes - i.e. 26

Recall that \( q^A \) is just \( q \) divided by the within-type standard deviation of averaged scores. This is of no importance for the derivations here.
the coefficients on the relevant variables in the production function are larger - then the effect of the interactive terms may be relatively less important.
Table 3.11 – Explanatory power of school fixed effects for $q^D$: Mathematics

<table>
<thead>
<tr>
<th></th>
<th>Grade 1</th>
<th></th>
<th>Grade 2</th>
<th></th>
<th>Grade 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small</td>
<td>Reg Aide</td>
<td>Small</td>
<td>Reg Aide</td>
<td>Small</td>
<td>Reg Aide</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.73</td>
<td>0.92</td>
<td>0.65</td>
<td>0.79</td>
<td>0.82</td>
<td>0.72</td>
</tr>
<tr>
<td>$R^2$ adj</td>
<td>0.30</td>
<td>0.76</td>
<td>0.57</td>
<td>0.19</td>
<td>0.24</td>
<td>0.39</td>
</tr>
<tr>
<td>F-stat</td>
<td>1.72</td>
<td>5.83</td>
<td>2.84</td>
<td>1.40</td>
<td>1.44</td>
<td>1.89</td>
</tr>
<tr>
<td>N</td>
<td>124</td>
<td>114</td>
<td>100</td>
<td>130</td>
<td>99</td>
<td>102</td>
</tr>
</tbody>
</table>

Table 3.12 – Explanatory power of school fixed effects for $q^D$: Reading

<table>
<thead>
<tr>
<th></th>
<th>Grade 1</th>
<th></th>
<th>Grade 2</th>
<th></th>
<th>Grade 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small</td>
<td>Reg Aide</td>
<td>Small</td>
<td>Reg Aide</td>
<td>Small</td>
<td>Reg Aide</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.79</td>
<td>0.90</td>
<td>0.93</td>
<td>0.73</td>
<td>0.79</td>
<td>0.86</td>
</tr>
<tr>
<td>$R^2$ adj</td>
<td>0.47</td>
<td>0.70</td>
<td>0.75</td>
<td>0.37</td>
<td>0.22</td>
<td>0.52</td>
</tr>
<tr>
<td>F-stat</td>
<td>2.42</td>
<td>4.47</td>
<td>5.19</td>
<td>2.04</td>
<td>1.39</td>
<td>2.57</td>
</tr>
<tr>
<td>N</td>
<td>122</td>
<td>113</td>
<td>98</td>
<td>120</td>
<td>99</td>
<td>102</td>
</tr>
</tbody>
</table>
### Table 3.13 – Explanatory power of school fixed effects for $q^A$: Mathematics

<table>
<thead>
<tr>
<th>Grade</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small Reg</td>
<td>Aide</td>
<td>Small Reg</td>
<td>Aide</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.77</td>
<td>0.90</td>
<td>0.78</td>
<td>0.94</td>
</tr>
<tr>
<td>$R^2$ adj</td>
<td>0.41</td>
<td>0.54</td>
<td>0.63</td>
<td>0.80</td>
</tr>
<tr>
<td>F-stat</td>
<td>2.11</td>
<td>2.52</td>
<td>3.16</td>
<td>2.99</td>
</tr>
<tr>
<td>N</td>
<td>127</td>
<td>99</td>
<td>100</td>
<td>131</td>
</tr>
</tbody>
</table>

### Table 3.14 – Explanatory power of school fixed effects for $q^A$: Reading

<table>
<thead>
<tr>
<th>Grade</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small Reg</td>
<td>Aide</td>
<td>Small Reg</td>
<td>Aide</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.75</td>
<td>0.91</td>
<td>0.82</td>
<td>0.96</td>
</tr>
<tr>
<td>$R^2$ adj</td>
<td>0.34</td>
<td>0.56</td>
<td>0.53</td>
<td>0.84</td>
</tr>
<tr>
<td>F-stat</td>
<td>1.83</td>
<td>2.61</td>
<td>2.85</td>
<td>3.13</td>
</tr>
<tr>
<td>N</td>
<td>127</td>
<td>99</td>
<td>122</td>
<td>114</td>
</tr>
</tbody>
</table>
As shown in Table 3.13 and 3.14, a similar pattern is observed for the $q^4$ measure and indeed that is more consistent across mathematics and reading.

The problem arises not so much in the school or household effects or scaling factors - the betas - but rather in the effect of the relative class sizes ($C_0$ and $C_1$). The specific implications are shown in Table 3.15. Under our various assumptions, interaction between quality and class size leads our quality measure to exaggerate differences in relative quality where the higher quality teacher is in the smaller class. Furthermore, if the class size difference is large relative to the quality difference, it is possible that the measure even gives an incorrect ordering within the same school but across different class size assignments. By contrast, where the better teacher is in a larger class the quality difference is understated.\(^{27}\)

Unfortunately there are no simple or obvious solutions to the problems outlined. Along with the possibility that interaction may lead to greater noise in our quality measure, we cannot rule out the possibility that it may lead to a bias - in either direction - in the magnitude of coefficients estimated using the quality measure; this therefore remains an important caveat to our quantitative results.

\(^{27}\)In results not shown we construct within-school rankings of teachers based on their position in the cumulative distribution of score changes within their class type. We then subtract the percentile of the lower ranked teachers from those of higher-ranked ones across class types. The scenarios in Table 3.15 suggest that the difference should be bigger when the higher-ranked teacher is in a small class as opposed to a regular-sized one. Our results appear to support this prediction, with the difference being in the order of 3 percentiles in the context of mean percentile differences of 25-30.
Table 3.15 – Effect of interaction on constructed quality differences

<table>
<thead>
<tr>
<th>Effect on ((\bar{q}<em>{0kt} - \bar{q}</em>{1kt}))</th>
<th>(\beta_1(\lambda C_0 q_0^* - \lambda C_1 q_1^*))</th>
<th>(\beta_2 R_{2y}(\lambda C_0 - \lambda C_1))</th>
<th>(\beta_3 x_{0,y} (\lambda C_0 - \lambda C_1))</th>
</tr>
</thead>
</table>
| \(q_0^* > q_1^*\) \(\{\)
| \(C_0 > C_1\) | decrease | decrease | decrease |
| \(C_0 < C_1\) | indeterminate | increase | increase |
3.5.4 Robustness of interaction terms to different functional forms

A final set of concerns specific to our interest here relate to the importance of functional form when estimating interaction effects. In particular, as various authors have noted, interaction terms may be spuriously significant if the functional form of a regression model is misspecified. For instance, if the true model (data generating process) contains quadratics of the basic variables and these terms are omitted in the regression model then an included interaction term will most likely be significant even though it is absent from the true model. This is particularly relevant since our model in (3.4) is proposed as an improvement to existing specifications rather than a fully developed structural model.28

This is an important concern in general, but in addition there is no consensus in the class size literature as yet as to whether effects are linear or not. However, note that in constructing our quality variable the objective was that it should be orthogonal to class size. Estimates of the correlations and partial correlations (not shown) confirm that this is the case. If the two variables on which one estimates an interaction effect are orthogonal to each other then the form of confounding described is less likely to occur (Ozer-Balli and Sørensen, 2013). For this reason we do not believe that misspecification of the functional form of either the class or quality variables would have led to spuriously significant interaction effects.

Nevertheless, to examine the robustness of our results to this concern we employ two different approaches. First, Ozer-Balli and Sørensen (2013) suggest running regressions in which the explanatory variables of interest have been residualised on all other variables, including each other but excluding the interaction effect. These two residualised variables are then used to construct the interaction variable and the regression is estimated on these three variables along with the vector of covariates used in our previous specifications. This approach is inspired by the Frisch-Waugh-Lovell theorem (Frisch and Waugh (1933), Lovell (1963, 2008)). Re-estimating the coefficients on the class-quality interaction term leads to only one case - Grade 3 mathematics - where an originally significant coefficient becomes insignificant.

28One might add that the problem of functional form is not convincingly addressed by many structural models. While complex functional forms may arise from the core assumptions behind the model, those themselves may be represented using simplistic functional forms for the sake of producing neat analytical results.
The second robustness check is to use an algorithm proposed by Royston and Sauerbrei (2008) and developed into a Stata command as described in Royston and Sauerbrei (2009). The basic idea of this approach is to utilise a subset of all possible functional forms - the class of polynomial functions known as 'fractional polynomials' - and conduct a series of tests for the significance of interaction in the presence of these fairly flexible functional forms. This method is new and not all its formal properties have been characterised, so the results should be seen as merely a suggestive robustness check.

Our results (not shown) from running the algorithm produce p-values for the four variations in the tests discussed by Royston and Sauerbrei (2009), which suggest that there is statistically significant interaction between class size and class quality for Grade 1 and 2 in all variations of the test, and for Grade 3 when using the most flexible functional form. This is a reassuring result. Note that the interaction effects in our regressions for Grade 3 - reported in tables 3.7 and 3.8 - are significant in those regressions. Three versions of the Royston-Sauerbrei algorithm indicate that the significance of these effects may be due to incorrect specification of the functional form, but the most flexible of the four forms of the test finds the opposite conclusion.

Putting these robustness checks together we conclude that statistically significant interaction terms in the first two grades are not due to misspecification. The results for Grade 3 are more variable, but together the tests are inconclusive. The problem of functional form is one that bedevils all empirical work except the few successful implementations of fully non-parametric methods. In the samples produced by randomised evaluations one faces the additional problem of inadequate power (McEwan, 2013) to identify anything beyond fairly simple functional forms. While there is good reason to believe that the manner in which teacher quality and class size enter the educational production function is not simply linear - as is often assumed - the (constructed) orthogonality of these two variables in our data should ensure that this does not confound our estimates of the interaction effect.
3.6 Better modest than LATE?

Our empirical analysis finds statistically significant interaction effects between class size and class quality in Project STAR. These results in some sense encompass Mueller's (2013) study of interaction between teacher experience and class size, since experience effects are one component of teacher quality in general. The magnitude of some of the estimated interaction effects is of a size relevant for policy purposes, with the most notable result for Grade 1 mathematics suggesting that the negative effect of class size is twice as large for teachers/classes at the 75th percentile of the quality distribution against those at the 25th percentile. Such interactions are of interest for obtaining a deeper understanding of the nature of class size effects and may provide a basis for integrating the class size and teacher quality literatures. To date many authors have considered class size and teacher quality interventions as conflicting options, whereas our analysis suggests that the policy problem may be best framed as seeking to obtain the optimal combination of these two factors in an educational production function.

While making a contribution to a positive theory of class size effects, within the broader theme of this thesis the analysis of the present chapter also serves to illustrate the extent of the challenges faced in extrapolating experimental results to other contexts. The prospect of class size-teacher quality interaction also compounds concerns (Schrag (2006), Rivkin and Jepsen (2009)) relating to the effect of large-scale class size reduction policies on teacher quality. The efficacy of class size reductions may depend crucially on other, observed and unobserved, factors in the educational production function and - as chapter 1 showed - this implies that it may not be possible to generalise such results across contexts with any confidence.

Constructing our novel teacher value-added measure - justified in extensive detail in the preceding chapter - is key to the empirical analysis. Yet as with other such measures constructed using experimental (Chetty et al. (2011)) and longitudinal (Rothstein (2010), Sass, Semykina, and Harris (2013)) data, this has its own limitations and requires certain assumptions about the underlying functional form which could be incorrect. Similarly, while significant interaction effects are found with our preferred regression specification, using score changes or at least controlling for past scores, this is generally not the case when excluding past achievement. In both respects the present work is an advance on the existing literature but only a small step toward a more sophisticated analysis of the way in

\[ \text{Regression results shown in Table 2.8 in the preceding chapter indicated that experience measures explain a negligible proportion of variance in our value-added teacher quality measure.}\]
which class size enters into educational production functions.

If anything, however, the challenges in conducting an analysis of interaction effects, along with its limitations, provides an even more sobering perspective on prospects for the use of estimated class size effects to inform policy decisions. While large-scale administrative datasets could be used to examine the issue further, such efforts are constrained by non-random matching of students and teachers, while the vast majority of randomised class size evaluations conducted to date cannot - given their design - account for the relationship with teacher quality at all. The ideal basis for such analysis would be data from an experiment in which teachers and students are randomly assigned to classes of different sizes, assessments of teacher quality are made based on classroom observations and longitudinal information exists on the performance of students and teachers.

An additional challenge is that the literature does not imply any particular relationship between class size and teacher quality, partly because there are many dimensions to quality. A teacher skilled at handling behavioral problems may be able to mitigate the effect of class size increases, while a teacher of weaker 'quality' in this respect will not. This would produce a positive interaction effect where the negative effect of class size is smaller for higher quality teachers. On the other hand, a highly competent teacher in relation to their subject matter but without good behavior management may make impressive achievements in small classes, but might perform worse than a less competent teacher in large classes. This would result in a negative interaction effect. A value-added measure based on score changes - as employed in the preceding empirical analysis - does not distinguish between these different dimensions of teacher quality, or indeed between this and other class-level factors, and is therefore likely to be a noisy measure of the variation of interest.

Beyond identifying specific dimensions of quality, we do not know where the Tennessee data falls within the theoretical distribution of teacher quality or the empirical distribution across countries. As Rockoff (2004) notes in his use of data from one New Jersey county, "salaries, geographic amenities, and other factors that affect districts' abilities to attract teachers vary to a much greater degree at the state or national level" (Rockoff, 2004: 250). For this reason the empirical, structural literature on matching has emphasised (Todd, 2006) the importance of matching individuals within the same labour market. It seems reasonable to assume that these and other factors will exacerbate problems of external validity to

30It is in this sense that the challenges of 'overlapping support' and 'macro effects' - discussed in chapter 1 - are related.
an even greater extent when such estimates are used to inform policy decisions in other countries. For instance, within the United States it is likely that there are quality controls in place that are absent, or less well enforced, in developing countries. In which case the support of the teacher quality distribution in the STAR sample will not overlap with the lower ranges of quality distributions in these other locations. Yet the interactive model is most intuitively appealing when considering endpoints of the theoretical distribution of quality; a terrible teacher could make class size a negligible factor, while an excellent teacher could use small classes to dramatic effect or mitigate the negative effects of large classes. If that intuition is correct, simple external validity will fail most dramatically where the sample population does not approximate the distribution of quality at these extremes in the population of interest. So while our analysis uses developed country data, such interactions have the potential to call into question a number of conclusions and perspectives in the literature on educational interventions in developing countries.

In the absence of convincing representations of the educational production function, the simple external validity of class size effects depends at present on good fortune that: either class size is an additive causal factor the effect of which does not depend on the distributions of other variables; or, that differences across contexts somehow cancel each other out or are implicitly captured by intelligent choice of the dependent variable. Our analysis suggests that both these scenarios are implausible, though a definitive conclusion will require further research. A final hope might be that reliable extrapolation can be obtained without knowledge of the form of the production function by using a non-parametric method to achieve Hotz et al.'s (2005) definition of conditional external validity. However, besides the well-known sample size challenges presented by non-parametric methods, the greater dilemma is arguably that for this method to work researchers must know ex ante which are the most quantitatively important variables in the production function and be able to observe these.

Whether these requirements can be satisfied in the future is an open question but it is evident that they are not addressed in the majority of contributions to date. In the domain of academic economics it may sometimes be true that 'LATE is better than nothing' Imbens (2010). However, within the broad scope of the position advocated by Manski (2013a) we suggest that for policy purposes researchers acknowledge the extent of the uncertainty posed by such limitations to extrapolation. Given the limits to external validity we have detailed above even for a large, well-designed experiment, when it comes to informing policy that could affect the welfare of whole societies it is surely better that researchers not overstate the
generalizability of their results. In short, it may be better to be modest rather than late.
Appendix D

Figures not shown in text

D.1 Marginal effects of class size on reading scores
Figure D.1 – Marginal effect of class size across quality deciles

Note: Estimates from a regression of standardised score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the "marginsplot" command in Stata12.
Figure D.2 – Marginal effect of class size across quality deciles

Note: Estimates from a regression of standardised score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the 'marginsplot' command in Stata12.
Figure D.3 – Marginal effect of class size across quality deciles

Effect of class size across quality
Grade 3 reading
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Note: Estimates from a regression of standardised score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the 'marginsplot' command in Stata12.
D.2 Marginal effects of quality on reading scores
Figure D.4 – Marginal effect of quality across class sizes

**Effect of quality across class sizes**

*Grade 1 reading*

Note: Estimates from a regression of standardized score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the 'marginsplot' command in Stata12.
Figure D.5 – Marginal effect of quality across class sizes

Note: Estimates from a regression of standardised score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the "marginsplot" command in Stata 12.
Figure D.6 – Marginal effect of quality across class sizes

Note: Estimates from a regression of standardised score changes on a model including the quality measure, class size, an interaction term and a vector of covariates including school fixed effects. Bars represent 90% confidence intervals, calculated using the “marginsplot” command in Stata12.
Conclusion

If researchers wish to use their results to make policy recommendations - as Imbens (2010) suggests is the primary goal of much of the experimental literature - then it is critical that empirical, theoretical or methodological limitations to the policy relevance of results are clearly and comprehensively acknowledged. The relevance of experimentally identified causal effects typically depends on the applicability of those estimates to a population that is different from the one in which the original experiment was conducted. The correct identification of causal effects ('internal validity') is therefore an insufficient criterion for evidence to be policy relevant. Instead what ultimately matters is the ability to use such results to forecast, in whatever way, the likely consequences of a policy ('external validity') in the population of interest.

The overarching concern of this thesis has been with the implications of interactions in causal relationships. Chapter 1 argued - following the basic insight of Campbell and Stanley (1966) and Cook and Campbell (1979) - that this is the most fundamental challenge to external validity in as much as it exists even in the presence of an ideal experiment. As with the broader problem of external validity, this issue has largely been neglected in the empirical programme evaluation literature to date. Our analysis, building on Hotz et al. (2005), showed how interaction between variables in the 'production function' for causal effects implies that average treatment effects will differ across populations where the mean of the interacting covariates are different - a failure of 'simple external validity'. Leamer (2010) has referred to such variables as 'interactive confounders'.

This provides a useful framework within which the assumptions required for external validity can be more clearly appreciated. It implies that for estimated average treatment effects to carry over identically to other populations it must be true that the means of all interacting variables are the same across these populations. While Hotz et al. (2005) propose a more sophisticated formulation of external validity in which covariate-specific treatment effects are weighted by the distribution of covariates in the population of interest, the assumptions required for this
to be achieved are analogous to the assumptions required by econometric matching estimators for the identification of average treatment effects. This reveals a clear tension: for experimental methods to be preferable to non-experimental alternatives it must be true that the assumptions required for matching estimators are implausible within the sample population, yet similar assumptions are required for experimental estimates to be informative outside the sample population. Thus if we reject the possibility of obtaining credible identification from non-experimental estimators we should, accordingly, be wary of any claims that experimental estimates can be extrapolated to other populations. Furthermore, in practice these assumptions require that researchers know, ex ante, what the relevant interacting variables are and can obtain data on the distributions in both the experimental and policy populations. That does not appear to be the case in most policy-related experiments conducted to date.

Whether interactions of this kind are in fact important is, to some extent, an empirical question. In order to provide some evidence on this, and other issues concerning the use of randomised evaluations, the remainder of the thesis focused on topics in the economics of education. Chapter 3 discussed experimental evaluations of class size effects. Specifically, we argued that it is implausible to presume, ex ante, that the effect of class size is independent of other variables in the production function of educational achievement. In particular, it seems plausible - and in accord with contributions to the education literature - that the importance of class size depends on the quality of the teacher and classroom environment. To date the economics of education literature has dealt with class size and teacher quality as independent considerations and often - as in the exchange between Krueger (2003) and Hanushek (2003) - competing policy priorities. Instead we suggest the possibility that teacher quality and class size interact, and therefore are complementary, in their effect on educational achievement. From a policy perspective that suggests the problem is to find the optimal combination of teacher quality and class size in the presence of resource constraints, rather than simply choosing one intervention over the other.

To assess this assertion outside of a full, plausible structural model requires that both the measures of teacher quality and class size are unconfounded by other factors. Using the Project STAR class size experiment, Chapter 2 showed how a value-added teacher quality variable can be constructed using a single cross-section of teacher observations when students and teachers are randomly assigned to classes. Specifically, that method exploits the fact that - in the limit - the distribution of teacher quality across treatment categories should be the same. The ranking implied by that measure obtains indirect support from a study that con-
ducted classroom observations on a subset of class teachers. Furthermore, in terms of explanatory power in relation to student achievement the measure produces results compatible with other contributions to the quality literature.

Using this new measure, the regression results in Chapter 3 provided evidence of statistically and economically significant interaction effects between size and quality on student test score changes. On its own that is a contribution to the economics of education literature. However, in the context of the analysis in Chapter 1 what such interactions imply is that experimental estimates of the average effect of class size reductions will, even if the researcher succeeded in identifying the confounded average treatment effect in the sample, not carry-over to other populations where the mean of the teacher quality distribution is different.

Together the above analyses suggest, at the least, that the question of external validity remains inadequately interrogated both theoretically and empirically. These issues are not yet dealt with in any systematic fashion in the vast majority of contributions to the experimental evaluation literature. How researchers interpret the limitations that interaction implies for simple extrapolation of estimated effects depends on how prevalent such relationships are believed to be. At base this is a question about the very nature of causal relationships in the domains in which economists conduct research. An appropriate prior may be to assume that, much as additively separable firm production functions are considered implausible, interactive relationships are the norm unless proved otherwise. The present literature, however, implicitly assumes either additive separability or the ability of researchers to qualitatively determine which contexts are 'similar enough' for extrapolation. The problem with the latter strategy is that, as noted above, if researchers are able to determine similarity between sample and policy populations in this way, there is no obvious reason why they cannot equivalently determine whether recipients and non-recipients of non-experimental interventions are similar enough to satisfy a selection-on-observables assumption. In which case the experimental method is unnecessary.

In this context, the view that the only credible evidence for policy analysis is experimental (or, at worst, quasi-experimental) appears premature, as does the focus on micro-level issues that are amenable to analysis by experimental variation. While many critics have noted that experimental methods may lead to neglect of 'big questions', there has been less discussion of the possibility that even the results of small-scale interventions may be misleading if systemic issues are not addressed. For example, another important set of experimental contributions to the economics of education literature concern teacher absenteeism. Yet if ab-
senteeism is primarily an outcome of under-equipped teachers and poor working conditions then interventions at the micro-level that focus on teacher incentives may lead to an inefficient allocation of resources. The South African education system, for example, is recognised as achieving close to universal access but very poor performance on educational outcomes. Many studies have noted connections between poor outcomes with inefficiency, low teacher quality and inadequate professionalism. In this context randomised evaluations may assist in identifying effective interventions. However, there are also reasons - such as high teacher workloads, large class sizes, inadequate infrastructure and schooling resources - to believe that some of the observed causes of poor performance may also be the consequences of inadequate resources for the system as a whole. In that case the kind of micro-level interventions most suited to randomised evaluation may be irrelevant, or even suggest unsuitable policies, when macro-level institutional constraints have not been adequately studied.

As with all empirical work, the core analysis of chapters 2-3 is subject to a number of caveats. In chapter 2 we invoked a number of assumptions on the educational production function along with the success of random assignment and its implications. If these hold then the method proposed and implemented for conducting a value-added quality measure would produce a variable which adequately represents teachers' relative quality. Similarly, the regression analysis in chapter 3 proceeded from the imposition of certain restrictions on the form of the cumulative production function. These turned out to be non-trivial since while significant interaction effects were found for our favoured specification using score changes as the basis for the dependent variables, these were absent or less systematic when using score levels and not controlling for previous year's achievement. Relatedly, while random assignment resolves some of the key identification problems in the VAM and class size literature, the results could be affected by measurement error in the teacher quality variable (leading to downward bias) as well as the possibility of reflection effects (upward bias). Finally, if interaction does exist then this complicates the construction of the quality measure, meaning at the least that it will be a more noisy measure, but potentially also that the magnitude of estimates could be upward or downward biased. In these respects our analysis is no less vulnerable to such assumptions than the existing literature; Chetty et al. (2011) suggest bounds on measurement error and reflection effects in their analysis, but do so using simple, additive decompositions and do not consider issues related to cumulative functional forms raised by Todd and Woipin (2003). Within the broader theme of the thesis - limits to the external validity of estimates using experimental data - the caveats to our empirical findings arguably emphasise the extent of the challenge posed by interactive relationships even with the highest quality of
experimental studies such as Project STAR.

Given the above it is clear that procedures for using experimental results to predict the effects of policies in new environments remain largely undeveloped and the consequences similarly unrecognised. In our chosen example, the fact that most studies of class size effects have not even collected data on teacher quality implies that we may never be able to extend these results in a satisfactory way to other contexts. Whether future research design could be improved to address and anticipate such challenges remains an open question. And while advocates of alternative methods may endorse those instead, the problem of functional form is no less problematic for structural modelling where there is often little basis to choose one functional form over another and, as acknowledged by Heckman and Vytlacil (2007a: 4855), non-parametric methods for identification do not assist in resolving the problem of extrapolation. The basic interaction problem may be removed, or ameliorated, by representative sampling of the population of interest or - more ambitiously - sampling for representation of the full support of the joint distribution of interacting covariates. Since such procedures are not currently utilised in the vast majority of reported studies, and it remains unclear whether they are feasible, our analysis implies that more caution should be exercised in claiming policy relevance for experimental estimates of programme effects.
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